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Abstract
Escuela Técnica Superior de Ingeniería Informática

Departamento de Lenguajes y Sistemas Informáticos

Doctor in Computer Engineering

On the enhancement of Big Data Pipelines through Data Preparation, Data Quality, and
the distribution of Optimisation Problems

by Álvaro Valencia Parra

Nowadays, data are fundamental for companies, providing operational support by facili-
tating daily transactions. Data has also become the cornerstone of strategic decision-making
processes in businesses. For this purpose, there are numerous techniques that allow to extract
knowledge and value from data. For example, optimisation algorithms excel at supporting
decision-making processes to improve the use of resources, time and costs in the organisation.
In the current industrial context, organisations usually rely on business processes to orches-
trate their daily activities while collecting large amounts of information from heterogeneous
sources. Therefore, the support of Big Data technologies (which are based on distributed en-
vironments) is required given the volume, variety and speed of data. Then, in order to extract
value from the data, a set of techniques or activities is applied in an orderly way and at dif-
ferent stages. This set of techniques or activities, which facilitate the acquisition, preparation,
and analysis of data, is known in the literature as Big Data pipelines.

In this thesis, the improvement of three stages of the Big Data pipelines is tackled: Data
Preparation, Data Quality assessment, and Data Analysis. These improvements can be ad-
dressed from an individual perspective, by focussing on each stage, or from a more complex
and global perspective, implying the coordination of these stages to create data workflows.

The first stage to improve is the Data Preparation by supporting the preparation of data
with complex structures (i.e., data with various levels of nested structures, such as arrays).
Shortcomings have been found in the literature and current technologies for transforming
complex data in a simple way. Therefore, this thesis aims to improve the Data Preparation
stage through Domain-Specific Languages (DSLs). Specifically, two DSLs are proposed for
different use cases. While one of them is a general-purpose Data Transformation language,
the other is a DSL aimed at extracting event logs in a standard format for process mining
algorithms.

The second area for improvement is about the assessment of Data Quality. Depending on
the type of Data Analysis algorithm, poor-quality data can seriously skew the results. A clear
example are optimisation algorithms. If the data are not sufficiently accurate and complete,
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the search space can be severely affected. Therefore, this thesis formulates a methodology for
modelling Data Quality rules adjusted to the context of use, as well as a tool that facilitates the
automation of their assessment. This allows to discard the data that do not meet the quality
criteria defined by the organisation. In addition, the proposal includes a framework that helps
to select actions to improve the usability of the data.

The third and last proposal involves the Data Analysis stage. In this case, this thesis faces
the challenge of supporting the use of optimisation problems in Big Data pipelines. There is a
lack of methodological solutions that allow computing exhaustive optimisation problems in
distributed environments (i.e., those optimisation problems that guarantee the finding of an
optimal solution by exploring the whole search space). The resolution of this type of problem
in the Big Data context is computationally complex, and can be NP-complete. This is caused
by two different factors. On the one hand, the search space can increase significantly as the
amount of data to be processed by the optimisation algorithms increases. This challenge is
addressed through a technique to generate and group problems with distributed data. On the
other hand, processing optimisation problems with complex models and large search spaces
in distributed environments is not trivial. Therefore, a proposal is presented for a particular
case in this type of scenario.

As a result, this thesis develops methodologies that have been published in scientific jour-
nals and conferences. The methodologies have been implemented in software tools that are
integrated with the Apache Spark data processing engine. The solutions have been validated
through tests and use cases with real datasets.
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por Álvaro Valencia Parra

Hoy en día los datos se han consolidado como una pieza fundamental en las empresas,
ya que, además de facilitar las transacciones del día a día a nivel operacional, ayudan a mejo-
rar la toma de decisiones estratégicas en el negocio. Para ello, existen diversas técnicas que
permiten extraer conocimiento y valor de los datos. Un ejemplo son los algoritmos de op-
timización, los cuales permiten utilizar los datos para dar soporte a la toma de decisiones
con el fin de mejorar el uso de los recursos, tiempo y costes en todos los ámbitos de una
organización. En el contexto industrial actual, las organizaciones frecuentemente se apoyan
en procesos de negocio con los que orquestan sus actividades diarias al mismo tiempo que
recolectan grandes cantidades de información de orígenes heterogéneos. Por ello, necesitan
el soporte de tecnologías Big Data dado el volumen, la variedad y la velocidad de los datos.
El procesamiento mediante técnicas Big Data se lleva a cabo en entornos distribuidos, en los
que, según el caso de uso, se aplican una serie de métodos para extraer valor de los datos. Este
conjunto de técnicas o actividades, aplicadas de una forma ordenada y en distintas etapas, se
denomina Big Data pipeline y facilita la adquisición de los datos, la preparación, y su análisis.

Se han detectado aspectos a mejorar en las fases de preparación, valoración de la calidad,
y análisis de datos. Estas se pueden abordar desde una perspectiva individual, enfocada en
cada fase, o desde un nivel más complejo y global dentro de un workflow de datos. En esta
tesis, abordamos la mejora de cada una de estas partes de distintas formas.

En primer lugar, esta tesis se enfoca en la preparación de datos con estructuras complejas,
es decir, datos con estructuras anidadas a distintos niveles. Se han encontrado carencias en
la literatura y en las tecnologías actuales para transformarlos de manera sencilla. Es por eso
por lo que esta tesis se propone perfeccionar la preparación de datos complejos mediante
Lenguajes Específicos de Dominio (DSL, por sus siglas en inglés). En concreto, se presentan
dos, según el caso de uso: uno de propósito general, y otro orientado a la extracción de logs
de eventos en un formato estándar para algoritmos de minería de procesos.

La segunda área de mejora está relacionada con la valoración de la calidad de los datos.
Según el tipo de algoritmo de análisis que se utilice, los datos de mala calidad pueden llegar a
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desvirtuar gravemente los resultados. Un claro ejemplo son los algoritmos de optimización. Si
los datos no son lo suficientemente precisos y completos, el espacio de búsqueda se puede ver
gravemente afectado. Por lo tanto, esta tesis formula una metodología para modelar reglas
de calidad de datos ajustadas al contexto de uso, así como una herramienta que facilita la
automatización de su valoración. Esto permite descartar aquellos que no cumplan con los
criterios de calidad definidos por la organización. Además, la propuesta incluye un framework
que ayuda en la selección de acciones para mejorar la usabilidad de los datos.

La tercera y última propuesta se enmarca en la fase del análisis de datos. Para ello, esta
tesis afronta el reto de dar soporte al uso de problemas de optimización en Big Data pipelines.
En particular, se ha detectado una falta de soluciones metodológicas que permitan computar
problemas de optimización exhaustivos en entornos distribuidos, es decir, aquellos que re-
quieren del descubrimiento de la solución óptima dentro de un espacio de búsqueda. La
resolución de este tipo de problemas en el contexto Big Data es computacionalmente com-
pleja, pudiendo llegar a ser de tipo NP-completo. Esto se debe a que, por una parte, el espa-
cio de búsqueda puede aumentar de forma significativa a medida que la cantidad de datos
que deben procesar los algoritmos de optimización se incremente. Este desafío es abordado
a través de una técnica para generar y agrupar problemas con datos distribuidos. Por otra
parte, el procesamiento de problemas de optimización con modelos complejos y grandes es-
pacios de búsqueda en entornos distribuidos no es trivial. Por consiguiente, se presenta una
propuesta para un caso particular en este tipo de escenarios.

Como resultado, se han desarrollado metodologías que han sido publicadas en artículos
de investigación. Estas se han implementado en herramientas de software que se integran
con el motor de procesamiento de datos masivos Apache Spark. Además, han sido validadas
mediante pruebas y casos de uso con datos reales.
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Chapter 1

Introduction

This chapter contextualises this doctoral thesis, describing its context and motivation, introducing all
the concepts necessary to understand the problems to be addressed and describing the set of challenges
and objectives that are faced. This Chapter is structured as follows. Section 1.1 contextualises and
motivates this thesis. Next, Section 1.2 provides a background on the main concepts that are closely
related to this thesis. Afterwards, Section 1.3 describes our objectives. Finally, Section 1.4.1 presents
the research methodology that has been followed.

1.1 Context and Motivation

1.1.1 Context

The technological advances in Industry are promoting changes towards complex business
processes, leading to a paradigm in which data is the cornerstone of business operations and
strategy. Traditionally, data played a relevant role within organisations. In the late 1970s, in-
formation systems emerged, and these provided operational support to companies through
transaction processing systems [61]. In that scenario, the database management systems were
responsible for storing operational data. Since then, operational data has supported strategic
and tactical levels through analytical operations based on descriptive statistics [69]. Since the
appearance of these systems capable of storing, processing, and analysing transactions at the
operational level of companies, the importance of data in business processes has increased.
For example, data can be employed to support decision-making processes through optimisa-
tion algorithms, which help companies use data to optimise resources, time, and costs within
business processes.

As data became more dominant, companies sought to store as much data as possible. The
current industrial context seeks to collect as much data as possible to increase the potential
value extracted from it. The current trend [4] is the integration of data from multiple sources
(e.g., data collected by sensors on manufacturing lines or third-party data, such as data from
business partners, providers, clients, and social networks). All of these data, as a whole, are
a potential source of value for companies. If data are properly processed and analysed, it can
be convenient for optimising business processes, strengthening relationships with customers
and suppliers, improving product and service quality, improving customer engagement, and
developing new business or investment opportunities.
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Although this scenario brings great opportunities, several challenges arise. The main chal-
lenges are related to the nature of this type of data, which follows three characteristics: There
are large amounts of data (volume) generated at high speed (velocity) and showing high het-
erogeneity (variety). These challenges promoted the emergence of the Big Data paradigm to
address these limitations. This paradigm is intended to capture, store, manage, and analyse
data [54] that meet the characteristics of volume, velocity, and variety. These characteristics
are formally described as the three dimensions of Big Data [52, 53]. Other authors [53, 2, 58]
included an additional dimension: Veracity. Following these authors, this dimension is re-
lated to the uncertainty and unreliability that are implicit in certain data sources, motivated
by the lack of quality of the data, manifested as accuracy, completeness, consistency, latency,
ambiguity, and availability issues.

Each dimension of Big Data entails several challenges that must be addressed [8]. Fo-
cussing on the variety of data, note that processing heterogeneous data is not trivial. In Big
Data scenarios, data with different semantics and structures (i.e., structured data with dif-
ferent attributes, or unstructured data such as plain text, logs, images, audio, videos [63, 53])
must be integrated. On the other hand, if we focus on the dimension of veracity, the challenges
that arise are related to the quality, reproducibility, and security [91, 28] of the data. The higher
volume, variety, and velocity, then the more Data Quality issues [32] (derived from the inte-
gration of data from different data sources, with different semantics and schemata), the more
complex the reproducibility [36] is (since combining high amounts of heterogeneous data in-
creases the number of operations to perform), and the more security issues might arise [51]
(e.g., due to the combination of data with different security and privacy policies). The ulti-
mate objective of the Big Data paradigm is to process this type of data to extract knowledge
and value [26, 95, 93]. It is done through Big Data pipelines, which are processes composed of
activities to extract value from data. This concept and the activities that make up it have been
widely studied in the literature [22, 9, 64, 26].

Big data pipelines play a key role in the industrial context of today [56]. On the one hand,
it is capable of providing support at the operational level by facilitating the automation of the
processing and storage of transactions in business processes and is capable of processing large
volumes of heterogeneous data. On the other hand, the Big Data pipelines are the cornerstone
of the strategic and tactical levels of the organisations, since these enables the analysis of the
transactional data in conjunction with third-party data.

In summary, Big Data pipelines are key to assisting companies in aspects such as decision-
making in business processes.This thesis focusses on this type of Big Data pipelines and on
the use of optimisation algorithms to facilitate decision-making processes.Therefore, we face
the challenges derived from the distributed data with Big Data technologies to distribute the
computation of optimisation problems so that optimal solutions can be efficiently obtained.

Within the optimisation paradigm, several types of algorithms can be found. These can
be classified into metaheuristic algorithms [17] and exhaustive algorithms [33]. As we dis-
cuss later, there exist several proposals [14, 13, 1, 94] to support metaheuristic algorithms
in distributed environments. However, we noted a lack of support for exhaustive optimisa-
tion algorithms. Furthermore, exhaustive optimisation algorithms do not scale well, since the
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computation time significantly increases as the search space increases. This implies an impor-
tant challenge in the current scenario, since the processing of large volumes of heterogeneous
data is required, as well as the computation of more optimisation problems. These factors
contribute to increasing search space, leading to scalability issues.

The next Section (Section 1.1.2) goes into more detail on the different areas that are subject
to improvement in order to support this type of analysis in Big Data pipelines.

1.1.2 Motivation

This thesis focusses on the enhancement of those Big Data pipelines that are intended to solve
large and complex optimisation problems to assist decision-making processes. We focus on
exhaustive optimisation problems, which usually are NP-complete, increasing their complex-
ity as the amount of data to be processed augments due to the increase in the size of the search
space. Therefore, we seek to improve this type of analysis in Big Data environments. The op-
timisation problems can require different data type structures, depending on the optimisation
model. For example, in this thesis, we tackle use cases whose optimisation models require
data with complex structures (i.e., data with nested arrays or other structures) or very spe-
cific data formats. For this reason, we also pursue improving the Data Preparation stage by
supporting the transformation of data with complex structures. The results of the optimisa-
tion problems are meaningfully influenced by the quality of the input data, requiring the use
of Data Quality measurement and assessment techniques to ensure the quality of the results.
However, Data Quality measurement and assessment must be performed in accordance with
the context of data use. In this thesis, we also strive to enhance the way in which Data Quality
is evaluated and modelled.

This thesis is developed within the IDEA Research Group1. This group has proven experi-
ence in the application of optimisation problems, business process modelling, process mining,
and data governance. The need to use techniques based on the Big Data paradigm (and conse-
quently, Big Data pipelines) is derived from research projects at the national and local levels,
as well as from collaborative projects with private companies. Next, we present the list of
research projects in which this thesis plays a key role:

• Aether-US2 (PID2020-112540RB-C44). This project aims to improve the way data is man-
aged by following a context-aware basis to support business processes.

• ECLIPSE3 (RTI2018-094283-B-C33). This project focusses on improving Data Quality and
Data Security in business processes.

• METAMORFOSIS4 (US-1381375). This project aims to support digital transformation
processes by improving data management, business processes, and security governance.

1IDEA Research Group: https://www.idea.us.es/
2Aether-US: https://investigacion.us.es/sisius/sis_proyecto.php?idproy=33855
3ECLIPSE: https://investigacion.us.es/sisius/sis_proyecto.php?idproy=29615
4METAMORFOSIS: https://investigacion.us.es/sisius/sis_proyecto.php?idproy=33186

https://www.idea.us.es/
https://investigacion.us.es/sisius/sis_proyecto.php?idproy=33855
https://investigacion.us.es/sisius/sis_proyecto.php?idproy=29615
https://investigacion.us.es/sisius/sis_proyecto.php?idproy=33186
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• COPERNICA5 (P20_01224). This project aims to improve business processes through
data governance.

• Clean Sky 26 (P036-19/E08). This project is carried out in collaboration with Airbus.
Its objective is to improve the diagnostic of business processes in the aircraft assembly
process.

This thesis supports the data management and processing part of each of these projects.
The ultimate objectives of data processing in these projects are (i) to facilitate decision-making
and (ii) to diagnose business processes. optimisation techniques are typically employed for
these purposes (e.g., assisting in the selection of an optimal delivery route that reduces the
cost, finding an optimal schedule for an industrial activity, selecting optimal configurations, or
discovering the deviation between process execution and process model). Since the use cases
we handle require processing large volumes of heterogeneous data, we decided to employ Big
Data pipelines to address them. However, we discovered that there exists a lack of support
for optimisation techniques in Big Data environments.

Within the optimisation problem paradigm, the distribution of metaheuristic optimisation
problems has been widely studied, and there exist several approaches [14, 13, 1, 94]. Meta-
heuristic optimisation algorithms [17] do not explore the entire search space. Instead, these
employ a heuristic function to find quasi-optimal solutions in a limited time. Therefore, meta-
heuristic optimisation is not exact, and the results obtained from these types of algorithms can
be considered approximations to optimal values. On the other hand, exhaustive optimisation
algorithms analyse the whole search space and are able to return the optimal value or values.
In this respect, we noticed a lack of proposals for the computation of large-scale exhaustive
optimisation problems.

Constraint optimisation [73] is one of the most popular exhaustive optimisation paradigms.
This paradigm entails techniques that allow us to establish mathematical models to optimise
an objective function by taking into account a set of constraints. It has traditionally been
of paramount importance in decision-making processes [35, 81, 25], since this paradigm al-
lows us to model real-world problems through mathematical functions. However, this type
of problem tends to be NP-complete [33]. In Big Data scenarios, this situation worsens, since
large volumes of data could potentially increase search space. In order to face the distribu-
tion of Constraint Optimisation Problems (COPs), the distribution of the search space has
been proposed as a solution, known as Distributed Constraint Optimisation Problems (D-COP)
[42]. However, the algorithms that have been proposed are too complex, since these require
sharing and synchronising the problem states and search spaces, not existing commercial so-
lutions applied in Big Data context. In this thesis, instead of distributing the whole search
space of these types of problems, we seek to distribute and compute individual non-complex
problems. We focus on two particular cases.

• The distribution of small individual problems. We call this approach Constraint Opti-
misation Problems with Distributed Data (COPDD). The idea is that the user groups the

5COPERNICA: https://investigacion.us.es/sisius/sis_proyecto.php?idproy=33720
6Clean Sky 2: https://investigacion.us.es/sisius/sis_proyecto.php?idproy=31890

https://investigacion.us.es/sisius/sis_proyecto.php?idproy=33720
https://investigacion.us.es/sisius/sis_proyecto.php?idproy=31890
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data in such a way that a Constraint Optimisation Problem is formed for each record
of the distributed dataset. As an advantage, COPDDs can be solved with traditional
constraint optimisation algorithms and solvers. However, there are two drawbacks. On
the one hand, each record must have all the information necessary to build the COPs,
which potentially implies the appearance of data with complex structures. On the other
hand, some individual problems can generate bottlenecks, so techniques are required to
reduce the domain of individual problems.

• The distribution of big complex optimisation problems.In these cases, the way the dis-
tribution is carried out is strongly dependent on the type of problem. As an example,
we use the case of conformance checking [21], which is a process mining technique that
is fundamental in the diagnosis of business processes, since it allows one to calculate
the alignment between the execution of a business process and its model. Conformance
checking techniques entail the use of optimisation algorithms in order to find an optimal
value within a search space. In this thesis, we seek a methodology to solve conformance
checking problems through the distribution of the event logs (i.e., the execution traces of
a business process), the decomposition of business process models, and an algorithm to
combine and distribute the execution traces along with the different parts of the business
process.

For these optimisation techniques to be employed in Big Data pipelines, Data Preparation
activities must be properly carried out. As we mentioned above, the use of COPDDs may
imply the use of data models with complex structures (i.e., data with various levels of nested
structures such as arrays). This is the case in the case studies that are faced in this thesis. In our
research, we found that most proposals do not support this type of data in a straightforward
way, since most of the proposals are specifically designed for table-orientated data models, re-
quiring intermediate abstract operations to perform Data Transformations within the nested
data structures. For this reason, we decided to contribute in this direction. Furthermore, re-
ferring to the Data Preparation process, the application of process mining techniques, such as
conformance checking, requires that the event logs have a specific format (i.e., the XES format
[44]). In this direction, we found the opportunity to contribute to the extraction of event log
from semi-structured complex data, since we discovered that most approaches are focused on
relational data. In conclusion, this thesis seeks to contribute to the Data Preparation activity
by supporting the transformation of data with complex structures in both general and process
mining contexts.

The research projects we mentioned also focus on Data Quality. This is of paramount
importance in the context of data governance. Furthermore, the success of the Data Analysis
stage depends on the quality of the data, especially when optimisation algorithms are implied.
For example, inaccurate data or missing data values can cause errors during the analysis pro-
cess, leading to failures in decision making or misdiagnosis of business processes [32]. Due
to the importance of Data Quality, this thesis also seeks to contribute to this field. In particu-
lar, we intend to provide context-aware mechanisms to model Data Quality rules, as well as
automate the evaluation of the usability of data. In this way, data records that are not usable
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within a particular use case can be discarded, guaranteeing that the Data Analysis process is
carried out only with those data records that meet established quality standards.

In summary, this thesis intends to improve Data Preparation, Data Quality, and Data Anal-
ysis techniques to support the processing of complex data, the extraction of event logs from
complex semi-structured data, the modelling of Data Quality rules, the evaluation of the data
usability, and the analysis of the data through optimisation techniques.

1.2 Background

This section outlines the main concepts that are closely related to this thesis. Section 1.2.1
defines the concept of Big Data pipeline and the activities that make up it. Next, Section 1.2.2
dives into the concept of Data Preparation, and describes several of the most relevant activities
related to this stage. Afterwards, Sections 1.2.3 and 1.2.4 show the definition of Data Quality,
and describe the decision rule modelling language on which we rely in our proposal to face up
the Data Quality rule modelling. Finally, Section 1.2.5 delves into the Data Analysis activities
and contextualises the optimisation problem paradigm.

1.2.1 Big Data Pipeline

The term Big Data pipeline is extensively studied in the literature [22, 9, 64, 26]. The consen-
sual definition could be that a Big Data pipeline is a process made up of a set of activities that,
executed in a coordinated way, allow extracting value from the data. In a preliminary work [88], we
performed a thorough study of the literature on the different definitions and descriptions of
Big Data pipelines, as well as the activities and stages that comprise them. Figure 1.1 shows
the different stages that make up the Big Data pipelines, as well as the activity that could be
carried out within each stage.

Data Acquisition

Data
Collection

Data Analysis

Extensions

Data Preparation

Data
Integration

Data
Ingestion Data Fusion

Data
Transformation

Extract-
Transform-

Load

Data
Wrangling

Data
Cleaning

Data Curation

Interpretation and Delivery

Data
Visualization

Query Engine

Data Quality Data
Provenance Data Security

Business
Intelligence

Data Science

Data Storage

FIGURE 1.1: Big Data pipeline activities.

• Data Acquisition. This stage comprises the extraction and collection of data from differ-
ent data sources. Activities within this stage involve data collection and ingestion [64,
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22] (that is, data extraction from data sources and transportation to the preprocessing
stages).

• Data Preparation. During the Data Preparation process, the raw data are prepared for
the next processing activity in the pipeline. In short, Data Preparation consists of clean-
ing, formatting, transforming, and integrating data [22, 9].

• Data Analysis. Its objective is to extract value from the data. There are several activities
and algorithms that can perform this task [26].

• Interpretation and Delivery. It is the final stage of a Big Data pipeline, and its objective
is to report the value extracted from the data [22, 9, 26]. These results are consumed
by end users or services. The way data are represented and delivered depends on the
context of its use.

This Big Data pipeline framework also includes several additional activities:

• Extension activities. These activities are intended to provide support during the entire
life cycle of the pipeline. These are: (i) Data Curation, which comprises the management
of data during its life cycle [46] and entails monitoring the quality of the data and its en-
richment; (ii) Data Quality, which involves monitoring the degree to which data satisfy
requirements for its use [75]; (iii) Data Provenance, which is intended to keep track of
the data during its life cycle [5], and; (iv) Data Security, which establishes the security
requirements of the data and monitors their fulfilment during the life cycle.

• Data Storage. This is a transversal activity that provides persistence and access features
when required by any activity.

There exist technologies that support modelling and executing Big Data pipelines. For
example, Apache Spark [7], is a data processing engine that enables the programmatic imple-
mentation of data pipelines and workflows. This tool also implements functionalities to carry
out certain activities of the Big Data pipelines. In this thesis, we focus mainly on Apache Spark
and strive to enrich this tool by implementing the different methodologies that we devise.

1.2.2 Data Preparation

The Data Preparation stage is composed of activities that are intended to prepare the data
for its analysis [9] by giving the data the appropriate format. In other words, it strives to
transform raw data into a clean consumable dataset [48]. Next, we list typical activities that
could be carried out in the Data Preparation stage.

• Data Cleaning. Data cleaning aims to identify and repair data values that fail to meet
the Data Quality requirements of the use case [70, 45].

• Data Integration. This activity aims to provide unified access to data by combining data
from different data sources [29, 48].
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• Data Transformation. It is intended to facilitate data conversion and reformatting in
order to adapt raw data to a specific data model [Cong2009, 48]. This process, which en-
tails the transformation of the data schema and the modification and creation of data at-
tributes, can be applied to structured, semi-structured, and unstructured data schemata.

• Extract-Transform-Load (ETL). This is a paradigm that has traditionally been applied to
data warehouses [30]. This concept refers to the integration, cleaning, and transforma-
tion of heterogeneous data with the objective of unifying the schema and format of data
from several data sources.

• Data Wrangling. This concept has recently become popular [43]. This activity aims
to provide Data Transformation mechanisms to non-expert users [41] so that they can
transform structured, semi-structured, and unstructured data without high domain knowl-
edge.

Specifically, we focus on the Data Transformation activity. Data Transformation has tradi-
tionally been used in data warehouses for Data Preparation through general purpose query
languages or software to support ETL (Extract, Transform Loads) processes [23, 24]. However,
ETL processes typically require specific and ad-hoc tools, as well as specialised programming
skills. In [50], Joseph et al. remark on the differences between ETL and the new research con-
cept of self-service Data Preparation [16], which is closely related to Data Wrangling. This ac-
tivity has evolved into a new paradigm where the transformations are provided by non-expert
users to perform end-to-end Data Preparation without programming knowledge. Currently,
the efforts are directed towards facilitating and enriching the Data Transformations.

These lines of research are consistent with the need to speed up the design of Big Data
pipelines. An easy implementation of Data Transformation stages is crucial in order to ef-
fectively test alternative solutions and compare their results or to adapt a pipeline to a new
or evolving source of data [22]. In this direction, several tools have been produced. Trifacta
Wrangler™[50] and other derived tools such as Google Cloud Dataprep are examples of so-
lutions that enable Data Transformation. However, most of the solutions, including Trifacta,
are specialised in table-orientated data models, requiring a number of intermediate abstract
operations to modify data that are in deep levels of the data structure. In this context, it is of
paramount importance to identify languages to facilitate the transformation of complex data
structures [11].

1.2.3 Data Quality

Data Quality can be formally defined as a condition of data that can be measured and assessed
through a set of characteristics or dimensions [15]. In the Big Data pipeline, Data Quality is
typically used as part of the Data Preparation process [78] by providing insights that can be
useful during Data Cleaning activities.

With respect to Data Quality measurement and assessment, we rely on the notion adopted
by Juran [77] and I. Caballero [19], which states that the objective of the Data Quality assess-
ment is to assess how usable data are in a specific context. On the other hand, Data Quality
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measurement is focused on measuring how well data are built according to a set of require-
ments or rules. Regarding the Data Quality model, we rely on the one proposed in the inter-
national standard ISO 25012 [75]. This model states that the measurement of the Data Quality
depends on one or several Data Quality dimensions (a.k.a. Data Quality characteristics). The
characteristics to measure depend on the context in which the data are used. The completeness
(i.e., the degree to which the data are complete), the accuracy (i.e., the degree to which the data
are accurate) and the consistency (i.e., the degree to which data are consistent) are examples of
Data Quality dimensions.

1.2.4 Decision Model and Notation (DMN)

DMN is a decision rule modelling standard [60] created by the Object Management Group
(OMG). DMN offers a framework that enables the creation of decision rules visually, grouping
them into decision tables (i.e., DMN tables). The decision rules are specified in different rows
by following an if-then logic. In summary, the DMN tables are composed of three parts.

• Inputs. These represent the input attributes whose values will be evaluated;

• Outputs. These are intended to indicate the output value that would be produced if the
decision rule is triggered.

• Rows. Each row specifies the set of conditions that the input values must meet to pro-
duce the output value indicated in that row.

Regarding the output, each DMN table can return one or multiple values depending on
(i) the number of decision rules (rows) that are triggered and (ii) the hit policy specified in
the DMN table. The hit policy enables one to define how to handle multiple matches. Some
examples of hit policies are as follows.

• First (F): In case multiple decision rules are triggered, return the output which corre-
sponds to the first decision rule defined in the table.

• Priority (P): In case multiple decision rules are triggered, return the one with highest
priority.

• Unique (U). Only one decision rule must be triggered.

• Collect (C): In case several decision rules are triggered, return an aggregation of their
corresponding outputs (see [60] for further hit policies and details).

DMN supports expression languages that facilitate the description of the conditions that
data must meet. In our proposal, we rely on the FEEL7 expression language. It is a versatile
language that supports several data types (e.g., Integer, Decimal, Date, String, Boolean), and
offers a set of built-in functions to write complex conditions. Its versatility also enables users
to modify and write their own built-in functions. Finally, note that FEEL supports conditions
that are always true (“-").

7https://docs.camunda.org/manual/7.4/reference/dmn11/feel/

https://docs.camunda.org/manual/7.4/reference/dmn11/feel/
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1.2.5 Data Analysis and Optimisation Problems

The Data Analysis stage includes activities that use algorithms to extract value from the data
[22]. These activities take properly structured and formatted data as input so that the algo-
rithm can process them properly. Depending on the ultimate objective of the pipeline, the
analysis can be [9, 67] descriptive (i.e., the objective is to identify phenomena and discover
their causes), predictive (i.e., the objective is the prediction of future events), or prescriptive
(i.e., the objective is to assist in decision making once an event has been detected through a
descriptive or predictive analysis).

This dissertation focusses on the use of optimisation problems in the Data Analysis stage.
These techniques are widely used in decision making scenarios [35, 81, 25] to help optimise
resources, costs, or time. Optimisation techniques enable modelling real-world problems in
the form of a set of variables and one or more objective functions that depend on that set of
variables. These algorithms try to find a combination of values for the variables that maximise
or minimise the value returned by the objective function.

With respect to optimisation algorithms, several techniques can be found in the literature.
In summary, these can be classified into metaheuristic or exhaustive optimisation algorithms.

• Metaheuristic optimisation algorithms. These algorithms do not explore the entire
search space [17]. Instead, these use heuristic functions use that guide the search to-
wards local optimal values.

• Exhaustive optimisation algorithms. These algorithms explore the entire search space,
and therefore are able to find global optimal values, guaranteeing the finding of optimal
values.

The main drawback of exhaustive optimisation algorithms is the fact that these can be-
come NP-complete [33] depending on the search space, negatively affecting to the scalability.
However, metaheuristic optimisation algorithms can be more scalable in certain cases [94].

In this thesis, we focus on exhaustive optimisation problems, in general, and on Con-
straint Optimisation Problems (COPs), in particular. A Constraint Optimisation Problem [73]
is a Constraint Satisfaction Problem (CSP) with an objective function that must be optimised
according to the criteria defined by the user. Therefore, the optimal value reached by the
objective function represents the best solution among all possible solutions.

Next, we include a formal definition of CSP, given by M. T. Gómez-López et al. [38]. A CSP
represents a reasoning framework consisting of variables, domains and constraints ⟨V, D, C⟩,
where V is a set of n variables {v1, v2, . . ., vn} whose values are taken from finite domains
{Dv1 , Dv2 , . . ., Dvn } respectively, and C is a set of constraints on their values. The constraint ck

(xk1 , . . ., xkm) is a predicate defined on the Cartesian product Dk1 × . . . × Dkm . This predicate
is true iff the assignment of the value of each variable xki satisfies the constraint ck.

Therefore, a COP is intended to explore the search space of the variables V, limited by
their domain D and constraints C. This exploration strives to optimise an objective function
which must be minimised or maximised (i.e., the objective could be finding the minimum or
maximum value returned for this function). The objective function depends on the values
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taken by the variables V. The values taken by each variable vi ∈ V must be within the domain
of this variable (Dvi ), and must meet the predicates defined in each constraint ck. Then, the
best solution is the set of variables values that returns the optimal value.

1.3 Objectives

In this Section, the objectives of this thesis are presented. These are related to the enhancement
of various activities in the Big Data pipelines to help companies process their data, empha-
sising those use cases that require using optimisation problems for decision making. Given
the context in which this thesis is developed, the objectives traced are related to improving
Data Preparation, Data Quality, and Data Analysis activities. Figure 1.2 summarises the three
global objectives that we address.

• OBJ 1. This objective is related to the Data Preparation stage. In particular, it addresses
the transformation of complex data and the extraction of event logs from complex semi-
structured data.

• OBJ 2. This objective aims to improve the Data Quality activity by enhancing the way in
which Data Quality rules are modelled, focusing on a context-aware basis. This objective
also aims to promote the automation of data usability evaluation and the improvement
of data usability repair.

• OBJ 3. The last objective is related to the Data Analysis stage. It aims to improve the
computation of optimisation problems with distributed data.

Data AnalysisData Preparation

Data Acquisition OBJ 1 OBJ 3
Interpretation

and Delivery

Data Storage

Data
Transformation

Small Individual
Optimisation
problems

Big Complex
Optimisation
Problems
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extraction
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FIGURE 1.2: Summary of the objectives of this dissertation.
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1.3.1 Objectives related to the Data Preparation activities (OBJ 1)

Data Preparation is a crucial stage in any Big Data pipeline since it gives the appropriate
form to the data for later analysis. If Data Preparation activities are not carried out properly,
probably the Data Analysis will fail.

The Data Preparation activities entail certain challenges in the current industrial context,
since these activities require format, clean, integrate and transform large amounts of data from
different data sources. Given this scenario, data structures tend to become more complex,
requiring new techniques to transform this type of data [76] [49] [55]. In this scenario, Data
Wrangling activity is ideal, as it helps transform, combine, and clean data in an exploratory
way [34]. However, as mentioned in Section 1.2, most of the solutions are only specialised in
table-orientated data models, requiring a number of intermediate abstract operations to deal
with complex data.

Therefore, the first global objective of this thesis is to develop a framework and two lan-
guages to help transform data with complex structures. First, we intend to develop a general-
purpose framework and a Domain-Specific Language (DSL) to fulfil the global objective. Sec-
ond, and based on the general-purpose framework, we aim to develop a specific DSL to trans-
form event logs with complex data structures into XES [44] event logs. These objectives are
stated below.

• OBJ 1. Improve the Data Preparation process with complex data structures.

– OBJ 1.1. Develop a DSL supported by a framework to transform complex data.

– OBJ 1.2. Develop a DSL to support the extraction of event logs from semi-structured
data.

1.3.2 Objectives related to the Data Quality activity (OBJ 2)

To succeed in the different activities of the Big Data pipeline, it is necessary that the data have
appropriate quality levels [79]. Data Quality For example, in a decision-making Data Analysis
activity where decisions are made at the record level based on its data, catastrophic decisions
could be made if such data records contain errors. Data Quality This situation can be easily
prevented if Data Quality is correctly evaluated.

According to [78], the quality of the data is strongly dependent on the nature of the data,
its semantics, and the context in which it is used [10, 31]. Therefore, it is of paramount im-
portance to model the Data Quality requirements together with the organisational context of
the company. Additionally, in the current context, solutions to generate automatic recommen-
dations on whether to use or discard the data are required [78, 74]. A solid context-aware
solution to automatically measure and assess Data Quality would support many companies,
as this process has typically been developed ad-hoc [79].

Another area of interest is improving the usability of the data [92]. This is usually done us-
ing data cleaning techniques [70, 45]. However, the application of these techniques must be in
accordance with the results of the evaluation of the usability of the data and the organisational
context.
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Hence, the second global objective of this thesis is focused on the improvement of the
evaluation of Data Quality in Big Data environments in two different ways. First, by devel-
oping a methodology to help model the Data Quality requirements in a context-aware basis,
and second, by automating the generation of data usability recommendations and facilitating
reparation of the data. Next, these objectives are listed.

• OBJ 2. Improve the evaluation of Data Quality.

– OBJ 2.1. Develop a methodology to model Data Quality requirements in a context-
aware basis.

– OBJ 2.2. Develop a framework to facilitate the detection of the root causes of poor
quality data, as well as data repair.

1.3.3 Objectives related to the Data Analysis activities (OBJ 3)

Data Analysis activities are essential to extract value from data. As discussed in Sections 1.1
and 1.2.5, there are a myriad of techniques to analyse the data and extract value from them.
In this thesis, we decided to focus on optimisation techniques.

As mentioned in Section 1.1.2, we focus on two particular cases of optimisation problems.
On the one hand, we intend to improve the distribution and computation of small individual
optimisation problems in Big Data environments. Certain Data Analysis algorithms, such as
some Constraint Optimisation Problems (COPs), tend to be NP-complete [33]. Therefore, the
computing time increases significantly as the volume of data increases: This is an scalability
issue. The use of Big Data to distribute COPs in a cluster provides the opportunity [62] to
improve the efficiency of this type of algorithm when processing large amounts of data. As
we also explained previously, some authors [42] face the scalability issue by distributing the
constraints and the search space. However, there exists another approach that, to the best of
our knowledge, has not been addressed to date: Instead of distributing the problem entire,
divide the data into smaller groups of related data so that the size of each problem is more
affordable. Therefore, the objective OBJ 3.1 seeks to provide a systematic mechanism to model,
generate, and compute COPs in Big Data environments in an efficient way.

On the other hand, we also focus on big complex optimisation problems whose distribu-
tion is not trivial. In these scenarios, the way the distribution is performed strongly depends
on the type of problem. Provided that this thesis is framed in the context of research projects
that require the diagnosis of business processes, we propose the use of conformance checking
techniques as a case study for this type of optimisation problems. These types of problem also
tend to be NP-complete [21]. In short, conformance checking techniques are intended to relate
models (business processes) and the observed behaviour (event logs from that business pro-
cess), so that the deviations between the process log and the process model can be revealed.
The alignment problem is the cornerstone of conformance checking. This can be seen as an
optimisation problem that strives to find the end-to-end model run that most cosely resem-
bles an observed event log trace. Alignment calculation is a highly complex problem, which
requires exponential computation times [3], since it requires exploring the entire search space.
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In a Big Data scenario, with massive event logs and complex business process models, the
situation worsens due to the poor scalability of these algorithms.

Therefore, the objectives related to the Data Analysis activity are as follows.

• OBJ 3. Enhance the distribution and computation of optimisation problems in Big Data
environments.

– OBJ 3.1. Develop a framework to model, generate, and solve Constraint Optimisa-
tion Problems with Distributed Data.

– OBJ 3.2. Develop a solution to compute big complex optimisation problems in Big
Data environments applied to conformance checking techniques.

1.4 Research Methodology and Resources

1.4.1 Research Methodology

The Design Science Research (DSR) research methodology [65] has been followed during the
development of this thesis. In summary, this methodology is intended to develop scientific-
technical knowledge so that it can be applied in industrial scenarios by solving problems
faced by professionals in those fields. The ultimate objective is to generate artifacts that solve
an existing problem. Six activities [65] compose this methodology.

• Activity 1: Problem identification. First, a specific problem must be identified. It must
be conceptualised and divided into multiple atomised subproblems. The relevance of
the problem must justify the value that a solution could provide.

• Activity 2: Define the objectives of the solutions. Once the problem is identified, the
objectives of the solution must be inferred.

• Activity 3: Solution design and development. This activities comprises the design and
development of the artifact or artifacts that will be delivered as a solution to the problem.
Artefacts can be methodologies, models or tools.

• Activity 4: Demonstration. Once the solution has been developed, experiments must
be performed in realistic scenarios in order to assess the degree to which the solution is
able to efficiently solve the problems detected.

• Activity 5: Evaluation. The solutions must be evaluated in realistic scenarios by solving
specific use cases. With respect to this thesis, all published results have been evaluated
in real-world use cases.

• Activity 6: Communication of results. The results obtained must be communicated. In
this thesis, the different solutions were communicated through publications in relevant
JCR journals, international conferences, industry forums, demonstrations of tools, and
book chapters in relevant editorials.
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Next, we describe the process we have carried out to complete the first activity (i.e., prob-
lem identification). This thesis arises from the need to use Big Data pipelines to process large
volumes of heterogeneous data from multiple sources. Furthermore, in the Data Analysis
stage, the use of optimisation algorithms was required to generate and solve optimisation
problems from heterogeneous data. The first problem we identified was the lack of method-
ological tools to compute Constraint Optimisation Problems in Big Data environments. We
denote this problem by P-OP. Since our optimisation models depended on data with complex
structures, we proceeded to analyse traditional solutions to carry out this Data Preparation
task. Data Quality On the other hand, we realised that the data of our case studies had flaws
related to lack of completeness and accuracy. This affected the quality of the results that
we obtained from the optimisation algorithms, since these are very sensitive to poor-quality
data. After a review of the literature, we found the possibility of improving techniques for
modelling and evaluating Data Quality in a context-aware way that would work in Big Data
environments. We denote this problem as P-DQ.

Once these global problems have been identified, we have broken down each problem.
Regarding the problem P-DT, related to the transformation of data with complex structures,
one of the use cases that we handled for a private company required analysing its business
processes. The data that contained the business process event logs were required to be trans-
formed into a standard format (i.e., the XES event log format, which is widely accepted by the
process mining community as the standard event log format). The data were semi-structured
and contained nested structures. We did not find a solution that would allow us to transform
these raw event logs into XES-formatted event logs in a straightforward way. Therefore, we
identify two subproblems related to P-DT: (i) P-DT-1, which refers to the transformation of
data with complex structures, and (ii) P -DT-2, which refers to the transformation of complex
data in the standard XES format.

Regarding the problem P-DQ, related to Data Quality modelling and evaluation, we de-
tected two areas of improvement, represented by the following subproblems: (i) the mod-
elling of Data Quality rules by means of decision rules in a context-aware manner and (ii) the
evaluation and repair of data usability.

Finally, in relation to the P-OP problem about the generation and computation of optimi-
sation problems in Big Data environments, we have broken it down into two subproblems.
The first, P-OP-1, deals with the generation and computation of large volumes of COPs. We
faced this problem in a use case that required the creation and instantiation of an optimisation
problem for each record in a dataset of more than 5, 000, 000 records. The second subproblem,
P-OP-2, is related to the computation of big complex optimisation problems. In particular,
we faced the challenging scenario of solving conformance checking problems with complex
process models and large volumes of event logs.

Hereinafter, this thesis is organised around the following three areas of improvement, re-
lated to the stages and activities of the Big Data pipelines that we seek to improve. Each area
of improvement is called scope:

• Data Preparation. This scope groups those problems related to the Data Preparation stage
within the Big Data pipeline (P-DT, P-DT-1, and P-DT-2).
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• Data Quality. Within this scope, problems related to the Data Quality activity are in-
cluded. (P-DQ, P-DQ-1, and P-DQ-2).

• Data Analysis. Finally, this scope groups the problems that are related to the Data Anal-
ysis activity (P-OP, P-OP-1, and P-OP-2).

1.4.2 Methodology Results

Data Preparation

Figure 1.3 describes the results of the different activities of the methodology that we have
followed within the scope of Data Preparation.

• Activity 2: Objectives traced. In summary, the objectives related to the Data Preparation
stage (OBJ 1, OBJ 1.1, and OBJ 1.2) are aligned with the group of problems P-DT.

• Activity 3: Solutions developed. Once the objectives were traced, we developed three
different solutions to solve the group of problems P-DT, and therefore, fulfil the objec-
tives related to them. The solutions are: (i) a general-purpose framework to facilitate
complex Data Transformations (S-DT-1), and (ii) two Domain-Specific Languages that
are based on this framework to support general-purpose complex Data Transformations
and the extraction of event logs from semi-structured data (S-DT-2 and S-DT-3).

• Activities 4 and 5: Demonstrations and evaluations carried out. Both S-DT-2 and S-
DT-3 were evaluated through two different case studies. On the other hand, the compu-
tational efficiency of the framework (S-DT-1) was tested by benchmark.

• Activity 6: Communications. Finally, the results obtained were presented at two con-
ferences. S-DT-1 and S-DT-2 were presented in International Conference on Information
Systems 2019, with a GGS SCIE rank Class 2. S-DT-3, on the other hand, was presented
at the Conference Industry Forum Business Process Model 2019. In relation to this presen-
tation, in 2021, a book chapter was published in the book BPM Cases Vol.2.

The three aforementioned solutions are presented in Chapter 2 (Section 2.2). The results
that have been produced with respect to the objectives OBJ 1.1 and OBJ 1.2 are discussed in
Chapter 3.

Data Quality

Regarding the scope of Data Quality, Figure 1.4 describes the results of the different activities
of the methodology.

• Activity 2: Objectives traced. The objectives related to the Data Quality activity (OBJ 2,
OBJ 2.1, and OBJ 2.2) are aligned to the group of problems P-DQ. Hence, the solution
to solve these problems must include a methodology to help model Data Quality rules
in a context-aware basis and a framework to detect and repair poor quality data in Big
Data pipelines.
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• Activity 3: Solutions developed. The solutions that we developed to fulfil these ob-
jectives are: (i) a methodology to model Data Quality requirements in a context-aware
basis (S-DQ-1); (ii) a tool to automate the evaluation of Data Quality models in Big Data
environments (S-DQ-2), and; (iii) a framework to help repair and detect root causes of
poor quality data.

• Activities 4 and 5: Demonstrations and evaluations carried out. The three solutions
were evaluated in a scenario based on a catalogue of cloud server instances. In addition,
S-DQ-2 and S-DQ-3 were tested using a benchmark.

• Activity 6: Communications. S-DQ-1 and S-DQ-2 were published in the Decision Sup-
port Systems journal, with a JCR rank within the first quartile (Q1). A preliminary ver-
sion of S-DQ-1 was published in a workshop (DEC2H 2019). Finally, S-DQ-3 is yet to
be published in the journal Decision Support Systems.

The aforementioned solutions are presented in Chapter 2 (Section 2.3). The results that
have been produced with respect to objectives OBJ 2.1 and OBJ 2.2 are discussed in Chapter
3.

Data Analysis

Regarding the scope of Data Analysis, Figure 1.5 describes the results of the different activities
of the methodology.

• Activity 2: Objectives traced. The objectives related to the use of optimisation prob-
lems in the Data Analysis stage (OBJ 3, OBJ 3.1, and OBJ 3.2) are aligned to the problem
group P-OP. Therefore, the solutions that are intended to solve these problems must
consist of a framework to model, generate, and compute Constraint Optimisation Prob-
lems, and compute big complex optimisation problems to solve use cases related to the
conformance checking.

• Activity 3: Solutions developed. We developed two different solutions: (i) S-OP-
1, a framework to compute Constraint Optimisation Problems with Distributed Data
(COPDDs) in Big Data environments, supported by a tool (FABIOLA), and (ii) S-OP-2,
a methodology supported by a tool (CC4Spark) to compute big complex conformance
checking problems.

• Activity 4 and 5: Demonstrations and evaluations carried out. Each solution was tested
using two different benchmarks in a distributed environment. Regarding the evaluation,
both have been evaluated through two different case studies.

• Activity 6: Communications. S-OP-1 was published in Journal of Computational Science,
with a JCR rank within the second quartile (Q2). S-OP-2 was published in the journal
Information Systems, with a JCR rank within the third quartile (Q3). Furthermore, the tool
that implements the solution S-OP-2 was presented in the conference Business Process
Management 2021 within the Tools & Resources track.
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Both solutions are presented in Chapter 2 (Section 2.4). The results that have been pro-
duced with respect to the objectives OBJ 3.1 and OBJ 3.2 are discussed in Chapter 3.
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1.4.3 Resources

With regard to resources, the following have been used during the development of this re-
search project:

• Scientific documentation. Research has been carried out through the study of the litera-
ture. The University of Seville has provided access to different scientific databases.

• Cloud servers and clusters. The IDEA Research Group has provided a private cloud.
This cloud has been used to deploy big data processing and storage tools.

• Big Data processing tools, such as Apache Spark and Apache Kafka.

• Database management systems such as MongoDB and MySQL.

• Additional software to produce diagrams (such as draw.io, Microsoft Visio, Astah), doc-
uments (Latex through Overleaf, Microsoft Word), and presentations (Google Presenta-
tions, Microsoft PowerPoint).

All the software resources that have been employed are either open source or proprietary.
The proprietary software has been employed through licences provided by the University of
Seville.

1.5 Roadmap

The remainder of this thesis is structured as follows. Chapter 2 presents a summary of the
results obtained for each objective defined in Section 1.3. Chapter 3 discusses the results and
presents the publications that form and support this thesis. Finally, Chapter 4 draws conclu-
sions from this thesis and discusses future work.
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Chapter 2

Summary of the Results

This chapter presents the results of the research of this dissertation, introducing the different solutions
that have been developed to fulfil the objectives defined. Section 2.1 gives an overall view of the results.
Next, Sections 2.2, 2.3 and 2.4 describe and summarise the results related to the Data Preparation,
Data Quality and Data Analysis stages, respectively. Finally, Section 2.5 presents two use cases in
which the different solutions that have been proposed are employed.

2.1 Introduction to the results

As advanced in Chapter 1, the objectives of this thesis can be grouped into three large blocks:
Data Preparation, Data Quality, and Data Analysis. Therefore, in this section, the results are
presented following the same logic. First, in Section 2.2 the results related to the Data Prepa-
ration stage are presented: A Data Wrangling language to transform data with complex struc-
tures and a Domain-Specific Language to transform semi-structured data into XES event logs.
Second, in Section 2.3 the results related to the Data Quality assessment activity are presented.
There, we describe DMN4DQ, a context-aware methodology to assess the usability of the data.
We also present a proposal to automate the Data Quality assessment, and a framework to help
users repair their data. Finally, in Section 2.4, we present the results related to the Data Anal-
ysis activity, a solution to generate and solve Constraint Optimisation Problems in Big Data
environments, and a solution to solve big complex conformance checking problems.

2.2 Data Preparation (OBJ 1)

This Section describes the solutions developed to accomplish objectives OBJ 1.1 and OBJ 1.2.

• The solution S-DT-1 (Data Chameleon framework) supports both OBJ 1.1 and OBJ 1.2.
The framework is presented in this Section.

• The solution S-DT-2 (Data Chamaleon DSL) iis intended to satisfy OBJ 1.1. This is pre-
sented in Section 2.2.1.

• The Solution S-DT-3 (Event Log Extractor DSL) fulfills OBJ 1.2. This is described in
Section 2.2.2.
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Our proposal to contribute to the Data Preparation with complex structures has two parts.
On the one hand, we propose Data Chameleon [83], a general-purpose Data Transformation
framework that includes a Domain-Specific Language (hereinafter, DSL) to transform data
with complex schemata. Besides, we developed Event Log Extractor [86] (ELE), a DSL based on
the Data Chameleon framework. ELE is designed for a specific domain: The transformation
of business process event logs with complex data structures into a standard process mining
format (XES [44]).

First, we must define what “complex data" means. Complex data are data structures
that contain several levels of depth and consist of lists of data structures. According to our
study[83], there is a lack of tools that facilitate Data Transformation with different depth lev-
els. Traditional tools do not allow one to operate directly with these types of structure and
require intermediate operations to bring the nested levels to the top level of the data schema.
Data Chameleon intends to avoid these intermediate transformations, pretending that each
operation applied to the source data has the desired final effect on the destination data.

Figure 2.1 shows an overview of the position of the Data Chameleon in a Big Data pipeline.
The objective of it is to make the transformation of (complex) data from different data sources
easier. In this example, different transformation recipes (i.e., T1, T2 and Tn) are applied to
unify the data structure of the data from different sources. This standardisation enables the
application of Data Analysis algorithms.

Data
Acquisition

Data Preparation Data Analysis

DS1

DS2

T1

T2

DSn

... ...

Tn

Delivery and
Interpretation

FIGURE 2.1: Data Chamaleon acts in the Data Prepration phase.

Data Chamaleon consists of a core framework that we have developed1. This can be ex-
tended to different DSLs. Figure 2.2 illustrates this differentiation. The Data Chameleon DSL
is introduced in Section 2.2.1, while the ELE DSL is described in Section 2.2.2. With regard
to the framework, it supports simple (i.e., String, Date, Boolean, Double, Float, Long and In-
teger) and complex data types, such as arrays (i.e., an indexed collection of typed attributes)
and structures (i.e., a structure composed of a set of attributes with unique names). The im-
plementation is supported by the Scala programming language [80], and is supported by a
structure of classes following the composite design pattern [72], allowing complex objects to

1Data Chamaleon: https://github.com/IDEA-Research-Group/Data-Chameleon

https://github.com/IDEA-Research-Group/Data-Chameleon


2.2. Data Preparation (OBJ 1) 25

be created from simpler ones. This is fundamental in our proposal, since it allows modelling
the transformations of nested structures by means of composite classes.

Data Chamaleon
Event Log Extractor

(ELE)DSL

Framework data-chamaleon-core

...

FIGURE 2.2: The Data Chamaleon framework can be extended by multiple
Domain-Specific Languages (DSL).

2.2.1 Data Chameleon DSL: A general-purpose complex Data Transformation lan-
guage

Next, we briefly describe the definition of the Data Chamaleon default DSL, extracted from
our publication [83]. As mentioned above, this is a general-purpose DSL for performing all
sorts of transformations. The definition is given through the Extended Backus-Naur form
notation [71] in the Listing 2.1.

1 Syntax : : = Expression
2 Expression : : = S e l e c t |Index|Rename| C r e a t e S t r u c t |CreateArray| I t e r a t e
3 |Transform
4 S e l e c t : : = ' t ' ' " ' ( S t r i n g L i t e r a l | ' [ ' D i g i t+ ' ] ' )
5 ( ' . ' ( S t r i n g L i t e r a l | ' [ ' D i g i t+ ' ] ' ) ) * ' " '
6 Rename : : = S t r i n g L i t e r a l ' < < ' Expression
7 C r e a t e S t r u c t : : = ' s t r u c t ' ' ( ' Expression ( ' , ' Expression ) * ' ) '
8 CreateArray : : = ' array ' ' ( ' Expression ( ' , ' Expression ) * ' ) '
9 I t e r a t e : : = Expression ' i t e r a t e ' Expression Transform

10 Transform : : = Expression ' − > ' DTF
11 DTF : : = 'max ' | ' min ' | ' avg ' | ' sum' | ' s u b s t r a c t ' | ' t o I n t | ' toDouble '
12 | ' toS t r in g ' | ' toDate ( ' S t r i n g L i t e r a l ' ) '

LISTING 2.1: Data Chamaleon DSL syntax definition.

This proposal was applied to two case studies [83]. For the sake of simplicity, in this
summary, we show only one: The case study of Airbus, an aircraft manufacturer. The data
contains information on the aircraft testing process. The dataset, which is given as a JSON file,
contains information about the workstations (i.e., the stations where the aircrafts are tested).
Each of them produces data on the tests that are carried out there, indicating the code of
the workstation (workstation), the aircraft tested (accode), and a nested attribute indicating the
list of incidents detected during the tests (incidents). Each incident is described with three
attributes that indicate the date on which the incident began (start_date), the date on which
the incident was resolved (resolution_date), and the type of incident (incident_type). Both date
fields are represented as Strings with a specific format. Figure 2.3 depicts the source and target
schemata. The transformations are as follows.
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• T1 and T2. Rename the attributes accode and workstation to aircraft and ws, respectively.

• T3. Create a new field avg_resolution_time, which represents the average resolution
time.

accode: string

workstation: string

incidents: array

  element:

    struct:

      start_date: string

      resolution_date: string

      incident_type: string

aircraft: string

ws: string
avg_resolution_time: doubleT3

T1
T2

FIGURE 2.3: Left: Source schema. Right: Target schema.

The transformations are shown in Listing 2.2. Lines 1 and 2 perform transformations T1
and T2, while lines 3-6 perform transformation T3. In T1 and T2, the operator ”<<" is em-
ployed to perform the rename operation. In T3, the array of incidents is iterated using the
“iterate" operator. For each nested structure, the attributes resolution_date and start_date are
transformed into date data types. This is done with the “toDate" transformation function, in-
dicating the format of the date. Once transformed, both attributes are subtracted by means of
the transformation function “ substract". Finally, the average of the resulting array is calculated
with the “avg" transformation function.

1 " a i r c r a f t " << t " accode "
2 "ws" << t " workstat ion "
3 " avg_resolut ion_t ime " << ( t " i n c i d e n t s " i t e r a t e s u b s t r a c t (
4 t " r e s o l u t i o n _ d a t e " −> toDate ( "MM/dd/yyyy HH:mm: ss " ) ,
5 t " s t a r t _ d a t e " −> toDate ( "MM/dd/yyyy HH:mm: ss " )
6 ) ) −> avg

LISTING 2.2: BNF Notation

As we explained previously, CHAMELEON DSL aims to abstract the user from interme-
diate operations when performing complex transformations. In our study, we compare it to a
leading Data Wrangling tool, Trifacta. Trifacta is a table-orientated tool that requires transfor-
mations to be performed at the top of the data structure. In Trifacta, this case study requires
a total of seven operations, of which 4 (57%) are intermediate, that is, these are necessary in
order to bring the nested structures to the top level of the schema (e.g., flattening, dropping,
or renaming), increasing the difficulty of the transformations.

2.2.2 ELE DSL: A language to extract and transform event logs

In the current industrial context, business processes tend to employ a myriad of IoT sensors
to monitor processes. Consequently, it favours the proliferation of event logs with different
structures and formats. In this context, specialised techniques are required to extract and
transform event logs into such a format that they can be employed during the use of process
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mining algorithms. Within the Big Data pipelines, the extraction of event logs from data can
be considered a Data Preparation activity, which strives to transform, format, and prepare the
event logs for their consumption by process mining techniques such as conformance checking.
In the literature, several authors agree on the importance of extracting event logs to proceed
with the analysis of business processes [37, 12, 20, 57]. Some proposals focus on extracting
event logs from relational data [57, 20], while others focus on XML, JSON, or other types of
unstructured log files [37, 12]. However, we have not found any proposal focused on the
transformation of complex structures into XES [44] event logs.

In this context, we propose ELE2 (Event Log Extractor) [86], a DSL that enables the trans-
formation of event logs into XES [44] event logs. It is the result of a collaboration with Airbus
and aims to improve the extraction of event logs from IoT scenarios. Since it is based on the
Chameleon framework, it is capable of processing event logs with complex nested structures.
Figure 2.4 shows an example in which extraction recipe is applied to produce XES event logs.
The XES [44] format is an IEEE standard (IEEE 1849-2016) that aims at standardising the way
in which process logs are represented. In short, XES event logs are made up of the following
fields.

• Case ID: It is the identifier of a specific instance or case of the process.

• Activity: It represents the identifier of a particular event and is associated with the case
in which the event takes place.

• Timestamp: this is an attribute of the event that indicates the moment when the event
occurred.

Log, traces, and events can have more attributes according to the standard, and ELE sup-
ports some of these, such as Resource, TransactionType, Costs or Customer.

Listing 2.3 shows the syntax definition of ELE using the Extended Backus-Naur form no-
tation. It reuses elements from the Data Chamaleon DSL (Expression refers to the definition
given in Listing 2.1 line 2). In this way, the trace ID (line 2) and the elements that compose the
Event (lines 3-6) can be defined as a complex Data Transformation.

1 Syntax : : = ' e x t r a c t ( ' Trace Event ' ) ' From Save
2 Trace : : = ' def ine t r a c e id ( ' Expression ' ) '
3 Event : : = ' def ine t r a c e event ( ' ( ' a c t i v i t y = ' Expression ) |
4 ( ' a c t i v i t y = ' Expression ) | ( ' timestamp = ' Expression ) |
5 ( ' resource = ' Expression ) | ( ' t ransact ionType = ' Expression ) |
6 ( ' c o s t s = ' Expression ) | ( ' customer = ' Expression ) ' ) '
7 From : : = ' from ' S t r i n g
8 Save : : = ' save ' S t r i n g

LISTING 2.3: ELE syntax definition.

Listing 2.4 shows an example of the use of this DSL. This is an extract of our work pub-
lished in Business Process Management Cases Vol. 2 [87], where we solve three different scenarios

2Event Log Extractor DSL: https://github.com/IDEA-Research-Group/ELE

https://github.com/IDEA-Research-Group/ELE
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Raw Logs 

Extraction 
recipe 

Event Log (XES)

 

 

Event Log (XES)

FIGURE 2.4: Event log transformation into the XES event log format.

to analyse the Airbus aircraft assembly process from different perspectives. This particular
example is intended to produce an event log, in which the aircrafts are the traces and the
workstations are the events. In this way, the global process describes how each aircraft passes
each workstation.

• Line 2 indicates that the trace id is given by the attribute accode. Internally, this will result
in a grouping operation using the Data Chameleon framework.

• Line 4 indicates that the activity (the event identifier) is given by the attribute workstation.
In this way, the Data Chameleon framework will perform another grouping operation
within each group (i.e., for each accode). Each workstation will represent a different event
for each accode.

• Line 5 indicates the aggregation criteria for each event. By default, the first element
of each group will be taken. In this example, an order operation is performed using the
attribute start_date of each workstation, so the information relative to the moment when
the plane arrived at the workstation for the first time will be taken.

• Line 6 indicates the attribute that will be used as a timestamp for each event. In this
case, the attribute start_date has been selected.

1 e x t r a c t (
2 def ine t r a c e id ( t " accode " ) ,
3 def ine t r a c e event (
4 a c t i v i t y = t " workstat ion " ,
5 c r i t e r i a = orderBy ( t " s t a r t _ d a t e " −>
6 toDate ( "MM/dd/yyyy HH:mm: ss " ) ) ,
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7 timestamp = t " s t a r t _ d a t e " −> toDate ( "MM/dd/yyyy HH:mm: ss " )
8 )
9 ) from " d a t a s e t s /ai rcraf t_datase t_anonymized . j son "

10 save " output/T1 . xes "

LISTING 2.4: An example of transformation recipe.

After analysing event logs with a process discovery tool3, experts in the business process
can find deviations or abnormalities in the execution of processes.

2.3 Data Quality (OBJ 2)

This Section describes the solutions developed to accomplish objectives OBJ 2.1 and OBJ 2.2.

• The solution S-DQ-1 (DMN4DQ methodology) aims to achieve the objective OBJ 2.1.
This is described in Section 2.3.1.

• The solution S-DQ-2 (DMN4Spark tool) is part of OBJ 2.2. This is presented in Section
2.3.1.

• The Solution S-DQ-3 (DMN4DQ+ framework) is intended to achieve OBJ 2.2. This is
presented in Section 2.3.2.

2.3.1 The methodology: DMN4DQ

DMN4DQ methodology [89] is the solution we propose to model Data Quality rules in Big
Data pipelines in a systematic and hierarchical way, and through an international decision-
modelling standard to support the automation of data usability decisions. The rules enable
the evaluation of the data set record by record. The methodology is supported by a tool that
automates the Data Quality evaluation process. In summary, DMN4DQ strives to support the
decision-making regarding the usability of each data record.

DMN4DQ takes into account the context of use of the data, which is influenced by the con-
text in which the data are to be employed, the context in which the data were generated, and
the context of the organisation. The data validation, measurement, and assessment processes
vary depending on the context and the Data Quality dimensions to be measured. We propose
that the context be modelled through a set of hierarchical business rules, where data stewards
must describe the validation, measurement, and assessment rules that the different attributes
of the data set must meet. In this methodology, it is key to differentiate between validation,
measurement, and assessment. Validation is the degree to which the data values meet certain
conditions. Measurement allows us to measure, for each Data Quality dimension, “how well
data are built", and it is based on the degree of fulfilment of a set of data validation rules. As-
sessment, on the other hand, refers to “how usable the data are” in terms of a given context,
taking into account the measurement values of each Data Quality dimension. To model and

3Disco by Fluxicon: https://fluxicon.com/disco/
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implement Data Quality rules, DMN4DQ proposes the use of Decision Model and Notation
(DMN) [60], which was presented in Section 1.2.4.

Figure 2.5 depicts the methodology, which is composed of three phases. Next, we briefly
summarise the methodology, which is fully defined in [89].

The first phase entails the definition of business rules for Data Quality. The steps to fol-
low require one to define the context in which data are used and define the following business
rules following a bottom-up approach (i.e., starting more focused on the data values and in-
creasing the level of abstraction until producing a recommendation about the data usability).

• Business Rules for Data Values (BR.DV): These enable the validation of data values by
evaluating the degree to which data values meet certain requirements.

• Business Rules for Data Quality Measurement (BR.DQM): First, the Data Quality di-
mensions must be selected in accordance with the context of use of the data. Different
measurement values must also be selected, which can be defined by Likert scales, each
with a specific semantic. Then, BR.DQM produces a measurement value for each Data
Quality dimension by measuring the degree to which each data attribute satisfies the
BR.DVs.

• Business Rules for Data Quality Assessment (BR.DQA): These business rules are in-
tended to produce an assessment value for each data record, depending on the mea-
surement obtained for each Data Quality dimension. The possible assessment outputs
must be previously defined, each with a specific semantics, for example: “usable", if
the data record can be used; “use with caution", if the data can be used but only in cer-
tain non-critical scenarios, or “non-usable", in case the data are not usable because the
measurement values do not meet the Data Quality standards for the use case.

• Business Rules for Data Usability (BR.DUD): These are intended to produce a recom-
mendation on the usability of each record depending on the assessment value obtained
for that record.

FIGURE 2.5: DMN4DQ methodology outline.
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The second phase of DMN4DQ is to instantiate the DMN4DQ DMN hierarchy, which is
shown in 2.6. Each level in this hierarchy implements the Business Rules defined during the
first phase. These are:

• BR.DV, the DMN tables that describe each Business Rule for Data Value.

• BR.DQM, the DMN tables that describe each dimension of Data Quality.

• BR.DQA, the DMN tables that implement the Business Rules for Data Quality Assess-
ment.

• BR.DUD, a DMN table that implements the Business Rules for Data Usability.

This hierarchy enables the evaluation of the usability of the data. The data values are the
input of the hierarchical level BR.DV. Then, the output of the evaluation is propagated through
the hierarchy until a recommendation about the usability of the data record is produced at the
last the hierarchical level (BR.DUD).

BR.DV.[1:k]

BR.DQM.[Dimension1:DimensionN]

BR.DQA

BR.DUD

About the value

About the DQ measurement

About the DQ assessment

About the data usability

... ...

...

FIGURE 2.6: DMN4DQ DMN hierarchy.

Finally, the third phase of DMN4DQ comprises the deployment and execution of the de-
cision model. This is supported by a tool that we have developed: DMN4Spark4, a plugin for

4DMN4Spark: https://github.com/IDEA-Research-Group/dmn4spark

https://github.com/IDEA-Research-Group/dmn4spark
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Apache Spark[7] that supports the execution of the Camunda Decision Engine on datasets in
Big Data environments.

To illustrate this proposal, we present a small excerpt from the case study presented in
our publication DMN4DQ: When Data Quality meets DMN [89]. The original dataset repre-
sents multiple cloud server instances provided by third parties, mainly from Amazon Web
Services5. It contains information on the features of the servers, such as memory, CPU speed,
type of storage, or network connection. In this small example, we focus on two attributes:
Memory and ClockSpeed. The former represents the amount of memory available, while the
latter indicates the speed of the CPU. The data are employed to offer a catalogue of server in-
stances and are required to be at least complete and fairly accurate. Figure 2.7 depicts a small
portion of the Data Quality model presented in the case study in [89]. There are three Business
Rules for Data Values (BR.DV). The first refers to the completeness dimension and asserts that
ClockSpeed and Memory are not null. The second and third BR.DVs are related to the accuracy
dimension, and both assert that ClockSpeed and Memory follow a specific pattern. Following
the next hierarchy level (BR.DQM), there are two dimensions of Data Quality. Completeness
measurement can return two different values: complete, if BR.DV.01 is satisfied, or not com-
plete otherwise. On the other hand, accuracy can return a numeric value: 100 if BR.DV.02 and
BR.DV.03 are met; 50 if BR.DV.02 or BR.DV.03 are met, or 0 otherwise. The next hierarchy
level (BR.DQA) produces an assessment value. Data Quality is assessed as suitable if com-
pleteness is complete and accuracy is 100. On the other hand, it will be assessed as sufficient if
the completeness is different from not complete, and the accuracy is at least 50. Otherwise, the
assessment would be bad. Finally, the Business Rule of Data Usability (BR.DUD) recommends
using the data record if the assessment is suitable or sufficient and does not use the data record
otherwise.

The Listing 2.5 shows an example of the deployment and execution of DMN4DQ. The
dataset is a CSV file, and the Data Quality model is a DMN file. Both are located on a Hadoop
HDFS server. First, the DMN4Spark library is imported (line 1). Second, the data set is loaded
with Apache Spark (line 2). Finally, the Data Quality model is loaded and executed (line 3).

1 import es . us . idea . dmn4spark . spark . ds l . i m p l i c i t s . _
2 val df = spark . read . csv ( hdfs :// hdfs −server . com/path/to/ d a t a s e t . csv )
3 df .dmn. hdfs ( " hdfs :// hdfs −server/path/to/dmn− f i l e .dmn " ) . load . execute ( )

LISTING 2.5: Executing the Data Quality model on a dataset.

The execution results in the evaluation of the usability of each record within the dataset.
It allows users to obtain an overall view of the usability of their dataset. For example, in the
case study presented in [89], we concluded that 48% of the records were not usable mainly
due to accuracy issues. We could also identify the BR.DVs that most failed to be fulfilled, and
hence, we could identify the type of Data Quality errors that each attribute presented.

5The data that has been used in this case study: https://www.kaggle.com/akashsarda/
aws-ec2-pricing-data/version/1

https://www.kaggle.com/akashsarda/aws-ec2-pricing-data/version/1
https://www.kaggle.com/akashsarda/aws-ec2-pricing-data/version/1
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BR.DV

BR.DQM

BR.DQA

BR.DUD

FIGURE 2.7: Example of an instance of DMN4DQ.

2.3.2 The extension: DMN4DQ+

With DMN4DQ, we proposed a methodology to support decision-making about the usability
of each data record. This was implemented in a tool (DMN4Spark). In this Section, DMN4DQ
is presented, an extension that aims to facilitate the diagnosis of the Data Quality of a dataset
at a global level, offering a detailed view of quality to facilitate data repair. It also supports
decision-making regarding data usability repair. The proposal has not yet been published.

A Usability Profile (up) is the characterisation of the usability of a record or a set of tu-
ples in a dataset. It is described through a data structure ⟨decision, assessment, measurements,
observations⟩, where:

• decision ∈ D.BR.DUD.ouput

• assessment ∈ D.BR.DQA.output

• measurements = {BR.DQM.D1: m1, BR.DQM.D2: m2, . . ., BR.DQM.Dn: mn}, being BR.DQM.Di
the name of the table for the quality dimension, so that mi ∈ D.BR.DQM.Di.output

• observations = {BR.DV.V1: v1, BR.DV.V2: v2, . . . , BR.DV.Vm: vm}, being BR.DV.Vi the
name of a table defined in the BR.DV, so that vi ∈ D.BR.DV.Vi.ouput.

This data structure enables the representation of the usability of the data in a graph. This
graph is generated from the results of the evaluation of the usability of the data. Therefore, for
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each data record, this graph is generated as follows. First, the nodes are built hierarchically as
follows.

• Decision. This is the root node, and its value represents the output of the evaluation of
the DMN table BR.DUD.

• Assessment. This node is the child of the Decision node, and its value represents the
output of the DMN table BR.DQA.

• Measurement. These nodes are children of the Assessment node. There is a node for
each Data Quality dimension, and their value are the output of the BR.DQM DMN ta-
bles.

• Observations. These nodes are the children of the Measurement nodes. There is a node
for each BR.DV table, and its values correspond to the output of these tables.

Regarding the edges, these have the following semantics: There is an edge between a node
n and its children nodes if the values represented by the children nodes produce the output
represented by n.

Following the example in Figure 2.7, we have calculated the usability profiles using that
model and the dataset we used in our work [89]. This dataset contains 1, 048, 571 records and
produced 29 different usability profiles, of which 22 had the usability decision “do not use".
In Figure 2.8, we show three of these usability profiles, of which up1 and up2 are classified as
“do not use", and up3 is classified as “use". There are 97, 120 records with the usability profile
up1, 53, 247 with up2, and 221, 147 records with the usability profile up3. This representation
facilitates the diagnosis of the root causes of poor-quality data.

BR.DUD
do not use

BR.DQA
bad quality

BR.DQM.Completeness
 not complete

BR.DV.01
false

BRDV.02
false

ClockSpeed Memory

BR.DQM.Accuracy
0

BR.DV.03
false

up1

(A) Usability profile up1.

BR.DUD
do not use

BR.DQA
bad quality

BR.DQM.Completeness
complete

BR.DV.01
true

BRDV.02
false

ClockSpeed Memory

BR.DQM.Accuracy
0

BR.DV.03
false

up2

(B) Usability profile up2.

BR.DUD
use

BR.DQA
suitable

BR.DQM.Completeness
complete

BR.DV.01
true

BRDV.02
true

ClockSpeed Memory

BR.DQM.Accuracy
100

BR.DV.03
true

up3

(C) Usability profile up3.

FIGURE 2.8: Usability profiles in the guiding example.

DMN4DQ+ also proposes a methodology to help users find an optimal set of corrective
actions to repair their data. This methodology requires users to relate each BR.DV to a specific
Data Quality problem (i.e., a problem derived from non-compliance with business rules). Data
Quality problems have been widely studied in the literature [92, 59, 6]. P. Woodall et al. [92]
proposed a set of techniques to solve each type of Data Quality problem. In our methodology,
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we studied the classifications of these authors and formalised a list of Data Quality problems
that can be detected with DMN4DQ, and a set of corrective actions associated with each Data
Quality problem. Regarding Data Quality problems, since DMN4DQ performs the evaluation
record-by-record, the Data Quality problems that can be detected are those that comprise one
or multiple attributes in a single tuple (e.g., syntax violation or violation of functional depen-
dency). DMN4DQ+ allows the user to define a catalogue of corrective actions. This catalogue
includes, for each corrective action:

• The Data Quality problem to solve (e.g., violation of functional dependency).

• The corrective action to apply (e.g., data rules).

• The attributes that would be affected by such action.

• The operation to perform (e.g., in this case, the specific data rules to apply).

• The consequences of the application of the corrective action (i.e., the user must specify
the new outputs of the BR.DVs affected by the corrective action).

• The requirements and conditions, which include the output values required for each
BR.DV before applying the corrective action.

• The cost of applying the corrective action. This cost must be set by the user using a
Likert scale, which weighs the cost in human and computational terms.

Once the catalogue of corrective actions has been defined, the user can specify one us-
ability profile to repair (e.g., a usability profile whose usability decision is “do not use"). We
have developed a Constraint Optimisation Problem to select the set of corrective actions that
modify the usability profile so that the usability decision is “use" with the optimal cost. The
Constraint Optimisation Problem takes the following inputs: (i) the Data Quality model (i.e.,
the DMN model) in order to transform the DMN rules into constraints; (ii) the catalogue of
corrective actions in order to build the constraints and variables, and (iii) the usability profile
to repair. The variables are intended to select the corrective actions to perform, while the con-
straints allow one to bound the eligible actions by checking their feasibility in accordance to
the consequences and conditions of the corrective action and the Data Quality model.

2.4 Data Analysis (OBJ 3)

This Section describes the solutions developed to accomplish objectives OBJ 3.1 and OBJ 3.2.

• The solution S-OP-1 (Framework to compute COPDDs implemented in FABIOLA) sup-
ports the objective OBJ 3.1, and is presented in Section 2.4.1.

• The solution S-OP-2 (Methodology to compute big complex conformance checking prob-
lems implemented in CC4Spark) is intended to satisfy the objective OBJ 3.2. This is
presented in Section 2.4.2.
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2.4.1 Constraint Optimisation Problem solving in Big Data environments

Our proposal is motivated by the importance of Constraint Optimisation Problems (here-
inafter COP) within the decision-making paradigm. Formally, a COP is a reasoning frame-
work that consists of input data, variables, constraints, and an objective function. The COP
algorithms are intended to optimise the objective function either by maximising or minimis-
ing it by producing permutations of values that the variables take. These values are bounded
within a specific domain and must meet the defined constraints. Since COP algorithms are
ultimately implemented through search algorithms, certain COPs can become NP-complete
[33]. Furthermore, the complexity of the COPs increases as the amount of data increases. This
complexity is motivated by an increase in the amount of input, variables, and constraints. In
this distributed context, Distributed Constraint Optimisation Problems (hereinafter DCOPs)
emerged [42]. These were intended to solve COPs where constraints, variables, and data were
not in a single system. The algorithms must then be able to share and synchronise the problem
states and search spaces. However, DCOPs are not focused on Big Data environments and do
not provide mechanisms to enhance the distribution of COPs.

Therefore, our proposal focusses on improving the computation of individual COPs in
distributed environments and optimisation of the execution of queries by distributing the
COPs in chunks of data. Next, we discuss the concept of Constraint Optimisation Problem
with Distributed Data (hereinafter COPDD), which summarises our contribution in [90]. A
COPDD is applied to a dataset DS, and produces a dataset DSoutput that includes the results of
the COPs for each chunk of data. Therefore, a COPDD is composed of the following elements:
⟨COP, DS, DM, DMAPDS→DM,DMAPDM→COP⟩.

• COP. This represents the model of the Constraint Optimisation Problem to be computed
for each piece of data.

• DS. The dataset that is employed to build the COPs.

• DM. This serves as the data model which specifies the relationships between the at-
tributes of the dataset (DS) and the COP model (COP).

• DMAPDS→DM. This element alludes to the data mapping (i.e., the attribute alignment)
between the dataset attributes (DS) and the attributes of the data model (DM).

• DMAPDM→COP. This refers to the data mapping between the attributes of the data model
and the COP model.

Figure 2.9 summarises the phases that we propose for the generation and resolution of
COPDDs.

• Data Preparation. At this stage, the datasets are integrated and transformed so that they
can be mapped to the data model (DM).

• COP description. It contains the definition of the COP (i.e., the inputs, variables, con-
straints, and objective function).
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• Data Mapping. This task is intended to map or align the attributes of the dataset, the
data model, and the COP.

• Data Querying. This enables querying on the input and output data obtained from the
computation of the COPs.

IN OUTOT

Dataa

Datan

Datab

DS DSoutputMapping

COPs

QueryOptimized
Query

DSoutput’

Transformation

Data Preparation

DM

Data Querying

COP
Description

…

FIGURE 2.9: Overview of the approach to compute COPDDs.

The data model is divided into three groups of attributes: (i) IN, which represent the
attributes that will be linked to the inputs of the COP; (ii) OUT, which are the attributes that
represent the output values after the execution of the COPs, and (ii) OT, which includes those
attributes that provide additional information that are not related to the COP but can be useful
for querying tasks.

To illustrate the proposal, a real-world scenario is presented. This is part of the case study
that we solved in the article in which we presented this proposal [90]. In this scenario, there are
three Spanish electricity distribution companies that need to generate recommendations about
the tariff configuration of their customers. For this purpose, they use COPs to obtain a hired
power configuration that minimises the amount of the electricity bill, using the consumption
data of each client as input. This scenario can be solved using COPDDs. An example is shown
in Figure 2.10, representing one of the three datasets (DS), the data model (DM), and an excerpt
of the COP model. Within the curated datasets, each record provides information about the
contract and the consumption of the customer during different billing periods. Consumption
is modelled as an array of structured data. Within each structure, the initial and final dates
of the billing period are specified, along with the power consumed in three different periods
of the day. Regarding the COP model, it requires as input the type of customer tariff (T)
and a matrix C in which each row represents the different billing periods, and the columns
represent the power consumed in each hourly period. One of the variables in the COP model
is PH. It is an array that represents the power configuration that the customer must hire for
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each hourly period. The data model (DM) contains the input values (IN) required by the COP
(T is assigned to Tari f f and C is assigned to Consumptions). It also includes the output values
(OUT) produced by the COP (in this case, PH is assigned to PowerToHire and TI is mapped
to Total Invoince), as well as other attributes (OT) that will be useful for other purposes. The
attributes of the dataset (DS) must be properly transformed according to the data model (DM).
In this scenario, the use of Data Preparation techniques is ideal. For example, the nested
structure consumption in the dataset (DS) must be mapped to Consumptions in the data model
(DM). It implies a complex Data Transformation, since it requires to transform a complex data
structure. This motivates the use of the Data Chameleon DSL to perform this transformation.

customerID: string

consumption: array

	 element: struct

	 	 startDate: string

	 	 endDate: string

	 	 power: struct

	 	 	 period1: double

	 	 	 period2: double

	 	 	 period3: double

location: string
tariff: string

Dataset (DS) Data Model (DM)

IN
Tariff: string

Consumptions: matrix

OUT

PowerToHire: array

TotalInvoince: double
OT

ID: string
Location: string

Constraint Optimisation
problem (COP)

Inputs

T: string

C: matrix

Variables

PH: array

TI: double

FIGURE 2.10: Example of data mapping between a dataset, a data model and a
COP.

As mentioned above, our proposal supports querying operators to make queries to DSoutput

through the data model (DM). Depending on the type of query, the execution of the COPDDs
can be optimised. First, we describe the operators that are supported:

• Selection (σ). It enables selecting specific rows in DSoutput. This query can be performed
before or after the COPDDs are computed.

• Projection (∏). It allows the selection of specific attributes within DSoutput. If the at-
tributes selected in the projection are within the OUT group, then the implied COPDDs
must be executed previously.

• Aggregation (Ω). This operation implies performing a calculation that involves a group
of records. In our proposal, the following aggregator operators are supported: SUM (it
sums the values of a specific attribute within each group of records), COUNT (it counts
the number of records within each group), AVG (it calculates the average value of a
specific attribute within each group of records), MAX and MIN (these are employed to
obtain the maximum and minimum values of a specific attribute within each group of
records). This operation can be applied to attributes IN, OUT and OT. If an attribute
within OUT is involved in the aggregation, then the COPDDs must be executed.

The closure property of the relational algebra allow to combine these operators. These
also enable to optimise the execution of the COPDDs in twofold. First, depending on the
query, not all COPs in the dataset must be computed. For example, if a selection operation is
performed, only the COPs related to the selected rows are computed. Second, if aggregation
operators are employed, in certain cases the COPs can be grouped in different workgroups. In
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our proposal, a workgroup is a group of COPs that can be computed together taking advan-
tage of the information provided by the computation of COPs within the same workgroup.
Therefore, our proposal provides two modes of execution. Figure 2.11a represents the execu-
tion mode in which each record generates a COP, each COP being computed independently
and distributed among the nodes in the distributed environment. On the other hand, Fig-
ure 2.11b illustrates the execution mode when an aggregation operator is performed. In this
scenario, the COPs are grouped into workgroups. Then, each workgroup is computed at a
specific node of the distributed environment. The optimisation to apply depends on the ag-
gregation operator. For example, with respect to the aforementioned real-world scenario, an
aggregation query could be: Obtain, for each location, the customer who would pay the least amount
when contracting the tariff configuration recommended by the COP. This query implies grouping
the records by the Location attribute of the data model, and using the MIN aggregation op-
erator on the Total Invoice attribute of the data model. Since this attribute is of type OUT, its
value depends on the COP result. An optimisation that can be applied here is to use the value
for Total Invoice obtained for each COP within the same workgroup to bound the domain of
this variable to the rest of the COPs within the same workgroup. This leads to a reduction of
the search space on each COP and, therefore, could improve the computation time.
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FIGURE 2.11: Two different COP computation modes.

This proposal is supported by FABIOLA (FAst BIg cOnstraint LAboratory) 6, a tool with a
user interface that implements the different stages of our proposal. This tool is described in
our work [90]. Next, we summarise the components of it.

• FABIOLA Metastore. It stores metadata comprising the definition of COPs, data mod-
els, data mappings, and the results of COPs. It is implemented on MongoDB [47] and
Hadoop HDFS [39].

• FABIOLA Nodes. This is the cluster of nodes that is responsible for generating and
computing the COPs on a distributed basis. This cluster is implemented in Apache
Spark [7].

• FABIOLA UI. This is the user interface that implements the core functionalities of our
proposal. The components of the interface enables to define and execute the COPDDs.

6FABIOLA for Spark: https://github.com/IDEA-Research-Group/fabiola-spark-jobs, FABIOLA user in-
terface: https://github.com/IDEA-Research-Group/fabiola-gui-core

https://github.com/IDEA-Research-Group/fabiola-spark-jobs
https://github.com/IDEA-Research-Group/fabiola-gui-core
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– Data importer. It enables importing the datasets, supporting several types of data
sources.

– Repository of data mappings. It enables the creation, review, and editing of data map-
pings between a specific dataset and a COP definition.

– Repository of problem configuration. This component allows to model, review, and
edit COPs. The current version of FABIOLA supports the modelling of COPs with
the choco-solver library [68] by using the Scala programming language [80].

• FABIOLA Dashboard. It is a dashboard where the user can use several reporting and
querying components.

The case study we presented in [90] was successfully solved. We compared parallel execu-
tion to sequential execution, and we also tested the scalability of the proposal as the number
of COPs to solve increased. We managed to significantly reduce the computation time with
respect to the sequential computation of the COPs (about 65% on average).

2.4.2 Computing and distributing big complex optimisation problems applied to
conformance checking

In certain cases, the optimisation problem is so large that it cannot be easily distributed. In
these cases, the context of the problem must be studied carefully to analyse whether it can
be divided and distributed. In this thesis, we focus on the particular case: The conformance
checking. The conformance checking discipline is a process mining technique that enables to
discover deviation and abnormalities in business process models. Therefore, this technique is
of paramount importance to assert the quality of a business process. Conformance checking
enables to relate business process models and observed behaviours (i.e., event logs from that
process model). The core of this technique is based on a highly complex optimisation problem:
The alignment problem. In summary, this technique consists of computing an end-to-end model
run that more closely resembles a specific trace within the event log. The alignment problem
is, in essence, an optimisation problem in which a search space must be explored to find
optimal values. Since the complexity of this problem is exponential [3], the computation time
does not scale well in the cases where (i) the process model becomes more complex and (ii)
the amount of event logs increases.

In order to face highly complex business processes, decompositional techniques have been
widely employed. These techniques allow us to divide the model into different parts. In this
way, the number of alignment problems increases, but these tend to be less complex. In our
proposal, we present a new decomposition technique: Horizontal decomposition, which seeks
to reduce the complexity of complex process models with high cyclicity. Unlike the traditional
vertical decomposition that breaks both traces and process models into different fragments in
order to minimise the search space of each alignment problem, the horizontal decomposition
generates end-to-end cuts of the process model. Cuts are generated by acyclic covers (i.e., end-
to-end runs without cycles). In our proposal, these cuts, which are partial representations
of the original process model, are called partial models, being less complex than the original
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process model due to the lack of cycles. Once a process model is decomposed, each partial
model can be combined with the traces of the event log in order to build alignment prob-
lems. Since the partial models are less complex, the search space of the alignment problems is
reduced, and hence the computation time is dramatically reduced. Once the alignment prob-
lems derived from the partial models have been solved, the solutions can be combined to find
the alignment value. Basically, the solution is the alignment problem that gives the optimal
alignment value.

The second challenge is related to computing alignment problems with large amounts of
event logs. To face this challenge, our proposal distributes the traces of the event logs along
the nodes of a Big Data cluster. Since the alignment problem seeks to find the best alignment
for each trace, each trace of the event log can be combined with the process model to generate
an alignment problem. Our proposal goes one step further and allows each trace of the event
log to be combined with each partial model. The following steps indicate how this works:

1. The event log is distributed, producing a total of n traces. Let Tr = ⟨tr0, tr1 . . . trn−1⟩ be
the set of traces.

2. The process model is horizontally decomposed, producing a total of m partial models.
Let Pm = ⟨pm0, pm1 . . . pmm−1⟩ be the set of partial models.

3. The set of traces and the set of partial models are combined through the Cartesian prod-
uct. This produces a set AP = (Tr × Pm). AP contains all existing combinations be-
tween the elements of Tr and Pm. We say that ap = ⟨tri, pmj⟩, ap ∈ AP is an alignment
subproblem (i.e., each element of AP is called an alignment subproblem).

4. AP is distributed along the nodes of the cluster according to the distribution criteria
selected by the user. Figure 2.12 depicts this distribution process. The column Input
represents AP. Then, it is distributed into partitions of alignment problems (see the
Partitions column). Each partition contains a number of alignment problems that are
computed at a specific node of the cluster, being isolated from the rest of the partitions.

5. Next, a MapReduce [27] operation is initiated. The Map phase is now described (see col-
umn Map in Figure 2.12). Within each partition, the alignment subproblems are grouped
by trace. Next, an estimation is calculated for the alignment subproblem. Although the
estimation function can be specified by the user, we propose an algorithm that calcu-
lates a lower bound for the alignment value of each ap = ⟨tri, pmj⟩, obtaining the lowest
value that the alignment can take. Next, each group is sorted from lowest to highest
estimate. The alignment subproblems are then computed. If the result of one of these
computations produces a better alignment than the estimation for the same trace, then
the computation of alignment subproblem is stopped for that group. At the end of this
phase, there is an alignment value for each single trace within each partition.

6. Finally, during the Reduce phase, the partitions are combined. For each trace, the best
alignment value found is returned.
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FIGURE 2.12: Schema of the distribution and computation of the alignment
problems through the Map Reduce paradigm.

Our proposal is agnostic to the algorithm employed to compute the alignments. In our
benchmark, we use a well-known algorithm based on A* [18] implemented in the PM4Py [66]
Python library. We also propose an innovative approach based on the constraint optimisation
paradigm: Our work includes a Constraint Optimisation Problem model that enables one
to solve conformance checking problems defined as a set of variables, constraints, and an
objective function.

We developed a tool, CC4Spark7 [82], that enables one to generate and distribute confor-
mance checking problems. It takes as input a process model or a decomposed process model
and event logs. It applies the methodology explained above and returns the alignment values
for each trace. This tool is based on PySpark (the Python version of Apache Spark [7]) and the
PM4Py library. While Spark is employed to facilitate the distribution of event logs in Big Data
clusters, PM4Py facilitates the serialisation of process models and event logs. It also provides
a set of algorithms to compute alignment problems.

The proposal was tested with five well-known datasets in the conformance checking com-
munity due to their complexity. The performance of CC4Spark with the A* algorithm and the
proposal based on the constraint optimisation paradigm was compared with the traditional
standalone approach with the A* algorithm. CC4Spark managed the best results in terms of
computational time in four of the five datasets.

7CC4Spark: https://github.com/IDEA-Research-Group/conformancechecking4spark

https://github.com/IDEA-Research-Group/conformancechecking4spark
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2.5 Overall picture and Summary

This Chapter presented the results of this thesis. These are focused on improving Data Prepa-
ration, Data Quality and Data Analysis in those Big Data pipelines that are intended to com-
pute optimisation problems in cases where the input data is distributed and meets the char-
acteristics of Big Data (i.e., volume, variety, and velocity), and/or the problems are too large
and complex, requiring a special treatment. Moreover, the type of problems that we are fac-
ing require (i) processing complex data structures, and (ii) extracting event logs in a standard
format from semi-structure data. The optimisation techniques that we use are also sensitive to
bad-quality data, since this type of data leads to bad results. Therefore, the proposals in this
thesis are intended to enrich the techniques that are available at different stages of Big Data
pipelines. The tools developed are also designed to be used in Big Data pipelines through the
Apache Spark [7] data processing engine.

Next, we present two Big Data pipelines that have been employed to solve several case
studies. The first is shown in Figure 2.13 and includes the use cases UC-DT-1, UC-DQ-1, and
UC-OP-1. The ultimate objective of this pipeline is to support the Data Analysis in the use
case UC-OP-1. The FABIOLA solution (Section 2.4.1) must be used to calculate large amounts
of individual COPs. In this particular case, the data are acquired from one of the three elec-
tricity distribution companies. The data contains information about the consumption of each
customer. Consumption is given within a nested data structure. Next, in the Data Prepara-
tion stage, we employ the Data Chameleon DSL [83] (Section 2.2.1) to transform the source
data schema into the format required by the Data Model of the COP. Subsequently, the Data
Quality of each record is assessed. This is done using DMN4Spark applying the DMN4DQ
methodology [89] (Section 2.3.1). The purpose is to filter out the data records that are non-
usable. In this case, we wanted to avoid data records with values null and outside the range.
Then, the Data Filtering activity forks the data flow so that the data that have been qualified as
usable go to the next stage of the pipeline (i.e., Data Analysis), while the non-usable data are
stored in the data storage system. In this way, non-usable data can be diagnosed and repaired
using DMN4DQ+ (Section 2.3.2). Finally, FABIOLA is employed as a Data Analysis tool. It
receives the records from the dataset that have been qualified as usable and collects the Data
Model and COP model from the data storage system.

The second Big Data pipeline is presented in Figure 2.14, which includes the use cases
UC-DT-2, UC-DQ-1, and UC-OP-2. This is orientated towards the process mining paradigm,
since the Data Analysis stage intends to employ conformance checking techniques to compute
the alignment between a process model and the event logs of such a process. Conformance
checking involves the computation of optimisation problems with large search spaces. In this
case, we use CC4Spark [85]. This proposal has been summarised in Section 2.4.2. The case
study presented in Figure 2.14 was presented in [82], and is related to the milk manufacturing
industry. The purpose of this pipeline is to discover potential errors and defects in this pro-
cess. In the data acquisition activity, raw event logs from the process are collected. The Data
Quality of each record is then evaluated with DMN4Spark, following the DMN4DQ method-
ology [89] (Section 2.3.1). In this case, incomplete and inaccurate data is penalised. As in
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FIGURE 2.13: A Big Data pipeline used in our case studies to compute individ-
ual Constraint Optimisation Problems.

the previous pipeline, the Data Filtering activity separates usable data from non-usable data.
While usable data are sent to the next Data Preparation activity, non-usable data are stored in
the data storage system for later repair with DMN4DQ+ (Section 2.3.2). The last Data Prepa-
ration activity obtains the usable data and extracts the event logs so that they follow the XES
standard [44]. This operation is carried out through the ELE DSL [87] [86] (Section 2.2.2).
Once the event logs are accurately formatted, these are sent to the Data Analysis stage, where
CC4Spark is employed to distribute and compute the alignment problems. The decomposed
process model is obtained from the data storage system.
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FIGURE 2.14: A Big Data pipeline used in our case studies to compute big com-
plex conformance checking problems.

The next Chapter discusses the results that have been obtained.
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Chapter 3

Discussion and Publications

This Chapter discuses the solutions that have been developed to satisfy the objectives of this thesis. It
also presents and discusses the contributions that comprise and support this thesis. Therefore, Section
3.1 discusses the results of this thesis, first by presenting the contributions (Section 3.1.1), and then by
discussing the fulfilment of the objectives of this thesis (Section 3.1.2). Finally, the main publications
are shown in Section 3.2.

3.1 Discussion of the Results

This section discusses the results and contributions derived from this thesis. Table 3.1 out-
lines the results that have been produced for each objective traced for this thesis, classified
by scope (i.e., the different stages of the Big Data pipeline that are covered in this thesis), the
publications produced for each objective and the tool or tools that support each proposal.

Scope OBJ 1 - Data Preparation OBJ 2 - Data Quality OBJ 3 - Data Analysis
Objectives OBJ 1.1 OBJ 1.2 OBJ 2.1 OBJ 2.2 OBJ 3.1 OBJ 3.2

Publications ICIS’19 [83]

BPM’19
Industrial

Forum [87]
BPM Cases
Vol. 2 [86]

DEC2H’19 [84]
DSS [89] DSS1 JCOS [90]

Inf.Syst. [85]
BPM’21
Tools &

Resources [82]

Tools
Data

Chameleon
DSL

Event Log
Extractor

DSL

DMN4Spark
DMN4DQ+ FABIOLA CC4Spark

TABLE 3.1: Summary of the objectives and results of this thesis.

3.1.1 Contributions

The contributions are divided into two groups. The first is composed of a compendium of
articles from this thesis. The second group consists of supporting articles that support the
objectives of this thesis but are not part of the compendium. Next, the contributions that form
the compendium of articles are listed:

• Á. Valencia-Parra, Á.J. Varela-Vaca, M.T. Gómez-López, P. Ceravolo (2019). CHAMA-
LEON: Framework to improve Data Wrangling with Complex Data. In International

1This contribution has been submited to the Decision Support Systems journal and is currently under revision.
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Conference on Information Systems (ICIS 2019) Proceedings. 16 [83] Rank: SCIE RANK
GGS’ 21 Class 2.

• Á. Valencia-Parra, L. Parody, Á.J. Varela-Vaca, I. Caballero, M.T. Gómez-López (2021).
DMN4DQ: When data quality meets DMN. In Decision Support Systems (Vol. 141, p.
113450). Elsevier BV. [89]. Rank: Q1 (JCR’20 5.795).

• Á. Valencia-Parra, Á.J. Varela-Vaca, L. Parody, M.T. Gómez-López (2020). Unleashing
Constraint Optimisation Problem solving in Big Data environments. In Journal of Com-
putational Science (Vol. 45, p. 101180). Elsevier BV. [90]. Rank: Q2 (JCR’20 3.976).

• Á. Valencia-Parra, Á.J. Varela-Vaca, M.T. Gómez-López, J. Carmona, R. Bergenthum
(2021). Empowering conformance checking using Big Data through horizontal de-
composition. In Information Systems (Vol. 99, p. 101731). Elsevier BV. [85]. Rank: Q3
(JCR’20 2.309).

The following list illustrates the contributions that support this thesis:

• Á. Valencia-Parra, B. Ramos-Gutiérrez, Á.J. Varela-Vaca, M.T. Gómez-López, A. García
Bernal (2021). Enabling Process Mining in Airbus Manufacturing. In Business Process
Management Cases Vol. 2 (pp. 125-138). Springer Berlin Heidelberg. [86].

• Á. Valencia-Parra, L. Parody, Á. J. Varela-Vaca, I. Caballero, M.T. Gómez-López (2019).
DMN for Data Quality Measurement and Assessment. In Business Process Management
Workshops (pp. 362–374). Springer International Publishing. [84].

• Á. Valencia-Parra, Á.J. Varela-Vaca, M.T. Gómez-López, J. Carmona (2021). CC4Spark:
Distributing Event Logs and big complex Conformance Checking problems. In Pro-
ceedings of the Best Dissertation Award, Doctoral Consortium, and Demonstration and Re-
sources Track at BPM 2021 co-located with 19th International Conference on Business Process
Management (BPM 2021). Vol. 2973 (pp. 136-140) CEUR-WS.org. [82].

• Á. Valencia-Parra, L. Parody, Á.J. Varela-Vaca, I. Caballero, M.T. Gómez-López (2021).
Optimising Data Reparation to enhance Data Usability. In Decision Support Systems.
Elsevier BV. 2

3.1.2 Discussion

OBJ 1.1. Develop a DSL supported by a framework to transform complex data

The solution to this objective is the Data Chameleon framework (presented in Section 2.2),
and the Data Chameleon DSL (described in Section 2.2.1). This proposal was presented in
International Conference on Information Systems 2019 (ICIS 2019) [83]. The paper can be found
in Section 3.2.1. The conference’s SCIE rank GGS’21 is Class 2. This work was carried out
in collaboration with Professor Paolo Ceravolo of the SESAR Lab Research Group 3 from the

2This contribution has been submited to the Decision Support Systems journal and is currently under revision.
3SESAR Lab Research Group: https://sesar.di.unimi.it/

https://sesar.di.unimi.it/
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University of Milan. Paolo is expert in the area of Big Data pipelines, data lakes and process
mining.

The proposal was demonstrated to work properly in two real-world case studies. The
first one was focused on the transformation of complex data for a Big Data pipeline that was
intended to compute Constraint Optimisation Problems (COPs). Data were provided by three
different datasets from three electricity distribution companies in Spain. These companies
required the use of COPs to analyse their data and, therefore, to facilitate the decision-making
about the optimal tariff configurations for their customers. Data Chameleon was successfully
used as a Data Preparation tool, since it was able to transform these datasets according to the
data model required by the optimisation problems. On the other hand, the second case study,
which has been discussed in Section 2.2.1, required transforming the aircraft assembly and
testing log data in Airbus.

The proposal aimed to simplify the Data Transformation process with complex structures,
since traditional tools are focused on table-based data structures, requiring intermediate ab-
stract operations to flatten nested structures and operate at the table level. Data Chameleon
eliminates this need, making all transformations directly have their intended effect on the
target schema.

In our study, we solved both case studies with Data Chameleon DSL and a leading Data
Wrangling tool (Trifacta). We found that with the latter tool, more than 50% were intermediate
operations derived from flattening and grouping operations. With Data Chameleon, none of
these types of operations was necessary. We also tested the performance and scalability of the
Data Chameleon ecosystem. For this purpose, we carried out different benchmarks by scaling
the datasets in twofold ways: (A) by increasing the number of records of the datasets, and
(B) by augmenting the size of the nested structures. We found that Data Chameleon scales
correctly since the execution time in both cases evolves in a similar way.

OBJ 1.2. Develop a DSL to support the extraction of event logs from semi-structured data

The solution we propose to accomplish this objective is the Event Log Extractor (ELE) DSL.
This language, which is based on the Data Chameleon framework, was briefly described in
Section 2.2.2. This solution was presented in Business Process Management Industry Forum 2019
[87]. Later, a chapter was published in the BPM Cases Volume 2 [86] book. This work was
carried out in close collaboration with the Airbus company in a project that sought to dis-
cover business processes in the aircraft manufacturing and testing process, as well as diag-
nose anomalies and deviations. As huge amounts of logs from these processes were required
to be processed, and since these logs had complex nested structures, advanced Data Prepa-
ration techniques were required. Bearing this challenge in mind, during the development of
this thesis, the potential of the Data Chameleon framework was used to develop a new DSL
that would allow event logs to be transformed and formatted to the XES standard format.
The transformation of raw event logs into the XES format is a crucial step in the analysis of
the logs, since the process mining algorithms work with this specific format. Thanks to the
ELE DSL, it was possible to properly transform the Airbus event logs. In the work that we
presented, several transformations were carried out in order to analyse the event logs from
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different points of view. The results of the analyses allowed the company to find hidden pro-
cesses and anomalies.

OBJ 2.1. Develop a methodology to model Data Quality requirements in a context-aware
basis

This objective is achieved with DMN4DQ, a methodology that proposes a systematic pro-
cedure to model the Data Quality requirements hierarchically. Section 2.3.1 presents this
methodology. The solution was published in the Decision Support Systems journal [89]. The
journal rank is Q1 (JCR’20 5.795). Professor Ismael Caballero, from the University of Castilla-
La Mancha, collaborated in the development of this work as an expert in the field of Data
Quality.

The methodology enables us to create Data Quality models through business rules. These
are modelled by following a hierarchical basis and taking into account the context in which
data are used. DMN is the decision modelling framework that supports the proposal.

DMN4DQ was successfully evaluated in a real-world case study. The context of use of the
data consisted of a catalogue in which third-party cloud server instances are offered, mainly
from Amazon Web Services. In this context, the negative impact that poor Data Quality could
have in terms of poor reputation and failures in contracting services should be taken into ac-
count. DMN4DQ allowed weighting the importance of three dimensions of Data Quality (in
this case, accuracy, consistency, and completeness). In addition, it allowed for the establish-
ment of validation rules for the different data attributes, as well as the importance of com-
plying with each of these rules. It also made it easier to weigh the importance of each Data
Quality dimension in the final assessment of data usability. The Data Quality model for this
case study is made up of 18 DMN tables, with a total of 53 decision rules.

A tool (DMN4Spark) was also developed. It allowed the application of the Camunda DMN
decision rule engine to large volumes of data using the Apache Spark data processing frame-
work. In this way, this methodology can be applied in Big Data environments, supporting
the Data Quality activity within the Big Data pipelines. This tool was used to solve the case
study, whose dataset contained 1, 048, 571 records. For each record, a recommendation on its
usability was produced.

The DMN4DQ methodology has also been used in an IoT scenario in a work [40] that
was carried out in collaboration with the Universidad of Almería. In that work, DMN4DQ
is used to support the data curation process. The scenario is based on the agriculture sector.
Data are produced by a series of sensors placed on several farms. In this case, DMN4DQ
made it possible to model quality rules that allowed data from sensors that did not meet the
appropriate standards to be discarded for later analysis.

OBJ 2.2. Develop a framework to facilitate the detection of the root causes of poor quality
data, as well as data repair

This objective has been addressed using the DMN4DQ+ solution, which was discussed in
Section 2.3.2. The paper related to this solution has been submitted to Decision Support Systems.
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As in the case of DMN4DQ, Professor Ismael Caballero, an expert in the area of Data Quality,
has collaborated in the development of the proposal at the methodological level.

DMN4DQ+ is an extension of DMN4DQ that adds mechanisms to facilitate Data Quality
characterisation, finding the root causes of poor Data Quality, and decision-making about data
cleaning operations to be carried out to improve the usability of the data.

The solution was applied to the case study presented in [89], and that has been discussed
in the previous Section. In this case, the different usability profiles that exist in the dataset
were calculated. This allowed us to analyse which Data Quality problems affected most of the
tuples. A total of 29 usability profiles were identified, of which 22 were marked as “do not
use". A set of 27 candidate corrective actions was used. In the benchmark, we sought to repair
all usability profiles to find the subset of corrective actions with the lowest cost for each of
them. Therefore, a COP was run for each usability profile. The execution time is reasonable,
as 21 of the 22 COPs were resolved in less than 6 seconds. However, one of them took 222
seconds. We managed to explain this fact by finding a correlation between the number of
Data Quality problems in a usability profile and the execution time of the COP, so that the
more Data Quality problems a usability profile has, the larger the search space of the COP will
be, and therefore the longer the execution time. On the other hand, we performed a study on
the cost savings of improving the usability of each usability profile. We carried out this study
by comparing the cost of applying the corrective actions selected by the COP in each usability
profile with the total cost of applying all the corrective actions that could be applicable to each
usability profile. While in 7 of the 22 usability profiles the cost savings were 0, in the rest we
obtained significant improvements in terms of cost savings.

OBJ 3.1. Develop a framework to model, generate, and solve Constraint Optimisation Prob-
lems with Distributed Data

The solution to this objective is FABIOLA (described in Section 2.4.1). This proposal has
been published in Journal of Computational Science. The journal’s rank is Q2 (JCR’20 3.976).
In this paper, the modelling, generation, and computation of Constraint Optimisation Prob-
lems (COPs) are formalised. A methodology and a tool (FABIOLA) are proposed to optimise
the computation of COPs in Big Data environments.

The case study employed to test this proposal focusses on three Spanish electricity dis-
tribution companies. They require generating, for each customer, a tariff configuration that
allows reducing the cost of the electricity bill, taking into account the previous consumption
of each customer. For this case study to be solved, the COP model was first generated. This
contained the input parameters required to compute the COP and the variables, constraints,
and objective function. Second, the data model was generated. This indicates the input pa-
rameters required by the COP, the output parameters embedded from the COP, and other data
attributes that were useful for performing queries. Next, the attributes of each dataset must be
mapped to the data model. For this purpose, Data Preparation tasks must be performed. We
employed Data Chameleon to transform the data schema of each dataset according to the COP
data model, and DMN4DQ to filter those records that might cause failures in the computation
of the COPs due to poor-quality data.
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Regarding the benchmark, the aim was to demonstrate the scalability of the proposal as the
number of COPs to be solved increased. For this, an asymptotic analysis was performed. For
each dataset, the computation time of each of them was sampled from 5, 000, 000 to 25, 000, 000
COPs. The performance of the FABIOLA solution (the COPs are distributed and resolved
in parallel) was compared with a sequential execution. The asymptotic study revealed that
the complexity of the sequential execution is linear (i.e., O(n)), while the execution using
FABIOLA (in parallel) presented a sublinear complexity, three times lower than the sequential
execution (i.e., O( n

3 )). Clarify that the cluster in which FABIOLA was launched had 4 nodes.
A second benchmark was performed to check the impact when aggregation operators are

introduced (in this case, grouping operators). In summary, the application of these operators
did not improve performance in terms of time due to the impact of grouping operations.
However, if we compare the COP resolution stage, we observe an improvement in two of
the three datasets (i.e., a 9.7% of improvement in one of them and a 41.6% in the other). We
concluded that the impact of the optimisation of aggregation operators depends on the nature
of the data.

OBJ 3.2. Develop a solution to compute big complex optimisation problems in Big Data
environments applied to conformance checking techniques

This objective is achieved through the proposal that we published in the Information Systems
journal [85]. The journal’s rank is Q3 (JCR’20 2.309). This work was made in collaboration with
Professors Josep Carmona and Robin Bergenthum, both of whom are experts in the process
mining and conformance checking fields. The proposal resulted in a tool (CC4Spark), which
was presented in Business Process Management Demonstrations & Resources 2021 [82].

The proposal is intended to facilitate the computation of complex conformance checking
problems in those scenarios where one or both conditions are met: (i) the business process
model is too complex, and (ii) the dataset containing the event logs is too large. Usually in
these cases traditional Conformance Checking solutions fail to find a solution in a reasonable
time, as we demonstrated in our study.

In order to validate our proposal, we employed five different datasets that are known by
the conformance checking community because of their complexity. Thanks to our proposal,
the complex Petri nets could be broken down into smaller units. On the other hand, the
event logs could be distributed among the nodes of a Big Data cluster. First, we compare the
sequential computation of the conformance checking algorithm based on A* with the parallel
computation that we propose. We also tested the parallel computation of the solution based
on COPs. Regarding parallel execution, several distribution configurations were tested to find
the best balance between the number of partitions and the number of partial problems within
each partition. We got a very significant improvement by parallelising the computation of
conformance checking problems. In summary, the sequential A* algorithm showed better
results in one of the five datasets. On the other hand, the parallel A* algorithm using our
proposal achieved the best results in two of the five datasets. Finally, the algorithm based on
parallel COPs that we propose showed better results in two of the five datasets. With respect
to the results, the A* algorithm, both sequentially and in parallel, was able to produce optimal



3.1. Discussion of the Results 51

solutions for each dataset. However, the COP-based solution was not always able to return an
optimal solution due to the setting of timeouts. However, the percentage of optimal solutions
was higher than 80%.

Our solution, CC4Spark, was also applied in the case study presented in [82]. This scenario
consists of a milk manufacturing process that describes how milk cans are processed through
the production chain. Event logs were produced by IoT sensors located within each machine,
collecting data on temperature and pressure. This case study was successfully solved and
managed to monitor the whole process and detect abnormalities in the final products.
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3.2 Publications

3.2.1 CHAMALEON: Framework to improve Data Wrangling with Complex Data

Published in the International Conference on Information Systems (ICIS 2019), Munich, Germany.
December 2019.

• Authors: Álvaro Valencia-Parra, Ángel Jesús Verala-Vaca, María Teresa Gómez-López, Paolo
Ceravolo.

• URL: https: // aisel. aisnet. org/ icis2019/ data_ science/ data_ science/ 16 .

• Rating: GGS Class 2.
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Abstract 

Data transformation and schema conciliation are relevant topics in Industry due to the 
incorporation of data-intensive business processes in organizations. As the amount of 
data sources increases, the complexity of such data increases as well, leading to complex 
and nested data schemata. Nowadays, novel approaches are being employed in 
academia and Industry to assist non-expert users in transforming, integrating, and 
improving the quality of datasets (i.e., data wrangling). However, there is a lack of 
support for transforming semi-structured complex data. This article makes a state-of-
the-art by identifying and analyzing the most relevant solutions that can be found in 
academia and Industry to transform this type of data. In addition, we propose a Domain-
Specific Language (DSL) to support the transformation of complex data as a first 
approach to enhance data wrangling processes. We also develop a framework to 
implement the DSL and evaluate it in a real-world case study. 

Keywords:  Data Wrangling, Complex Data, Data Transformation, Semi-structured Data, Data 
Preparation 

Introduction 

The continuous technological advances in Industry are leading to data-driven business processes. These 
changes (Gerbert et al. 2015) are motivated by the concept of Industry 4.0, whose objective is to improve 
their production processes by means of Cyber-Physical Systems. These systems enable companies to 
capture real-time data on any aspect related to these productive processes. On the other hand, Industry 4.0 
promotes companies to a broader integration with their external environment. Therefore, the necessity of 
integration of internal data with data from external sources (e.g., data from other organizations, open data, 
social network data) arises (Obitko and Jirkovský 2015). The ultimate objective is to process this data in 
order to discover knowledge, improve the decision making, and optimize production processes. Big Data 
technologies are an essential part in this industrial context (Gerbert et al. 2015) since data to be processed 
fulfill the three Big Data dimensions (a.k.a., the three V's) (Lee 2017): volume (they are massively 
generated), velocity (creation rates increase as Cyber-Physical Systems and IoT are included in production 
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processes), and variety (data become more heterogeneous as the amount of data sources increase). This 
new context has promoted the creation of new solutions adapted to the complexity of data. 

Data complexity and heterogeneity are a prominent challenge. When the amount of data and the creation 
rate increase drastically, data heterogeneity tends to rise as well, resulting in non-structured data models 
with nested and complex schemata (hereinafter, complex data). Derived from the data complexity, data 
integration becomes also in a prominent challenge of Big Data management (Ceravolo et al. 2018; Jin et al. 
2017; Stefanowski et al. 2017), since it involves combining diversified sources in a unified view supporting 
data analytic or reporting procedures (Dong and Srivastava 2015). Data integration requires, therefore, 
several transformations to be made, changing data values and structure but keeping at the same time the 
validity and consistency of data or event enhancing their value. For this reason, data transformation, as a 
part of the data preparation process, is considered the most time-consuming stage of data analytics (Guo et 
al. 2011). 

In traditional data warehousing, this process has been extensively analyzed, proposing integration tools for 
data transformation by using the Extract-Transform-Load (ETL) approaches. Regarding the complex data, 
various query languages can be found in industry (Beyer et al. 2011; Florescu and Fourny 2013) to facilitate 
the transformation, integration and querying of data sources with complex data in ETL processes.  
However, with the emergence of the Big Data paradigm, actors focusing on the commoditization of Big Data 
technologies are addressing the fast roll-out of Big Data pipelines proposing visual data flow orchestrators 
(Milutinovic et al. 2017) and catalogs of congruent services (Ardagna et al. 2018). The aim is the 
introduction of the as-a-service approach in Big Data technologies, supporting the composition of services 
in an easy way and offering, at the same time, a guarantee about the consistency of the proposed 
compositions (Ardagna et al. 2018). In this sense, data wrangling has become one of the most employed 
techniques to facilitate the transformation and mapping of data from a raw format into the format required 
by data analysis processes in Big Data context. The current trend is to provide self-service data preparation 
(Hellerstein et al. 2018). It points at easing the data preparation process for non-expert users through data 
profiling and the automation of the tasks. Therefore, this assistance comes along with user-friendly 
Domain-Specific Languages, user interfaces, and features for data cleaning and data quality improvement. 

Nowadays, several data wrangling solutions can be found in Industry. Although some of them are able to 
work with complex data, they are entirely focused on a table-oriented data model, flattening data into static 
structures avoiding nested data. It implies that operations must be directly applied over top-level attributes 
(i.e., columns). This operative inevitably difficulties the transformation of complex structures, requiring 
nested attributes to be shift to top-level positions. Consequently, (i) the number of operations needed to 
transform the format and/or schema of a dataset becomes significantly high depending on the depth of the 
nested attributes and the target schema, and (ii) the definition of the transformation operations becomes 
non-easy-to-use and anti-intuitive, being far away from the shape of the target schema, and hence, being 
more error-prone and hindering debugging operations. In this context, the identification of languages for 
data transformation that support complex operations by a concise syntax is of paramount importance for a 
flexible handling of data sources (Arputhamary and Arockiam 2015). Moreover, linking these operations to 
their effects on performances, in relation to the data structure, is crucial to increase the awareness of 
designers about the effects of their specifications.  

Trying to reduce the existing gap in complex data transformation in data wrangling, this paper pursues to 
cover two main aspects: (i) discuss the approaches in the industry, and the academia to support the 
transformation of complex data in the data wrangling and self-service data preparation fields, and; (ii) the 
proposition of a framework, that includes a Domain-Specific Language (DSL), to support the 
transformation of data with complex schema. This language aims to provide a functional way to enable 
users to define the target schema along with the transformations needed to reach it from the source schema, 
minimizing the number of operations and the complexity of the language.  

The rest of the paper is structured as follows. First, two real-world case studies are presented to understand 
the proposal better. Then, our proposal is described, depicting the solution, including a DSL that facilitates 
the complex data transformation in data wrangling context. The proposed implementation is introduced, 
before the most relevant references related to data wrangling and complex data are discussed. Next, the 
related work is discussed, and then we compare our proposal with other data wrangling tools. Finally, some 
conclusions are drawn. 
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Case Studies 

This section describes two case studies which demonstrate the applicability of our proposal in two different 
industries that require the transformation of datasets: (A) the transformation of datasets from several 
electricity wholesales to extract information about the consumption of electricity, and (B) the 
transformation of datasets taken from several IoT sensors to detect potential deficiencies in aircraft 
assembly processes. 

Case Study A: Formatting datasets from several electricity wholesales 

In order to introduce the necessity to facilitate the complex data transformation, we use a real case study 
based on the integration datasets provided by seven electricity companies that sell energy for private 
customers in Spain. The electricity wholesales describe consumption data in different formats and using 
different frequency of meter reading, depending on factors such as the distributor or the tariff hired for each 
customer. These various formats need to be uniform in order to be processed and analyzed later, such as to 
create patterns of behavior or to look for the best tariff for each customer (Parody et al. 2017). However, 
each electricity provider offers information using different nested schemata, depending on some factors, 
such as the number of months included in the meter reading, number of days, types and tariff. Therefore, 
all these heterogeneous schemata need to be transformed into a unified one being possible to integrate 
every dataset in a unified view. The quantity of information, the heterogeneity and the updating of the 
information, Big Data infrastructure must be used to facilitate the data analysis. 

Figure 1 illustrates the scenario where several data sources must be conciliated into a unified format 
accessible to the final user by means of a set of transformation, each one applicable to a single data source. 

As mentioned above, the provided information does not follow the same schema, but they generally share 
a customer ID, a tariff identifier, the contracted power for each daily billing period, and a list of 
consumption over a period (e.g., twelve months or more). Each consumption period keeps information on 
the start and end date for that period, and the power consumption for each daily billing period. Figure 2 
shows a possible input schema for the data of the example and its relationships with the target schema. 

 

Figure 1.  Case Study scenario 

 

          

Figure 2. Transformations to convert the source 

schema (left) into the target schema (right) 
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Source Schema Description 

The source schema is composed of basic and nested attributes. The description of the dataset attributes is 
given as follows: 

• customerID. It is a string which identifies a unique customer supply point. 

• consumption. It is the power consumption over a period, such as twelve months or more. It is an 

array of data structures. Each element represents a period, and it includes the following 
information: 

o power. It is the power consumption for each daily billing period. It is represented by a data 

structure with six decimal numeric attributes, each one representing the consumed power 
for a daily billing period. 

o startDate. It is the start date for the billing period represented by this element. 

o endDate. It is the end date for the billing period represented by this element. 

Transformations and Target Schema 

In order to reach the target schema, several transformations must be applied for each electricity supplier. 
For the example, six transformations are needed as depicted in Figure 2: 

• T1. customerID must be renamed to ID. No further transformations are required. 

• T2. consumption is transformed into a matrix C, whose rows have three elements that are 

calculated from the pi attributes in power in accordance with the defined rules by the 

government. 

• T3. In the target schema, AVG_C is a data structure with three elements: p1, p2, and p3. It 

represents the average consumed power for each daily billing period. The calculation is carried 
out by means of the matrix calculated in T2. 

• T4. In the target schema, DATES is an array whose attributes are of type date. It is calculated by 

means of the startDate attribute in the source schema. 

Case Study B: Detecting deficient aircraft 

This case study is based on the aeronautic industry. It is a real case study from the aircraft factory of Airbus 
placed in Seville. The datasets represent the logs of an aircraft production plant. It is about the tests that 
are performed in the workstations where the aircraft are tested, and the incidents that occurred during 
these. Each workstation produces a dataset with a different schema and data format but they all have a set 
of attributes related to the aircraft, the workstation and the incidents occurred during the tests, as detailed 
in in (Valencia-Parra et al. 2019). It is required to wrangle this data in order to obtain a formatted dataset 
so that it helps experts to discover potential deficient aircraft. 

Source Schema Description 

The source schema is composed of the following attributes: 

• accode. It is a string attribute representing the code of an aircraft. 

• workstation. It is a string identifying the workstation where the tests have been executed. 

• incidents. It is an array whose elements represent information about the incidents that have 

occurred during the test execution. It contains nested structures with the following attributes: 
o start_date. It is a string representing the date when the incidence started. 

o resolution_date. It is a string representing the date when the incidence was resolved. 

Transformations and Target Schema 

The following transformations are required in order to reach the target schema: 

• T1 and T2. Attributes accode and workstation are renamed as aircraft and ws, respectively. 
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• T3. avg_incidents is a numeric attribute created by calculating the average value of the array 

which results from iterating incidents and performing the following operation:  

resolution_date - start_date. It represents the average time that the incidents took to be 

solved. 

The objective of these transformations is to produce a dataset that can be processed by an algorithm that 
detects abnormalities during the test of the aircrafts in the workstations, and thus, to detect potential 
deficient aircraft. 

Our Proposal 

This section depicts CHAMELEON: the proposal we have devised to improve the data wrangling processes 
when dealing with complex data. It consists of framework and a Domain-Specific Language (DSL), whose 
objective is to link the operations with their effects in the target schema. First, the necessary concepts to 
understand the proposal are presented. Then, Framework is introduced, following with the proposed DSL. 
Finally, the case studies are solved by using the proposal. 

Related Concepts 

Next, the concepts Data Schema, data type, and Transformation Function are defined. These concepts will 
facilitate the understanding of the DSL that is defined in this section. 

Definition. A Data Schema is a set of attributes, {a1: t1, a2: t2, …, an: tn}, identified by a name (ai) and a 
data type (ti). 

Regarding the data type (ti), two categories of data types have been identified: 

• Simple type. It is a data type which represents a single value: 
o Numeric. It represents a numeric data type, i.e., Integer, Long, Float, and Double. 

o String. It is a sequence of characters.  

o Boolean. It is a two-valued data type which represents the truth values. 

o Date. It is a set of characters with a specific format that represents an instant of time. 

• Complex type. It is a composite data type that can be: 
o Array. It is a collection of typed attributes identified with a unique numeric index. 

o Struct. It is a data type composed of a set of attributes, each one identified by a unique 

name. 

Definition. A Transformation Function, fx, is a function that receives an attribute, ainput, and returns an 
attribute, aoutput, resulting from applying an operation which modifies the value of ainput.  

𝑓𝑥: 𝑎𝑖𝑛𝑝𝑢𝑡  →  𝑎𝑜𝑢𝑡𝑝𝑢𝑡 

Framework Modeling 

We have developed a framework1 to implement the DSL so that we can solve the case studies in a real-world 
environment. The framework has been designed according to the composite design pattern (Riehle et al. 
1997). In short, this pattern enables to build complex objects by using simpler ones. It means that an object 
could be composed of nested objects. Figure 3 depicts a schema of this pattern. As can be seen, the classes 
Composite1 and Composite2 are composed of a set of Components, which can be Composite1, 

Composite2, or Leaf. The latter is called Leaf because it is not compounded by any other Component. 

In this pattern, the instances of objects could be represented as a tree structure. 

Figure 4 depicts the UML diagram of the transformation framework. As mentioned above, the instances of 
this model can be represented as a tree structure. In this structure, the leaves are operations that access the 
attributes, and internal nodes are intended to transform or create new structures. To better understand it, 

                                                             

1 The implementation can be found in: http://www.idea.us.es/datatransformation/ 
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Figure 5 shows an instance of the transformation T1 exposed in the case study A, and Figure 6 shows its 
tree representation. 

 

Figure 3.  Composite design pattern 

In this model, the Component is the Evaluable interface. An Evaluable represents an expression whose 

main objective is to perform transformation functions on attributes. Two methods can be applied over every 
Evaluable expression (hereinafter, expression): getValue and getDataType. 

• getValue. It receives an attribute and returns another attribute as a result of applying a 

transformation to it. 

• getDataType. It receives a data type and returns the data type as a result of applying a 

transformation to it. 

These are intended to be the entry-point of the framework. The way these functions work depends on the 
Leaf or the Composite components. Next, the leaves of the transformation framework model are listed. 

• Select. It is meant to select the attribute whose name matches the string name from an attribute 

of type struct. 

• Index. It is meant to select the attribute whose position matches the integer index from an 

attribute of type array. 

 

Figure 4.  Framework modeling 
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Figure 5.  Instance of the model to perform the 

transformation T1. Code representation 

 

 

Figure 6.  Instance of the model to perform the 

transformation T1. Tree representation. 

 

Lastly, the Composites of the transformation framework model are listed. 

• Rename. It is meant to transform an Evaluable expression (hereinafter, expression) which 

returns an attribute of any type by replacing its name by the string name. 

• CreateStruct. It is meant to create an attribute of type struct from a set of expressions attrs. 

• CreateArray. It is meant to create an attribute of type array from a set of expressions attrs. 

• Iterate. It is meant to create an attribute of type array resulting from iterating over an 

expression which returns an attribute of type  array (expr1). An expression (expr2) is applied 

to each element in that  array. 

• Operator. It is meant to transform an expression by applying a Data Transformation Function 

(hereinafter, DTF). 

• DTF. It is meant to apply a transformation function to an expression. These enable users to perform 

advanced transformations on attributes of any data type.  

DSL Definition 

The DSL has been defined with two main goals: (i) provide versatility so that a wide range of 
transformations can be carried out, and (ii) reduce the gap between the definition of the transformations 
and their effects in the target schemas. The syntax of the grammar is given bellow by means of Extended 
Backus-Naur form notation (Reilly et al. 2003). 

Syntax is the entry-point to the language. It is given by an Expression, which might be one of the 

following: Select, Index, Rename, CreateStruct, CreateArray, Iterate, or Transform. 

Syntax ::= Expression 

Expression ::= Select|Index|Rename|CreateStruct|CreateArray|Iterate|Transform 

Select is intended to be the syntax for selecting either an attribute in a struct or a position in an array. 

For instance, regarding the case study A, t"customerID" selects the attribute customerID, and 

t"consumption.[0]", selects the position 0 of the consumption array. 

Select ::= 't' '"' ( StringLiteral | '[' Digit+ ']' )  

            ( '.' ( StringLiteral | '[' Digit+ ']' ) )* '"' 

Rename is meant to modify the name of an attribute. For example, "ID" << t"customerID" changes the 

name of the attribute customerID to ID. 

Rename ::= StringLiteral '<<' Expression 
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CreateStruct and CreateArray are intended to create a struct or an, respectively. For example, 

struct("ID" << t"customerID") creates a struct composed of an attribute, ID, with the value of 

the customerID attribute. On the other hand, array(t"customerID")creates an array, with just one 

position, which contains the value of the customerID attribute. 

CreateStruct ::= 'struct' ' (' Expression ( ',' Expression )* ')' 

CreateArray ::= 'array' '(' Expression ( ',' Expression )* ')' 

Iterate enables to perform an operation over an array attribute. For instance, t"consumption" 

iterate t"startDate" creates an array whose elements are string resulting from iterating over the 

consumption attribute and selecting the attribute startDate. 

Iterate ::= Expression 'iterate' Expression 

Transform enables to apply a transformation function to an expression. We have defined nine 

transformation functions which fit our case study A, but more functions might be added. Regarding the 
ones defined in  DTF, they can be classified in two groups: (i)  max, min, avg, sum, and subtract, which 

are intended to return the maximum, minimum, the average, sum or the subtraction of the values of an 
attribute, array respectively; (ii) toInt, toDouble, toString, and toDate, which are intended to cast 

an attribute to  integer, double, string, or date, respectively. 

Transform ::= Expression '->' DTF 

DTF ::= 'max'|'min'|'avg'|'sum'|'subtract'|'toInt’|'toDouble'|'toString'| 

        'toDate(' StringLiteral')' 

Transformationss for the Case Study A  

Next, the transformations shown in the case study A are performed by means of the DSL we have proposed. 

• T1. customerID is renamed to ID by using the '<<' operator. 

"ID" << t"customerID" 

• T2. The matrix C is created by iterating over each position in the consumption array. 

"C" << ( t"consumption" iterate array( 

          array(t"power.period1", t"power.period4") -> max, 

          array(t"power.period2", t"power.period5") -> max, 

          array(t"power.period3", t"power.period6") -> max, 

       )) 

• T3. Each attribute of AVG_C is created by means of the C attribute previously created. Each 

iterate operation will result in an array with all the values in one of the columns. Then, the 

average value of each array is calculated. 

"AVG_C" << struct( 

            "p1" << (t"C" iterate t"[0]") -> avg, 

            "p2" << (t"C" iterate t"[1]") -> avg, 

            "p3" << (t"C" iterate t"[2]") -> avg, 

                       )) 

• T4. DATES is created by employing the operator iterate and by applying the toDate 

transformation function over the t"startDate" attribute. 

"DATES" << t"consumption" iterate (t"startDate" -> toDate("mm/dd/yyyy")) 

Transformations for the Case Study B 

The transformations for the case study B performed by means of CHAMELEON are as follows. 

• T1 and T2. The attributes accode and workstation are included in the target dataset. 
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"accode" << t"aircraft" 

"workstation" << t"ws" 

• T3.  avg_incidents is created by iterating over each structure of it. Then, we subtract the 

resolution date and the start date. The date is previously transformed by using the toDate 

function. Finally, the average of all the subtractions is calculated. 

"avg_incidents" << (t"incidents" iterate substract( 

          t"resolution_date" -> toDate("MM/dd/yyyy HH:mm:ss"), 

          t"start_date" -> toDate("MM/dd/yyyy HH:mm:ss")  

)) -> avg 

Benchmark 

A set of tests has been devised to evaluate and check the performance of the framework that we have 
implemented in a Big Data environment. First, the Big Data architecture used to perform the tests is 
presented. Afterward, we describe the evaluation design to test the performance of our proposal. Finally, 
the results are drawn and discussed. 

Architecture and Implementation 

The architecture employed to perform the benchmark is based on a cluster managed by Mesosphere DC/OS 
(hereinafter DC/OS). DC/OS is an operating system based on Apache Mesos, which enables the execution 
of technologies for simultaneous data processing. In this case, an Apache Spark cluster has been deployed 
together with Spark History Server, that enables to extract execution metrics of the Apache Spark 
applications. 

Regarding the infrastructure, it consists of a DC/OS master node, responsible for managing the cluster 

resources and assign them to services, and nine agents, responsible for managing the services. The 

instance of Spark includes a driver and nine executors. The architecture also includes a node with 

HDFS to store the datasets and a MongoDB database for storing the execution results. Regarding the 
computational characteristics, the cluster can reach fifty-two cores between 2 and 2,6 GHz for each and 136 
gigabytes of RAM in global. Figure 7 depicts the infrastructure as well as the computational characteristics 
of the cluster. Summing up, the cluster can reach fifty-two cores and 136 gigabytes of principal memory in 
global. 

Evaluation Design 

We have selected the case study A to perform the benchmark, since its schema and transformations are 
more complex than those of the case study B, so the results will be more reliable. This dataset is composed 
of approximately more than five million tuples and a size of 2,1 GB. In order to test the scalability of the 
proposal, nine additional datasets have been created based on two different criteria: (A) four new datasets 
by increasing the number of tuples; and (B) five new datasets by increasing the size of each tuple (i.e., by 
increasing the size of the columns), for instance, by duplicating the number of elements in the 
consumption array attribute. Table 1 summarizes the datasets which have been synthetically created by 

using these two criteria. 

Ten test cases have been defined, each of them being executed one hundred times. These tests cases have 
been classified into two groups of benchmarks: (i) Benchmark 1, where these test cases are intended to 
check the performance when the dataset size increases by the criteria A; and (ii) the Benchmark 2, where 
these test cases are intended to check the performance when the dataset size increases by the criteria B. In 
each test case, all transformations described in the case study A have been applied for each tuple of the 
dataset. 
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Figure 7.  Architecture of the cluster 

 

Table 1. Evaluation Design 

Dataset ID Criteria Size (MB) Benchmark 

D1 A 4,119.4 1 

D2 A 6,178.4 1 

D3 A 8,239.9 1 

D4 A 10,299.9 1 

D5 B 3,659.8 2 

D6 B 5,258.9 2 

D7 B 6,859.4 2 

D8 B 8,459.2 2 

D9 B 10,060.3 2 

Table 1. Dataset and Benchmarks for the evaluation 

Both benchmarks have been developed by using an Apache Spark application. The application consists of 
two main stages. The first reads the dataset from HDFS and infers its schema, and the latter distributes the 
tuples across the cluster, applies the transformations and finally stores the results in MongoDB. As for 
performance metrics, both the Elapsed Real Time ERT and the CPU Time of the second stage have been 

measured in each test case. The ERT is the execution time since the stage corresponding to the application 

of the transformations is launched until it ends. On the other hand, the CPU Time is a time accumulator 

that includes the time the tasks related to the transformations spent on the CPU. For each test case, the 
average value of one hundred executions will be considered. 

Evaluation Results 

The results for both benchmarks have been depicted in Figure 8. A trend line has been included in the charts 
in order to highlight the tendency of the results. The least-squares fitting method has been employed to 
calculate the trend lines. 
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Figure 8.  Comparison between Elapsed Real Time (left) and 

CPU Time (right) 

The chart on the left side shows the ERT comparison between both benchmarks. The ERT tends to be 

higher in the case of the Benchmark 1. It means that for datasets with the same size, the ERT is greater for 

datasets with more tuples to process than for datasets with less but more complex tuples. This is because 
the distribution cost is higher when processing a higher number of tuples. 

The right-side chart shows the CPU Time comparison between both benchmarks. Unlike in the case of the 

ERT, the trend line of the Benchmark 2 tends to be higher than the Benchmark 1.  

The trend line equations are (1) for Benchmark 1 whilst for Benchmark 2 it is (2). In fact, the complexity of 
the dataset used for the Benchmark 2 is higher as its tuples are larger than in Benchmark 1, consuming each 
one more CPU time. Despite this fact, there is only a 15% of the difference between the slope of the trend 
lines, being both lines under linear.  

𝑦 = 0.18𝑥 + 174     (1)                    𝑦 = 0.21𝑥 + 122     (2) 

As a conclusion, it is possible to confirm that the proposal scales regarding the dataset complexity because 
the increment on the complexity on processing nested structures and hence the transformations to apply, 
only suppose a 15% regarding processing a dataset with less-complex structures. 

Related Work 

The transformation and querying of complex data have been studied in the fields of database, data 
warehousing and Big Data. This section describes the state-of-the-art of the transformation of complex data 
in the ETL and data wrangling fields. 

Traditional Approach 

Traditionally, the transformation and combination of data sources have been faced up by means of ETL 
techniques (Arputhamary and Arockiam 2015) in the databases and data warehousing fields. Then, there 
exist query languages which enable the extraction of complex data. Nevertheless, these transformations are 
normally meant to give support to a query, and hence, the target schema is not the focus, harvesting the 
task of defining a specific schema due to the kind of syntax which are typically employed in query languages. 
The objective of querying is to answer a question on a dataset, and therefore, they usually do not support 
operators for renaming, restructuring, or transforming complex structures into another complex structure. 

Following, four popular query languages with complex data support (Ong et al. 2014) are analyzed. We 
assess the versatility of the languages, i.e., the operation and transformation capabilities with nested 
attributes, and the degree in which the query language is aligned with the target schema (i.e., the degree in 
which the syntax eases the possibility of linking the operations to their effects on performances in relation 
to the data structure). Both criteria are focused on evaluating the suitability of these languages in a self-
service data preparation context. 
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• MongoDB. It is a well-known NoSQL database specialized in semi-structured data. Since its data 
model enables to deal with complex data, its query language (Botoeva et al. 2018) also supports 
querying such data, providing operators and function to access nested attributes and operate 
between them. However, this query language has significant limitations in the definition of custom 
nested structures, and hence, this language is not aligned with the target schema. 

• N1QL. It is the query language of Couchbase (Ostrovsky et al. 2015), a NoSQL database. This is a 
SQL-like language, adding operators and functions to operate with columns with nested structures. 
Due to its orientation toward SQL, the syntax of the language is not aligned with the definition of 
the target schema. 

• JSONiq. It is a JSON-oriented scripting query language (Florescu and Fourny 2013), based on a 
JSON-like data model. Although this language offers great versatility, the definition of the queries 
is not aligned with the target schema and the input data type is restricted to JSON. 

• Jaql. This query language (Beyer et al. 2011) is intended to query semi-structured data in Hadoop. 
As JSONiq, it is also a scripting language, offering good versatility and hence supporting operators 
to perform a wide range of transformations. In addition, the language enables to align its queries 
to the target schema. 

While the most versatile languages are JSONiq and Jaql, the one with the best syntax for our purpose is 
Jaql. However, we find areas of improvement in relation to the complexity and the syntax. First, the great 
versatility of this language leads to a complexity that, in our opinion, can be decreased. Second, although 
the flexibility of the syntax enables users to align the transformations with the effects in the target schema, 
we think that it is possible to achieve a better alignment between them. 

Data Wrangling 

In recent years, Academia and Industry have used the term data wrangling to refer to the transformation, 
combination and cleaning of data in an exploratory way (Furche et al. 2016). The current trend is to make 
this task easier so that it can be carried out by non-expert users. Consequently, the latest proposals that can 
be found in the literature are focused on assisting users in this process (a.k.a. self-service), offering features 
such as (i) data profiling, so that the user can explore the data and obtain a holistic view of them (e.g., see 
the quality of them at first glance); (ii) suggest transformations based on a knowledge base, or based on 
criteria that may improve the quality of the data; and (iii) automatically infer transformations by means of 
example process results. 

Although there exist data wrangling solutions in Industry, just a few of them support obtaining data from 
semi-structured data sources, transforming them, and exporting the dataset with complex data structures. 
In the study we have carried out, we have considered two of the most influential tools in academia and in 
the industry that enable to deal with complex data: Trifacta (a.k.a. Google Cloud Dataprep) and 
OpenRefine. 

• Trifacta. It was originated in Academia, conceived as a visual data wrangling tool with a 
transformation language known as data-wrangler (Kandel et al. 2011). Now, it is a commercial tool, 
and one of the references in the self-service data preparation field. In relation to the transformation 
of complex data, it supports nesting and unnesting operators. 

• OpenRefine. It was originally maintained by Google (Kusumasari and Fitria 2016). Now, it is an 
open source tool that has been employed in multiple research works. It provides a query language 
known as GREL (Google Refine Expression Language). It is a Java Script-based language which 
enables the transformation of complex data. 

First, the Trifacta data model is table-oriented. For this reason, transformation operations are carried out 
on columns. This implies that in data with nested structures, only those that are in the top-level can be 
operated. This has two major drawbacks: (i) Data profiling functionalities, data quality analysis, and 
transformation suggestions do not reach those attributes that are nested; and (ii) in order to perform any 
type of operation between attributes that are within the same nested structure, it is required to perform as 
many unnesting operations as how deep is the attribute to be employed. This inevitably increases the 
complexity of the transformations and the ease of making mistakes. OpenRefine poses similar problems. In 
this case, users must employ a Java Script-based language to perform the operations in a programmatic 
way. Although it offers a good versatility, it does not fulfill the criteria we defined above, being far from the 
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objectives of the self-service data preparation. In addition to these drawbacks, there is a lack of support for 
data profiling, data quality, and transformation suggestions and inferences based on complex data. 

To the best of our knowledge, our proposal is the first attempt to contribute to the inclusion of semi-
structured complex data in the data wrangling and self-service data preparation fields. 

Comparison with Data Wrangling Tools 

The objective of this section is to evidence the drawbacks of the current data wrangling tools when dealing 
with complex data. We also point at how our proposal could improve the transformation of complex data 
from the point of view of the user.  

In the Related Work section, we considered two of the most influential data wrangling tools in the Industry 
and Academy (Trifacta and OpenRefine). However, Trifacta includes and improves the functionalities 
offered by the other proposals. Therefore, the analysis of Trifacta implies the analysis of the functionalities 
of their competitors, since Trifacta is the more complete tool in data wrangling context. On the one hand, 
Trifacta’s data model is table-oriented, being unable to represent data with more than one dimensionality 
(i.e., nested structures). Despite this, it is possible to transform nested attributes as well as nesting other 
attributes, but it will require the user to flatten arrays, or unnest attributes by creating new columns. On 
the other hand, OpenRefine is also a table-oriented solution, but it is unable to nest attributes, making it 
impossible to create columns of data type struct. To work around it, OpenRefine allows users to employ an 
imperative Java Script-based language, as explained in the Related Work section. Since it is an imperative 
language, it is out of our scope. For this reason, and since it is one of the most complete data wrangling tools 
in Industry, we have selected Trifacta to show how our proposal could improve the transformation of 
complex data. 

In order to show the comparison, we have resolved the cases studies presented in this paper by using 
Trifacta. Then, for each case study we have created a table which depicts the number of operations which 
are necessary to complete each single transformation, classified by type. The types of operations that we 
have considered are: (i) unnesting, which consists of extracting nested attributes in columns of type struct, 
resulting in an augmentation in the number of columns; (ii) nesting, which joins several columns in a 
single struct column; (iii) flattening, which is applied to columns of type array, resulting in an 
augmentation in the number of rows; (iv) grouping, which reduces the number of rows by grouping them 
according to a criteria; (v) dropping, which deletes a set of columns specified by the user; (vi) renaming, 
that includes those renaming operations that must be performed due to column name changes that might 
occur during intermediate operations, and (vii) non-intermediate, that includes simple operations such 
as column renaming, data formatting, arithmetic operations and operations with lists of numbers.  

The most important aspect here is that in order to access nested attributes in a data schema, it is required 
to isolate those attributes in single columns, and once they have been transformed, they must be sent back 
to their corresponding nested structure. We consider that these intermediate operations complicate the 
transformation process of complex data. To illustrate this problem, Figure 9 represents the sequence of 
operations that are required in order to carry out the transformation T2 of case study A with Trifacta. As 
can be seen, in order to access to the attributes inside consumption.power, two intermediate operations 

are required (flattening and unnesting). Then, three additional operations (three nesting) are required 
before calculating the maximum value for each period, and finally, in order to create the C matrix, two 

additional intermediate operations are required (nesting and grouping). In addition to these intermediate 
operations, three operations (two dropping and one renaming) must be performed in order to deal with 
temporary columns and column names that are generated during the transformation process. In total, T2 
requires 13 operations, where 10 of them are intermediate operations, which means that the 77% of the 
operations that the user must perform to carry out this transformation are intermediate operations needed 
to access the attributes and to give them the right structure. The objective of our proposal is to abstract 
users from these intermediate operations so that they just have to navigate through the structure in order 
to operate with the desired attributes, and at the same time they can change the structure of the dataset. 
We believe that, in this way, the transformations are better aligned with their results in the target schema, 
making the transformation process more intuitive and in concordance with the objectives of data wrangling. 
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Figure 9. Representation of the intermediate steps needed for the 

transformation T2 in case study A 

Case Study A 

Table 2 shows the operations performed to complete the case study A with Trifacta. This case study requires 
34 operations, where 26 of them are intermediate operations and 8 of them are not. Approximately the 77% 
of the operations written by the user are intermediate. Transformations T2 and T3 have a similar proportion 
of intermediate operations, while in T4 this percentage increases to the 85%. Our proposal abstracts users 
from these intermediate operations, so we can state that, except for T1 (that does not require to transform 
nested attributes), it improves the way the transformations are carried out. 

Table 2. Operations to complete Case Study A with Trifacta 

 Unnesting Nesting Flattening Grouping Dropping Renaming Non-
intermediate 

Total 

T1 0 0 0 0 0 0 1 1 

T2 1 4 1 1 2 1 3 13 

T3 1 4 1 1 2 1 3 13 

T4 1 1 1 1 1 1 1 7 

TOTAL 3 9 3 3 5 3 8 34 

Table 2. Operations to complete Case Study A with Trifacta 

Case Study B 

Table 3 shows the operations performed to complete case study B with Trifacta. The most complex 
transformation here is T3, which is the only one that requires access to nested attributes. It requires a total 
of 5 operations, being 4 of them intermediate operations. Hence, the 80% of the operations for T3 are 
intermediate operations. Ultimately, the 57% of the operations of the case study are intermediate. Our 
proposal also improves the transformation process for this case study. 
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Table 3. Operations to complete Case Study B with Trifacta 

 Unnesting Nesting Flattening Grouping Dropping Renaming Non-
intermediate 

Total 

T1 0 0 0 0 0 0 1 1 

T2 0 0 0 0 0 0 1 1 

T3 1 0 1 1 0 1 1 5 

TOTAL 1 0 1 1 0 1 3 7 

Table 3. Operations to complete Case Study B with Trifacta 

Conclusions 

One of the most important challenges that last advances in Industry poses is the transformation of complex 
data and the conciliation of complex data schemata. There is an emerging field in Big Data which intends 
to ease these tasks for non-expert users: data wrangling and self-service data preparation. This study has 
highlighted the lack of support for complex data in these fields.  

Our proposal is intended to contribute to the improvement of data wrangling techniques by means of a 
framework that includes a Domain-Specific Language. The goal of it is to link the operations carried out by 
users to their effects in the target schema. It represents an improvement in relation to the data wrangling 
solutions that can be found in Industry since they are not focused on dealing with complex data. Several 
well-known query languages for semi-structured data have been studied to enhance our proposal. 

Future Work 

The limitations of our proposal define the actions that we want to face up for the future. First, our proposal 
lacks support for data profiling, data quality assessment, and automatic assistance to users. These 
shortcomings are hence a great opportunity for the future, since as proven in this study, data wrangling and 
self-service data preparation are of paramount relevance in both academia and Industry.  

In particular, we identify prior opportunities (Furche et al. 2016) in the automation of error-detection and 
feedback giving in the definition of transformation rules by users. It would be a pioneering proposal in the 
field of semi-structured complex data. 
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A B S T R A C T   

To succeed in their business processes, organizations need data that not only attains suitable levels of quality for 
the task at hand, but that can also be considered as usable for the business. However, many researchers ground 
the potential usability of the data on its quality. Organizations would benefit from receiving recommendations on 
the usability of the data before its use. We propose that the recommendation on the usability of the data be 
supported by a decision process, which includes a context-dependent data-quality assessment based on business 
rules. Ideally, this recommendation would be generated automatically. Decision Model and Notation (DMN) 
enables the assessment of data quality based on the evaluation of business rules, and also, provides stakeholders 
(e.g., data stewards) with sound support for the automation of the whole process of generation of a recom
mendation regarding usability based on data quality. 

The main contribution of the proposal involves designing and enabling both DMN-driven mechanisms and a 
guiding methodology (DMN4DQ) to support the automatic generation of a decision-based recommendation on 
the potential usability of a data record in terms of its level of data quality. Furthermore, the validation of the 
proposal is performed through the application of a real dataset.   

1. Introduction 

The witnessed changes that Digital Transformation (e.g., Industry 
4.0) is introducing in different business processes across various do
mains have positioned data at the core of operations and strategies [33]. 
To a certain extent, it can be stated that the role previously played by 
steam engines in Industry 1.0 is now played by the new and powerful AI- 
based machines [12]. However, and as happened in those times, the 
success of these new AI-machines, and therefore, of business processes, 
largely relies on the quality of the raw material employed, in this case, 
data. Consequently, the management of the quality of data has become 
essential in this digital era [20,25]. 

Given the need for data with adequate levels of quality in such do
mains, we propose that if organizations could automatically incorporate 
ways to decide on whether to use or discard records, then business 
processes would greatly benefit from preventing results that would 
otherwise produce low levels of data quality. This decision regarding the 
potential usability of the data could be made after the generation of a 

recommendation based on the assessment of the quality of the data 
records. 

Since it is generally accepted that the assessment of data quality is 
context-dependent [3,15], and since we propose that the usability of the 
data largely depends on the quality of the data, it can therefore be stated 
that the usability of data is also largely dependent on the context of the 
use of the data [14,37,44]. This implies modelling the context in which 
the data is to be used and when a data record is potentially usable. 

In order to convert this idea into action, we conducted an investi
gation to tackle two challenges: (i) how to describe whether a data re
cord is usable for its intended use in a given context; and (ii) how to 
automate the process of producing a recommendation on the usability of 
the data for this context. 

To deal with the first challenge, we studied how others had already 
faced the problem of modelling the context, the data, and the rules that 
describe when a data record is of sufficient quality by identifying and 
describing various types of business rules for data quality and how the 
recommendation of the usability of the data could be determined. In 
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order to ensure rigour and repeatability on the process, we decided to 
incorporate all the elements identified and the necessary steps into a 
methodology. 

The second challenge to address is the necessity to support the 
generation of the recommendation on the usability of the data, based on 
its levels of quality in an automatic and technological-agnostic way [35]. 
This is even more challenging in scenarios where high efficiency is 
required in terms of computational cost, such as in Internet of Things 
(IoT) or in the context of CyberPhysical Systems (CPS). As part of this 
second challenge, and to set our proposal in motion, we suggest the use 
of a solution that facilitates the description and validation of the busi
ness rules employed in the assessment of the level of usability based on 
data quality, thereby promoting the application of repeatable decisions 
that can be semantically interoperable with the various technologies 
through which data quality assessment could be applied. We found that 
in order to tackle these challenges, it was recommendable to use a de
cision language that facilitates the description of the business rules so 
that they could be verified automatically. In this respect, OMG’s Deci
sion Model and Notation (DMN) [30] and the FEEL expression language 
for modelling conditions could prove themselves to be perfect allies in 
achieving these two challenges. For this reason, DMN is the main pillar 
of the structure of proposal. 

Therefore, the main contribution of the proposal involves designing 
and enabling DMN-driven mechanisms to support the automatic generation of 
a business-based recommendation on the potential usability of a data record 
in terms of its level of data quality. To this end, our proposal includes the 
following actions:  

1. Development of the foundations of the proposal through a set of 
integrated and hierarchical business rules that address the concepts 
of data quality measurement and data quality assessment for the 
generation of a data-usability recommendation (Section 3.1).  

2. Identification and tailoring of the necessary elements provided by 
the standard DMN to support our proposal (Section 3.2).  

3. Definition of a methodology, called DMN4DQ, to enable data-related 
users (e.g., stakeholders and data stewards) to drive the process of 
instantiating the corresponding elements when it comes to producing 
recommendations for a given dataset in a given context. This in
cludes the definition and implementation of a software architecture 
supported by commercial implementations of reference (e.g., 
Camunda DMN) to automate the process of generating the recom
mendation (Section 4).  

4. Validation of the proposal in a case study with real data (Section 5). 

The remainder of the paper is organised as follows: Section 6 shows 
related work; Section 7 analyses threats to the validity of the approach; 
and finally, Section 8 presents concluding remarks and lessons learned. 

2. Foundations 

In order to combine DMN and data quality, and before detailing our 
proposal, it is necessary to revisit certain concepts regarding data quality 
management and DMN to enable a better understanding of how DMN 
can be used to describe whether a data record is usable in terms of its 
level of quality in a given context. 

2.1. Data quality management: measurement and assessment 

Throughout the literature, the two most widely used definitions of 
“data quality” are based on the notions of “meeting requirements” (i.e., a 
measure of the numbers of defects) given by Crosby, and “fitness for use” 
coined by Juran [38]. From our understanding, these two definitions 
involve a major difference: while the first definition enables somebody 
to measure “how well data is built” (for instance, by counting the number 
of times that the data fails to meet stated requirements), the second lets 
somebody assess “how usable the data is” in a given context by comparing 

the number of defects found (the “measures”) with a threshold value 
representing the appetite for risk of the organisation regarding the 
reliability of the data in an specific context [8]. 

Even though the terms “measurement” and “assessment” can some
times be considered as synonyms, we highlight this difference because it 
is important for our proposal: the “assessment” requires the “measure
ment”, in the same way that the “generation of a recommendation on the 
usability” requires the “assessment”. Our proposal goes a step beyond, 
since before determining whether a record is potentially usable, it is 
necessary to make the most important decision: While taking into account 
the impact that using data with inadequate levels of quality can have on the 
success of the business processes, should the assessed data record be used or 
discarded in the context of the task at hand?. If the use of the data is 
potentially risky for the business, then data stewards may decide: to 
enhance the data (e.g., data cleansing); to use the unaltered data, 
thereby assuming a risk; or alternatively, to discard the data record. The 
main aim of our proposal is therefore to provide business-based rec
ommendations to data stewards to facilitate decision-making on 
whether to use or discard the data as part of their business activities. 
Therefore, there is a patent need to manage data quality. The concept of 
data quality dimension (also called data quality characteristic) lies at the 
core of data quality management. A data quality dimension can be un
derstood as a criterion employed to evaluate the quality of data [28,37,44]. 
These dimensions or characteristics represent the data quality re
quirements stated or expected by the various stakeholders involved in 
the execution of the business processes [45]. A set of data quality di
mensions is called a data quality model. Several researchers and prac
titioners in a variety of contexts have proposed their own data quality 
models [32,36]. Due to its importance at different stages of the data 
quality management discipline, we would like to highlight two generic 
models from among all the existing models: (1) the model proposed by 
Wang et al. [43] (see Table 1); and (2) the model proposed in ISO 25012 
[21] (see Table 2). 

The first model has been the most widely used in recent years since it 
is the most authoritative reference in the field. Moreover, it guides the 
identification of the specific data quality requirements that are impor
tant for a given context. In order to validate the compliance of these 
requirements, business rules are typically employed in data quality 
contexts [7,10,34]. 

The second model, ISO 25012, should not necessarily be understood 
as an alternative to the proposal of Wang et al. In fact, in conjunction 
with ISO 25024 [22], it complements their model by providing impor
tant indications for the definition of measurements and measurement 
methods for the data quality dimensions or characteristics. ISO 25012 
introduces fifteen data quality characteristics, which are classified into 
the following three groups: (i) Inherent. The definition for these data 
quality characteristics is introduced in Table 2; (ii) System dependent. 
There are various characteristics whose measurement or assessment 
largely depends on the implementation of the systems in which data is 
stored, retrieved or processed; (iii) Inherent and system dependent. This 
group contains some of the previous data quality characteristics whose 
measurement and/or assessment can be subject to a two-fold interpre
tation based on the ideas introduced in the two previous groups. 

Please, note that Wang et al. (and many other investigations based on 
this seminal work) use the term “dimension”, whereas in the standards, 

Table 1 
Data quality dimensions by Wang et al. [43].  

Data quality 
category 

Data quality dimension 

Intrinsic Accuracy, Objectivity, Believability, Reputation 
Accessibility Access, Security 
Contextual Relevancy, Value-Added, Timeliness, Completeness, Amount 

of data 
Representational Interpretability, Ease of understanding, Concise 

representation, and Consistent representation  
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the term “characteristic” is preferred. Even though it would be possible 
to justify the difference, for the sake of the simplicity, let us consider 
these two terms as synonymous in this manuscript. 

As previously stated, measurement and assessment of data quality 
characteristics is a complex process, which largely depends on the 
context of use of the data. The context of the data includes: the organ
isational environment and the description of the business processes in 
which data is used; the technological architecture supporting the use of 
the data; and the skills and knowledge of both data stewards and data 
quality analysts in charge of managing or using the data [8,24]. In order 
to deal with this complexity, several researchers and practitioners have 
proposed different methodologies, which include a variety of metrics 
and/or measurement methods [4,29,34,43]. 

Typically, measurement methods that are to be applied first require 
relational datasets to be profiled for a better understanding of the nature 
of the data. These profiling processes are often performed in batch ac
tivities that include all data records in the dataset and by means of data 
profiling tools [13,34]. Nevertheless, in order to measure data quality, 
most authors have developed their own rule-based data quality mea
surement systems. The foundations of these rule-based data quality 
measurement systems have been formalised by Bronselaer et al. in [7]. 
The creation of rule-based data quality measurement systems involves 
that stakeholders (i.e. data stewards) should conform to the semantics of 
the data and their context. However, if stakeholders remain unaware of 
the semantics of the data and the way in which these semantics have 
been implemented throughout the various data models (conceptual, 
logical, and physical), then the application of this kind of tool will 
require an extra effort towards diagnosing the root causes of the low 
levels of data quality, since the methodology behind these tools fails to 
contemplate the context in which the data quality process is applied. The 
instantiating of these frameworks involves the creation of various ele
ments, such as the set of business rules to which data must adhere, and 
the possible results of the measurement that the capacity function 
should produce. An example of the instantiating of this conceptualiza
tion for the measurement of the level of quality in information systems 
research is presented in [39], wherein Timmerman and Bronselaer, after 
reviewing the foundations of rule-based data quality measurement, 
present a rule-based framework for the measurement and assessment of 
the quality of data in Information Systems research. As we will explain in 
Section 3, our proposal, goes beyond the measurement of data quality, 
involving more stages. Consequently, we have to describe and relate 
several sets of business rules. 

2.2. Decision model and notation 

Decision Model and Notation (DMN) is the modelling language and 
notation standard defined by OMG to describe decision rules [30]. Thus, 
DMN is a standard approach that facilitates the modelling of repeatable 
decisions. The decisions can be customised according to the necessities 

of each organisation or moment, thereby ensuring that the decision 
models are interchangeable. DMN facilitates the declarative description 
and formalisation of the decisions with the form “if-then” [19]. 
Furthermore, since DMN is supported by a set of engines, such as 
Camunda - DMN Engine1 and Drools - DMN Engine,2 we found DMN to 
be the most suitable concept to come to the data quality assessment to 
real applicability of it. 

DMN provides a mechanism to define a decision logic model that is 
understandable by non-expert users (i.e., business data stewards in 
charge of describing the data quality requirements). In addition, DMN 
enables the separation of the decision logic from the control-flow logic, 
thereby centralising the conditional expressions that guide the 
decisions. 

The DMN standard provides two customisable components: the De
cision requirement diagram, which enables the definition to be made of 
the decisions to be taken, of their interrelationships, and of their re
quirements for decision logic; and the Decision logic, which allows the 
representation of the required decisions with sufficient details to enable 
validation and/or automation. 

Decision logic is described by means of a decision table (see Fig. 1), 
which includes a set of inputs, decision rules, and output values. In a 
horizontal representation of the rules (an equivalent vertical represen
tation is also possible), the input and outputs are defined in columns and 
the rules as rows. Each IF-THEN condition is represented in a row, as a 
conjunction of basic expressions written in FEEL (Friendly Enough 
Expression Language) [30]. The output returns the values of the row that 
is satisfiable according to the input. The example considers three fea
tures given as input data (i.e., CPU, Memory, and Storage), which returns 
a decision as output for the variable Instance− Family. 

Each condition that appears in the DMN table (such as >= 2.9) relies 
on FEEL,3 an expression language that enables the writing of the con
ditions for the rules in the DMN tables. FEEL supports several data types 
as input and output values (e.g., String, Integer, Decimal, Date, Bool
ean), and implements a set of built-in functions to write more complex 
conditions on the input values. In addition, this expression language also 
supports null values and conditions that are always true (‘− ’). Users can 
modify the behaviour of the built-in functions as well as creating their 
own functions to better adjust the rules to the nature of their data. This 
versatility ensures that any of the types of business rules defined in 
Section 3.1 can be modelled with this technology, and formalised as 
described in Section 3.2. 

The information item name is the name of the variable for which the 
decision table provides the decision logic. The hit policy indicator de
termines how to handle the multiple matches of the rules described in 
DMN [30]. This indicator takes any of 5 values: Unique (U): only one rule 
can be triggered, and it is not possible that more than one can satisfy a 

Table 2 
Definition of the inherent data quality characteristics from ISO 25012 [21].  

Data quality 
characteristic 

Definition 

Accuracy The degree to which data has attributes that correctly 
represent the true value of the intended attribute of a 
concept or event in a specific context of use. 

Completeness The degree to which subject data associated with an entity 
has values for all expected attributes and related entity 
instances in a specific context of use. 

Consistency The degree to which data has attributes that are free from 
contradiction and are coherent with other data in a specific 
context of use. 

Credibility The degree to which data has attributes that are regarded as 
true and believable by users in a specific context of use. 

Currentness The degree to which data has attributes that are of the right 
age in a specific context of use.  

Fig. 1. Decision table for selecting the Instance Family depending on the CPU, 
Memory, and Storage of the server. 

1 https://camunda.com/products/dmn-engine/  
2 https://www.drools.org/learn/dmn.html  
3 https://docs.camunda.org/manual/7.4/reference/dmn11/feel/ 
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rule for an input tuple; Any (A): Multiple rules can be triggered, but they 
must agree in the output; Priority (P): Multiple rules can be triggered, 
and the output corresponds to the rule that has the highest priority; First 
(F): Multiple rules can be triggered, and the output corresponds to the 
order of the rows in the decision table; and Collect (C): Multiple rules can 
be triggered, and the output is an aggregation. 

In our case, F means that although multiple rules can match, only the 
first hit by rule order is returned. Finally, the possible results of this 
decision table are “Compute optimised”, “Memory optimised”, “Storage 
optimised”, and “General purpose”. Table 3 depicts the results of applying 
the DMN table presented in Fig. 1. 

Decision tables can be combined in a hierarchical way, in that the 
output of one table can be the input of another further up in the hier
archy. For instance, as shown in Fig. 2, the output of “Instance Family 
Selection” will be used as input of the decision table “Supplier 
Selection”. 

Unlike other alternatives for the verification of business rules, DMN 
allows users to define their rules in a hierarchical way, thereby main
taining the coherence with the logical structure previously explained. 
The way in which rules are graphically modelled, its versatility, and the 
possibility of automating the evaluation of the rules, make DMN the 
ideal candidate for technically supporting our methodology. 

3. Rationale of DMN4DQ 

Given the goal of our investigation, in this section, the rationale of 
our proposal is presented. Firstly, we describe the conceptualization of 
how to generate the recommendation on the usability of a data record 
based on its level of quality. Subsequently, an explanation is given on 
how DMN has been employed to represent and evaluate the required sets 
of business rules to automate the generation of a recommendation for 
the use of a data record. 

3.1. Business rules for the determination of the usability of the data 
records 

The generation of a recommendation of a business-driven decision 
on using or discarding a data record can be based on several criteria, but, 
to our understanding, data quality is the most important criterion 
because decisions are no better than the data on which they are based 
[44]. Consequently, to generate this recommendation, it is necessary to 
assess the level of data quality within a context of use. As stated in 
Section 2.1, this assessment requires a previous stage of measurement of 
data quality. Both the assessment and measurement require different 
data quality dimensions that represent stakeholders’ data quality re
quirements for each task at hand. 

It is known that business rules define certain business constraints of 
an organisation, such as who can execute an action, the order of the 
activities, and the acceptable thresholds for specific KPIs. In this respect, 
it is possible to define business rules to address data quality concerns for 
the proper execution of the processes of an organisation. Hence, business 
rules for data quality gather the knowledge acquired by an organisation 
to reflect when a data record can provide value for specific business 
goals. There exists a consensus that business rules are an effective way to 
control data quality [2], and the term “Data Quality Rule” has been used 
in the context of data quality management [27,34]. 

Our proposal introduces the notion of Business Rules for Data 

Decisions (BR.DD), that must be defined in order to ascertain the us
ability of a data record. The types of BR.DD considered in our proposal 
are the following: 

• The “Business Rules for Data Values” (BR.DV) are those aimed to
wards evaluating the extent to which a data requirement is met. An 
example of BR.DV is provided in the following: Given that the length 
of a String must be longer than 6, if the length of an input String is 
from 3 to 6 then it returns ‘A’, else if it is from 6 to 9 then it returns 
‘B’, and ‘C’ is returned otherwise. Semantically, ‘A’ is intended to 
represent the lowest level of fulfilment, and ‘C’ represents a suitable 
level of fulfilment, with ‘B’ representing an average term. We 
consider that this is not a proper data quality measurement since data 
quality dimensions have yet to be involved. However, the output of 
this evaluation will be the input of the specific data quality 
measurement.  

• The “Business Rules for Data Quality Measurement” (BR.DQM) are 
those rules employed to compute the measurement of the level of 
quality of each data quality dimension according to the BR.DV. For 
example, a BR.DQM for the accuracy dimension could be stated as 
follows: A record can be considered as Dramatically Non-Accurate if 
the output of BR.DV.01 is ‘A’, and Accurate if the output of BR.DV.01 
is ‘B’ or ‘C’.  

• The “Business Rules for Data Quality Assessment” (BR.DQA) are 
those rules that describe the assessment of the data quality in 
accordance with a set of BR.DQM by combining the results of the 
measurement of several data quality dimensions, as indicated by the 
business. An example of BR.DQA is A record can be considered as: 
Usable but assuming High Risk if it is Accurate or Correct; Usable and 
assuming Low Risk, if it is Accurate and Correct; and non-usable 
otherwise.  

• The “Business Rules for Data Usability Decision” (BR.DUD) are those 
rules employed to generate the recommendation about using or 
discarding the data record for the intended use based on the 
assessment of its level of data quality. At this point, the organisa
tional risk-appetite of the organisation should be considered with 
regard to the use of this specific data record. For instance, A record 
will be used if it is Usable and assuming Low Risk. 

3.2. Tailoring DMN elements to make the decision operative regarding 
data usability 

Regardless of the type of business rules previously described, the 
formalisation of all of them is the same. The relations between them lies 
in the semantics derived from our conception on the hierarchy as 
established in the previous sections, and consequently, we will build and 
relate the decision table in a hierarchical structure. 

3.2.1. Formalisation of data quality rules based on DMN 
Based on DMN, the business rules applied in the generation of a 

recommendation on the potential use of a data record based on data 
quality concerns are formalised below. The definition of the rules 
include: (i) a set of input parameters; (ii) a list of if-then conditions; and 
(iii) the output values for each condition. 

Let an instance of Business Rules for Data Decision (BR.DD) be a 
tuple 〈Inputs, Rules, Outputs〉 where: 

Table 3 
Results of applying the DMN table to a set of data records.  

ID CPU Memory Storage Instance Family (DMN Output) 

1 2.4 128 500 GB SSD Memory Optimised 
2 3.2 32 1000 GB Compute Optimised 
3 2.7 32 1000 GB General Purpose 
4 3.0 64 250 GB SSD Compute Optimised  

Fig. 2. Decision requirement diagram example.  
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• Inputs: This is a tuple of attributes ai of type Ai, 〈a1:A1, …, an:An〉, 
where the types permitted are String, Boolean, Integer, Real, and 
Date. It is represented by means of the Input data of the DMN tables.  

• Output: This is a tuple of attributes bi of type Bi, 〈b1:B1, …, bm:Bm〉, 
where the types permitted are: String, Boolean, and Integer (in a 
limited and finite domain). It is represented by means of the output 
data of the DMN tables.  

• Rules: This is an ordered list of if-then rules 〈r1, …, rk〉 where ri− 1 has 
greater priority than ri, which corresponds with the Hit Policy indi
cator (F) of the DMN table. Each ri corresponds with a tuple of a DMN 
table, where each ri has the form 〈{Q1, …, Qn}, {o1, …, on}〉, where Qj 
represents the conditions applied to the attribute ai expressed in 
FEEL (if), and oj represents the resulting then expression. Next, the 
formalisation presented in [9] is detailed: 

Q ::= “ − ” ∣ Term ∣ “not(“ Term ”)” ∣ Comparison ∣ Interval ∣ Q1, Q2  

Comparison ::= COpTerm  

COp ::= “ = ” ∣ “ < ” ∣ “ > ” ∣ “ ≤ ” ∣ “ ≥ ” ∣ “ ∈ ”  

Interval ::= (“(” | “[”) Term1 “..” Term2 (“)” | “]” )

Term ::= v ∣ f (Term1,…,Termm)

For the grammar of FEEL certain remarks are needed: (i) v is a value 
of the domain and f is a function (e.g., +, − , round, ceiling, duration, 
day, etc.); (ii) “− “represents any value; (iii) Comparison and Interval are 
only applicable to numeric types; (iv) “Q1, Q2 “represents “Q1 ∨ Q2“; and 
(v) if an attribute ai fails to exist, the only condition that it could meet is 
“− “. For a further description of FEEL, please consult [30]. 

3.2.2. DMN hierarchical structure 
As stated in Section 3.1, we have identified different types of BR.DD 

involved in the process of generating a recommendation on the usability 
of a data record. As stated, each BR.DD can be described by means of a 
decision table in DMN, and BR.DDs can be combined according to their 
semantics to generate a final decision regarding the data record us
ability. Therefore, we propose a description of all the BR.DDs as DMN 
tables and a combination thereof in a hierarchical way as shown in 
Fig. 3. The hierarchy enables: (1) BR.DV (at the top) is evaluated for 
every data record provided as Input. This data record can be of any of the 
types defined in the formalisation; (2) for each data quality dimension, a 
BR.DQM uses the retrieved Outputs of the required BR.DVs as Input 
(which can be Boolean, String or a bounded range of Integers) in a 
similar way; (3) a BR.DQA uses the output of different DMN tables 
related to the measurement of a dimension (BR.DQM) as Input; and (4) 
BR.DUD (at the bottom of the hierarchy) takes the Outputs of BR.DQA as 
Input to which it applies its if-then rules. 

In addition, the output of the business rules for data decisions must 
return an output from an established and ordered scale, whereby the 
best and the worst outputs are indicated, in order to guarantee the 
monotonicity of the business rule [39]. 

4. DMN4DQ: a methodology to develop a system to generate 
recommendations on the usability of a data record 

In order to systematically instantiate all the DMN elements identified 
in Section 3.1, we now introduce a methodology called DMN4DQ. 
DMN4DQ will guide data stewards and stakeholders towards achieving 
the goal of implementing a system that can be integrated along with the 
Information Systems supporting the business process. The methodology 
consists of the following phases: (i) Phase 1. Define Business Rules for 
Data Decisions and the underlying hierarchy (see Subsection 4.1); (ii) 
Phase 2. Instantiate the DMN tables of the DMN4DQ hierarchy (see 
Subsection 4.2); (iii) Phase 3. Deploy, test, and integrate the DMN4DQ 
hierarchy into the systems needing a recommendation on the potential 

use of a data record (see Subsection 4.3). Fig. 4 summarises these phases. 
We provide a detailed description of each phase in the next sections. 

4.1. Phase 1. Define business rules for data decisions with the aim of 
generating a recommendation on data usability 

The Definition of the Business Rules for Data Decisions includes the 
following steps aligned with the types of business rules defined in the 
previous section:  

• Step 1.1. Define Data Context: Describe the context in which the data 
is used.  

• Step 1.2. Describe the Dataset: Describe the dataset, its attributes, 
and the technological stack that supports the management and use of 
the data.  

• Step 1.3. Define Business Rules for Data Values (BR.DV): Identify the 
business rules to enable the validation of the data requirements on 
the data to generate a value representing the extent to which the data 
requirement is met. All these requirements should be desirably 
implemented during the design of the data repository [11,28].  

• Step 1.4. Select the Data Quality Dimensions that best represent the 
usability of the data: Identify the combination of relevant data 
quality dimensions that best represent business requirements for 
data in the specific context of the use of data, such as completeness, 
consistency, or any of those dimensions identified by Wang et al. 
[43] or ISO 25012 [21] as introduced in Section 2.1. In addition, it is 
necessary to identify the possible output values that can be assigned 
to the measurement of every data quality dimension. Although 
stakeholders can define any domain of values for the results of these 
activities, for the sake of simplicity, we propose employing Likert 
scales [23]. For example, the data quality dimension of consistency 
could admit three possible values as a result: “Sufficiently Consis
tent”, “Insufficiently Consistent”, and “Dramatically Non-consis
tent”. Additionally, in order to ensure the monotonicity of the rule 
[39], it is necessary to denote which value represents the highest 
level of quality and which represents the lowest level of quality. For 
example, “Sufficiently Consistent” and “Dramatically Non-consis
tent”, respectively.  

• Step 1.5. Define Business Rules for Data Quality Measurement (BR. 
DQM): Identify, describe, and validate the business rules aimed to 
measure the chosen data quality dimensions in Step 1.4. This step 
needs to be broken down into two further steps: (1) to associate 
specific BR.DV to every data quality dimension considered; and (2) 
to produce the “Data Quality Measurement Business Rules” (BR. 
DQM) that consider the data quality requirements stated by the 
business data stewards for the data in a given context. Depending on 
the granularity, a BR.DQM can cover one or more attributes and one 
or more BR.DVs [34].  

• Step 1.6. Define Business Rules for Data Quality Assessment (BR. 
DQA): Identify, describe, and validate the business rules aimed to 
assess the level of data quality. This step includes the following ac
tions: (i) Identify the relative importance (i.e., weight) of the data 
quality dimension in the assessment of the data quality of every data 
record in the context of use; (ii) identify the possible states of the 
usability of the data (output of BR.DQA). The states that can be 
enumerated include: “Fully Usable”, “Usable but cleansing recom
mended”, “Usable with a high risk”, “Not usable”; (iii) produce the 
“Data Quality Assessment Business Rules” (BR.DQA) that cover the 
combination or aggregation of the data quality dimensions involved, 
and by considering their relative importance. 

• Step 1.7. Define Business Rules for the generation of a recommen
dation on the potential usability of Data: Identify and describe the 
business rules aimed to generate a recommendation on the use of the 
data (BR.DUD) in the given context of the data. To generate a 
recommendation on “Using” or “Discarding” the data, it is crucial to 
take into account the organisational appetite-risk related to data 
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quality when it comes to making a decision: in this respect, business 
data stewards should analyse the impact of the decision, and find a 
balance between discarding data or using data with a low level of 
quality. 

4.2. Phase 2. Instantiate the DMN4DQ integration and hierarchy 

As explained in Section 3.2, each set of BR.DD is represented by a 
DMN table that must be designed, implemented, and conveniently 
validated. Since there are four hierarchy levels of business rules (see 
Fig. 3), it is necessary to carry out the following steps: (1) Instantiate the 
BR.DV hierarchy level; (2) Instantiate the BR.DQM hierarchy level; (3) 
Instantiate the BR.DQA hierarchy level; (4) Instantiate the BR.DUD hi
erarchy level; and (5) Validate the set of rules as stated by D. Calvanese 
et al. [9]. 

DMN enables the decision logic to be described in a decision table. In 
the context of data usability recommendations, the decision table de
scribes the data quality rules introduced by business experts that can be 
either correct or incorrect. A relevant previous paper [9] provides 
formal semantics and an algorithm for the detection of overlapping and 
missing rules. Other solutions can be found in the literature [41,42] but 

are limited to the Boolean or Enumerate domains. 

4.3. Phase 3. Deploy and execute the instance of DMN4DQ decision 
requirement diagram 

The last phase of DMN4DQ includes the development, testing, and 
possible deployment as an external service in a given system using 
software that supports an implementation of reference, as is the 
Camunda modeler and engine.4 

5. Validation of DMN4DQ in a case study 

The main purpose of this case study is to demonstrate that DMN4DQ 
can be used in a real dataset. In this case, it represents a catalogue of 
servers built on data provided by third parties. To ensure that the data is 
potentially useful in selling instances of servers in private clouds, it is 
necessary to analyse the data quality requirements for a decision to be 
made. Any lack of completeness, accuracy, and consistency of the data in 
this context might cause distrust among users, such as the inclusion of 
products in a publicity catalogue that fail to correspond to real products. 
In the following subsections, we show the most interesting results of this 
case study. The full case study is available online.5 

5.1. Phase 1. Define business rules for recommendations on the usability 
of the data 

Once the impact of poor-quality data in the business has been stud
ied, the business rules for data decisions can be defined, as explained in 
Section 4.1. 

Fig. 3. Decision table diagram of DMN4DQ.  

Fig. 4. The DN4DQ methodology.  

4 Camunda Modeler: https://camunda.com/products/modeler/  
5 DMN4Spark. Case Study: http://www.idea.us.es/dmn4dq/ 
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5.1.1. Step 1.1. Define data context 
The data, which is to be employed to build the catalogue, is extracted 

mainly from Amazon Web Services.6 The data is acquired in CSV format, 
and each record contains information on a server instance. 

5.1.2. Step 1.2. Describe the dataset 
At the time of running the case study, the dataset was composed of 

1,048,571 records. An extract of the data dictionary describes the 
dataset is: Location is a String attribute identifying the geographical 
location of the machine. It is represented by the name of the country or 
region where it is located; InstanceFamily is a String that describes the 
category to which the machine belongs (consistent with the features of 
the machine); ClockSpeed is a String representing the speed of the CPU (a 
decimal value followed by the String “GHz”); Memory is a String that 
represents the size of the RAM memory (an Integer followed by the 
String “GiB”); Storage is a String that describes the type of storage of the 
machine; OperatingSystem is a String that specifies the operating system 
of the machine; and PricePerUnit is a String representing a numeric value 
indicating the price of an instance of the machine. 

5.1.3. Steps 1.3 and 1.4. Define business rules for data values and identify 
data quality dimensions 

For the sake of simplicity, all the BR.DVs and the data quality di
mensions to which the BR.DVs could be assimilated are presented 
together as follows. 

Completeness. The lack of relevant data poses a potential risk in the 
offered service. For this specific case, we considered that the measure
ment of the completeness involves several BR.DVs. For the sake of 
simplicity, the BR.DVs are described by specifying the field to which 
they apply: Location (BR.DV.01), ClockSpeed (BR.DV.03), Memory (BR. 
DV.05), InstanceFamily (BR.DV.07), OperatingSystem (BR.DV.10), and 
PricePerUnit (BR.DV.12). These BR.DVs return one of the following 
values on a scale in the interval [0,2]: (i) 0, if the value is null; (ii) 1, if it 
is an empty String (except for BR.DV.12, for which PricePerUnit should 
be 0); and (iii) 2, otherwise. Semantic: Having a null value is more risky 
than an empty field since it might lead to misinterpretations of the idea 
of completeness [18]. In this case, we employ the indices of the Likert 
scale so that values regarding the completeness can take advantage of 
the operations enabled in DMN, such as the possibility of employing 
comparison operators in the measurement phase (see Section 3.2.1). 

Accuracy. Inaccurate data might cause negative effects in terms of 
credibility and technical aspects. For example, if the data syntax fails to 
follow a specific pattern, it might not be properly processed and might 
cause problems when being displayed or analysed. We have considered 
three groups of BR.DVs involved in the measurement of the accuracy in 
this particular case:  

1. Those which bound the value that a String can take (BR.DV.02, BR. 
DV.08 and BR.DV.11, whose input fields are: Location, InstanceFam
ily, and OperatingSystem, respectively). These BR.DVs return a value 
on a scale composed of three elements: (i) Appropriate in the case 
where the value is in a set of very acceptable values; (ii) Sufficiently 
appropriate in the case where the value is in a set of fairly acceptable 
values; and (iii) Inappropriate if the value is not present in any set. 
Semantic: Unexpected values might lead to failures in data analysis 
processes and to misleading information. For this reason, the list of 
accepted values is bounded.  

2. Those indicating the format which the data must take (BR.DV.04 and 
BR.DV.06, with these inputs: ClockSpeed and Memory, respectively). 
They return true if the value matches the expected pattern. Other
wise, they return false. Semantic: If these fields fail to match the 
pattern, certain processes will fail completely.  

3. Those bounding a numeric range (BR.DV.13, with PricePerUnit as 
input). It returns a value on a scale of three elements: (i) Realistic if 
the value is in the range (0.0, 10,000.0); (ii) Exaggerated if it is in the 
range [10,000.0, 99,999.9]; and (iii) Unrealistic in any other case. 
Semantic: Certain price values might be too high. These cases could 
be acceptable, but should be carefully analysed. 

Consistency. Inconsistent data entails not only a potential risk from 
the user’s point of view, but also legal issues (e.g., advertising a server 
instance with false characteristics). BR.DV.09 is the only business rule 
we considered as necessary to be involved in the measurement of this 
data quality dimension, with various fields as input: Memory, Clock
Speed, Storage, and IntanceFamily. It returns a value within a range of 
[0,3] with the following semantic: (i) 0 if it satisfies the condition that 
Memory is less than 64 GiB and InstanceFamily must not be Memory 
Optimised; (ii) 1 if it satisfies the condition that ClockSpeed is less than 
2.9 GHz and InstanceFamily is not Compute Optimised; (iii) 2 if it satisfies 
the condition that Storage does not contain the substring SSD and 
InstanceFamily is not Storage Optimised; and (iv) 3 in any other case. 
Semantic: Inconsistencies are more serious when found in the informa
tion regarding Memory, ClockSpeed, and Storage, in that order. 

The next step prior to defining the BR.DQM is to design the outputs of 
the measurement. For the sake of simplicity, in this example we will 
select different Likert scales with all the possible values that might result 
from the measurement of each data quality dimension. We remark that it 
is of paramount importance to carefully study the context in which data 
is to be employed so that these values have a proper semantic. 

Regarding the completeness dimension, we established the 
following measurement based on a Likert scale and on the risks associ
ated to missing data: (i) Suitably Complete if the information about the 
server is complete. The record might be used in advertisement cam
paigns; (ii) Sufficiently Complete in the case where there is a minimal 
subset of attributes which are complete, and hence, the record can be 
shown in the catalogue; and (iii) Not Complete if the record cannot be 
included in the catalogue due to the lack of important attributes for sale. 

Regarding the accuracy dimension, the management team estab
lished the following measurement levels. As in the previous case, these 
have been defined according to the risks associated to inaccurate data, 
and are based on a numerical scale: (i) 100 if the information about this 
record is accurate, and hence, it could be employed for advertisement 
campaigns; (ii) 70 in the case where there is a minimal subset of attri
butes which are sufficiently accurate, and hence the record could be 
listed in the catalogue; and (iii) 50 if values and ranges are sufficiently 
accurate although certain formats remain inaccurate; and (iv) 0 if there 
is a lack of accurate technical data, which renders this record unsuitable 
for listing in the catalogue. 

Finally, regarding the consistency dimension, the following levels 
are defined. Again, the measurement is based on the risks associated to 
inconsistent data, as well as on a Likert scale: (i) Consistent if attributes 
derived from technical features are consistent between them, and hence 
the record could be listed in the catalogue and employed for adver
tisement campaigns, and (ii) Inconsistent if derived attributes are not 
consistent with technical features, the tuple must not be listed in the 
catalogue. 

In order to simplify the proposal, other dimensions have been 
omitted, although their inclusion would require little effort. For 
example, we could have included the following BR.DV related to the 
timeliness dimension: the timestamp must have been generated a 
maximum of 15 min before the moment at which data quality mea
surement is performed. Its corresponding BR.DQM would set the record 
as Timely if it fulfils that BR.DV, otherwise, it would be set as Not timely. 
This BR.DV might be implemented by creating a custom function named 
“current_timestamp()”, which returns the current timestamp (i.e., the 
timestamp at which the rule is evaluated). It would then be verified that 
the difference between the current timestamp and the stored timestamp 
is less or equal to 15 min. 

6 Dataset employed in the case study: https://www.kaggle.com/akashsarda/a 
ws-ec2-pricing-data/version/1 
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5.1.4. Step 1.5. Define business rules for data quality measurement (BR. 
DQM) 

The BR.DQM for the measurement of the completeness dimension 
(BR.DQM.Completeness) includes the following conditions: 1. A record 
is considered as Suitably Complete when the output of BR.DV.01, BR. 
DV.03, BR.DV.05, BR.DV.07, BR.DV.10, and BR.DV.12 are greater than 
or equal to 2. 2. A record is considered as Sufficiently Complete when BR. 
DV.03 and BR.DV.05 are greater than equal to 2, and BR.DV.12 is 
greater than or equal to 1. 3. A record is considered as Not Complete in 
any other case. 

Regarding the measurement of the accuracy dimension (BR.DQM. 
Accuracy), the following conditions are defined: 1. The accuracy will 
have a value of 100 (accurate) when BR.DV.04 and BR.DV.06 are met; 
BR.DV.02, BR.DV.08 and BR.DV.11 are Appropriate, and BR.DV.13 is 
Realistic. 2. The accuracy will have a value of 70 (sufficiently accurate) 
when it meets BR.DV.04 and BR.DV.06; BR.DV.02, BR.DV.08 and BR. 
DV.11 are either Appropriate or Sufficiently Appropriate; and BR.DV.13 is 
either Realistic or Exaggerated. These records could be listed in the 
catalogue. 3. The accuracy will have a value of 50 when the conditions 
of BR.DQM.05 are met except for BR.DV.04 and BR.DV.06, which might 
be false and for BR.DV.02, which might be Inappropriate. 4. The accuracy 
will take a value of 0 otherwise. 

Finally, the conditions for the business rule of the measurement of 
consistency dimension (BR.DQM.Consistency) are: 1. A record can be 
considered as Consistent when BR.DV.09 is greater than or equal to 3. 2. 
A record can be considered as Inconsistent when fails to meet BR.DV.09. 

5.1.5. Step 1.6. Define business rules for data quality assessment (BR. 
DQA) 

The output levels for the assessment have been defined as follows: (i) 
Suitable or Sound Quality. This level represents those records that are 
Suitably Complete, Very Accurate, and Suitably Consistent. The recom
mendations associated to these records can be to “include them in the 
catalogue”, “use them in advertisement campaigns”; (ii) Sufficient Quality. 
This level represents those records that have a sufficient level of quality 
for them to be listed in the catalogue, although they cannot be used for 
advertisement campaigns to prevent risk. These records must be 
Consistent and can neither be Not Complete nor Inaccurate; and lastly, (iii) 
Non-usable. A record is Non-usable when it is Not Complete, Inaccurate, or 
Inconsistent. Non-usable records must not be listed in the catalogue. 

The Business Rule for Data Quality Assessment is then modelled with 
the following conditions: 1. A record has Suitable Quality when its BR. 
DQM.Completeness is Suitably Complete, its BR.DQM.Consistency is 
Consistent, and its BR.DQM.Accuracy takes a value of 100. 2. A record 
has Sufficient Quality when it is Consistent, is not Not Complete, and its BR. 
DQM.Accuracy is greater than or equal to 70. 3. A record has Bad Quality 
when it is Consistent, it is not Not Complete, and its BR.DQM.Accuracy is 
greater than or equal to 50. 4. A record is Non-usable when it is Not 
Complete, Inconsistent, or its BR.DQM.Accuracy is less than 50. 

5.1.6. Step 1.7. Define business rules for usability of data (BR.DUD) 
This step consists of deciding the level of quality that each record 

from the dataset must fulfil in order to be employed in the catalogue. 
The decision to be made concerns whether or not to include each single 
record in the catalogue of server instances. According to the way in 
which the BR.DQA has been modelled, a record might be listed in the 
catalogue if its level of quality is suitable or sufficient. Thus, the condi
tions of the business rule for user decision-making are: 1. A record will 
be listed in the catalogue only when the BR.DQA is either of suitable or 
sufficient quality. 2. A record will not be listed in the catalogue when its 
BR.DQA is classified as Non-usable. 

5.2. Phase 2. Design, implement, and validate the DMN tables 

At this point, every business rule for data decisions has been 
modelled. Each level of the hierarchy presented in Fig. 3 must be 

implemented and integrated. Fig. 5 depicts the DMN hierarchy of this 
example. The steps followed in this example are described in the 
following sections. 

5.2.1. Step 2.1. Instantiate the BR.DV hierarchy level 
One table for each BR.DD explained in Subsection 5.1.3 must be 

created. Inputs are expected to be the attributes from the dataset. The 
output is a numeric value in the interval [0, 2] that indicates whether or 
not the attribute(s) fulfil(s) the conditions. The order of priority of the 
conditions is established when the business rule is defined, since the 
order of priority is in the order in which the conditions are defined. In 
the DMN table, each condition appears in a row in the same order in 
which they are defined, and the Hit Policy indicator is established as F 
(see Section 2.2). In this case study, there are 13 BR.DV, and 13 DMN 
tables must be created. Due to limitations on the length of the paper, 
only two of these BR.DVs are shown, although the reader can find the 
full list in the web presented by the authors.7 

The first is BR.DV.04, depicted in Fig. 6. It is composed of three rows. 
The first row checks whether the input String matches the required 
pattern. If so, it returns the value 2. If it is an empty String, it returns the 
value 1, and 0 otherwise. 

The second table is BR.DV.09, shown in Fig. 6. This has four inputs 
and four rows (if-then conditions). The three top rows are intended to 
verify whether the attributes Memory, ClockSpeed and Storage are 
inconsistent with the InstanceFamily attribute. These conditions were 
described in Section 5.1.3. Conditions in rows 1 and 2 verify whether the 
attributes Memory and ClockSpeed are less than 64 and 2.9, respectively. 
This is implemented by means of FEEL built-in functions. The condition 
is modelled by splitting the String in terms of its white spaces, then 
taking the expected numeric part and comparing the resulting numbers. 

5.2.2. Step 2.2. Instantiate the BR.DQM hierarchy level 
The DMN tables are built as described in Section 3.2. In this case, the 

inputs are BR.DQM are the output of the BR.DV. The measurement of 
each dimension is defined in a DMN table where each condition yields 
one value per dimension. Fig. 7 shows the DMN tables for the three 
defined dimensions. 

5.2.3. Step 2.3. Instantiate the BR.DQA hierarchy level 
Fig. 7 depicts how BR.DQA is modelled. In this case, the table inputs 

are the output of the business rules for data quality measurement. Each 
row specifies the conditions which must be accomplished for each 
assessment value. 

5.2.4. Step 2.4. Instantiate the BR.DUD hierarchy level 
Fig. 7 depicts the modelling of the BR.DUD. The input is the result of 

the BR.DQA. 

5.2.5. Step 2.5. Validate the set of rules 
DMN tables may be validated [9]. We propose the use of two tools to 

validate the DMN tables: dmn-js,8 which verifies a table by checking 
possible missing and overlapping rules; and dmn-check,9 which checks 
duplicate rules, conflicting rules, shadowed rules, types of expressions, 
correct use of enumerations, and correctly connected requirement 
graphs. 

5.3. Phase 3. Deploy, test, integrate, and execute the tables obtained by 
applying DMN4DQ 

We developed a tool, called dmn4spark,10 which takes a DMN file and 

7 DMN4DQ: http://www.idea.us.es/dmn4dq/  
8 dmn-js: http://dmn.cs.ut.ee.  
9 dmn-check: https://github.com/red6/dmn-check#validations.  

10 dmn4spark: https://github.com/IDEA-Research-Group/dmn4spark 
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a dataset as inputs, and evaluates all the DMN tables for each record of 
the whole dataset. This tool is based on Apache Spark,11 a distributed 
computing framework. In this way, users can obtain a recommendation 
for the usability of each data record of the dataset in a given context in 
Big Data scenarios. One of the main advantages of Apache Spark is the 
fact that it abstracts users from defining data models, since it is able to 
infer the schema of semi-structured datasets. In addition, this tool offers 
the possibility of using external plugins for the structuring of datasets by 
means of data transformation techniques [40]. Once the corresponding 
DMN file is defined, it must be uploaded to HDFS or a web server 
reachable by the cluster on which the application will be run. The steps 
to follow to use this tool are summarised in Fig. 8. 

We employed this implementation to compute the results for the 
dataset of the case study in order to generate a recommendation on the 
potential usability of each of the 1,048,571 records. The results are 
depicted in Tables 4, 5, 6, 7, and 8. These show, for each DMN table, the 

number of tuples and the percentage thereof which fulfil each possible 
result of the business rules. 

5.4. Conclusion about the execution of the case study 

Regarding the results obtained, several conclusions can be drawn: (i) 
For almost half of the records the recommendation to discard them has 
been generated. This means that the potential risk of not having filtered 
out the data which fails to meet minimum standards of quality could 
have been much higher, since the existence of defects in the definition of 
half of the server instances would have strongly deteriorated the quality 
of the services offered, and consequently the reputation of the Company. 
If the organisation wants to increase the number of usable records, then 
the quality of the data must be improved; (ii) The main root cause of 
low-quality data is the lack of accuracy, given that around 37% of the 
records have an accuracy in the range of [0, 50]. These records might 
should therefore be analysed in order to find the root cause of the in
accuracy; and (iii) intermediate cases such as sufficiently complete, ac
curate, and sufficient quality are not very common. 

Fig. 5. DMN4DQ - Decision table diagram of the case study.  

Fig. 6. DMN tables for BR.DV.04 and BR.DV.09.  

11 Apache Spark: http://spark.apache.org/ 
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Summarising, the generation of a recommendation on the usability 
of the data helps both to automate the data quality assessment and the 
detection of the reason why the data fails to satisfy the business rules 
defined. Therefore, an in-depth study into the quality of those records 
which have been considered non-usable should be carried out. 

6. Related work 

Organizations today are aware of the importance of ascertaining the 
levels of the quality of data. The necessity to generate recommendations 
on the use of the data records based on some business restrictions with 

Fig. 7. DMN tables for the Completeness, Accuracy, and Consistency dimensions; the Assessment and the Data Usability Decision.  

Fig. 8. Steps to follow for using our tool dmn4spark.. In this example, the dataset and the DMN file are stored in HDFS, and the results are dumped in MongoDB.  

Table 4 
Ratio of results for the measurement of completeness dimension.  

BR.DQM.Completeness # % 

Suitably Complete 839,990 80.11 
Sufficiently Complete 888 0.08 
Not Complete 207,692 19.81  

Table 5 
Ratio of results for the measurement of accuracy dimension.  

BR.DQM.Accuracy # % 

100 629,106 60.00 
70 25,022 2.39 
50 392,714 37.45 
0 1728 0.16  
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regard to the measured or assessed level of data quality (i.e., the appetite 
for risk involved in using data with inadequate levels of quality) has 
been studied previously [14,29,36,45]. However, DMN4DQ goes one 
step further in that it is a holistic solution where the processes of mea
surement, assessment (these two typically considered as synonyms), and 
generation of a recommendation of the use of data are integrated and 
adequately related by incorporating the business needs. Furthermore, 
we have tailored the OMG’s international standard DMN to support the 
automation of the required actions to generate the recommendation on 
the potential use of data grounding our proposal on the concept of de
cision rules. To model the decision rules about data can be described, we 
ground our proposals on previous works aimed to formalise the data 
quality rules [27,34], expressed through some business rules [2] that 
data should meet. Other proposals, as [39], reflect that the discovering 
and definition of business rules - expressed by regular expressions, 
representing functional dependencies, by using control digits or 
employing association analysis - constitute the cornerstone of any data 
quality management initiative [1,13,17,34]. However, it is important to 
highlight that our work is not about discovering and defining business 
rules, but to combine them to generate automated business-based 
recommendation. In this sense, we encourage to read and to use the 
works describing traditional types of integrity constraints for data 
quality management, such as functional dependencies (FDs), and their 
extension conditional functional dependencies (CFDs) [5,16] or even the 
Fellegi-Holt method that automatically “corrects” data that fail some 
predefined requirements [6]. On the other hand, there exist generic 
approaches to define business rules but not used in the context of data 
quality as used in the paper. For example, SBVR [31] facilitates the 
definition of vocabularies and rules, but it is not decision-oriented. As 
said, to make operational the integration of the different parts, and to 
facilitate the modelling of the decision rules, instead of proposing a new 
one language, we propose the application of DMN, the OMG’s standard, 
which includes the FEELs. FEELs increments the easiness and feasibility 
of the writing of the rules - and the agnostic-technological imple
mentation. Some other authors have proposed their own frameworks to 
automatically measure the levels of data quality, just to name a few, let 
us bring the works done by Liu et al. who introduces in [26] a semantic- 
aware data quality assessment for image big data; or the work by [3] 
who propose a methodology to build a data quality adapter module 
selecting the best configuration for the data quality assessment in big 
data. However, to the best of our knowledge, DMN4DQ is the first so
lution that integrates every type of decisions needed to judge about the 

usability of a data record in the same framework, being our contribution 
the tailoring of such mechanisms to support a holistic solution. 

7. Limitations of the proposal 

In this section, we analyse the potential limitations of the proposals. 
Firstly, our approach is thought to be applied record by record (e.g. 
acting on a given tuple). Consequently, the definition of the rules is 
thought to describe business restrictions applying to every record, not to 
the whole dataset. However, the generalisation would not be difficult by 
including some logic aimed at computing global measurement on the 
whole datasets, which was initially out of the scope of our investigation. 
And secondly, the main issues of validation according to [46] are of 
internal, external and conclusion validity. 1. Internal validity refers to the 
trustworthiness of the result. In this respect, our work can be limited to 
three lines: (a) the assessment and measurement processes are database 
and data type agnostic, but are carried out over each independent tuple; 
(b) the type of business rules is limited to the support currently provided 
by the DMN specification and the FEEL language; and (c) the assessment 
and measurement of complex dimensions could require additional effort 
to construct auxiliary and extra functions in order to obviate complex 
attributes and rules. 2. External validity refers to the generalisation and 
the potential interest in the approach. To encourage the validation, us
ability, and generalisation of our approach: (a) we have provided a 
methodology; (b) we have provided a tool; and (c) a step-by-step case 
study is given and results of the tool are analysed. Therefore, researchers 
or practitioners who wish to use, replicate, or extend our approach are 
welcome to do so. 3. Conclusion validity refers to the rigorousness in the 
relationship established between the research questions raised and the 
findings obtained. We have striven to overcome this limitation by 
providing all the resources employed in the paper, namely, the tool and 
the data used in pursuit of repeatability and replicability of the findings 
established. 

8. Conclusions 

The usability of the data largely depends on the data quality, and on 
the context where the data is used. In this paper, we have presented a 
methodology that integrates different types of business rules for data 
decisions, holistically tackling the data-usability recommendation. 
DMN4DQ provides a hierarchy to integrate decision rules about data 
values, measurements of various dimensions, assessment through the 
aggregation of dimensions, and the data usability. Derived from the 
necessity to make decisions regarding the data usability, we rely on the 
OMG standard for decisions, DMN, as a suitable mechanism to model 
and automate the generation of the recommendations on the usability of 
the data in a specific context, since it coherently and comprehensively 
enables the description and evaluation of the business rules regarding 
data decisions. Moreover, DMN facilitates the transformation of the 
knowledge held by business experts into a formal model. Thanks to the 
use of DMN, the automation of the evaluation of the level of data quality 
ceases to be a solely theoretical contribution and becomes real tech
nology that is applicable to real scenarios. Furthermore, we have 
developed a tool that supports the methodology validated with a real 
dataset. 
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Álvaro Valencia-Parra (PhD. Student) Universidad 
de Sevilla, Dpto. Lenguajes y sistemas informáticos – 
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Ángel Jesús Varela-Vaca, (Assistant Professor) 
Universidad de Sevilla, Dpto. Lenguajes y sistemas 
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Lecturer at the University of Seville and the head of 
the IDEA Research Group. Her research areas include 
Business Processes and Data management, and how 
to improve the business process models including 
better decisions and enriching the model with Data 
Perspectives. She has led several private and public 
research projects and has published several impact 
papers, among others in Information and Software 
Technology, Information Systems, Information & 
Software Technology, or Data & Knowledge Engi
neering. She was nominated as a member of Program 
Committees, such as ER, BPM, EDOC, ISD or CAISE 
Doctoral Consortium. She has been reviewing for 
international journals, such as International Journal 
of Data and Information Quality, Journal of Systems 
and Software, Artificial Intelligence in Medicine; 
Business & Information Systems Engineering Journal 
or Information Science. She has been invited as a 
keynote speaker in various occasions, such as at the 
Workshop on Data & Artifact Centric BPM, Interna
tional Workshop on Decision Mining & Modelling for 
Business Processes BPM, the X National Conference 
of BPM, the 28th IBIMA Conference. 
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a  b  s  t  r  a  c  t

The  application  of  the  optimisation  problems  in  the  daily  decisions  of companies  is able  to  be  used  for
finding  the  best  management  according  to the  necessities  of the  organisations.  However,  optimisation
problems  imply  a high  computational  complexity,  increased  by the  current  necessity  to include  a mas-
sive  quantity  of  data (Big  Data), for the  creation  of  optimisation  problems  to customise  products  and
services  for  their  clients.  The  irruption  of Big  Data  technologies  can  be a challenge  but also  an impor-
tant  mechanism  to tackle  the  computational  difficulties  of  optimisation  problems,  and  the  possibility  to
distribute  the  problem  performance.  In  this paper,  we  propose  a  solution  that  lets  the query  of  a  data
set supported  by  Big Data  technologies  that  imply  the  resolution  of Constraint  Optimisation  Problem
(COP).  This  proposal  enables  to:  (1) model  COPs  whose  input  data are  obtained  from  distributed  and
heterogeneous  data;  (2) facilitate  the integration  of different  data  sources  to create  the  COPs;  and,  (3)
solve the  optimisation  problems  in  a  distributed  way,  to  improve  the  performance.  It is done  by means
of a framework  and  supported  by a tool  capable  of  modelling,  solving  and  querying  the results  of  opti-
misation  problems.  The tool  integrates  the  Big Data  technologies  and  commercial  solvers  of constraint
programming.  The  suitability  of the  proposal  and  the  development  have  been  evaluated  with  real data
sets  whose  computational  study  and  results  are  included  and  discussed.

© 2020 Elsevier  B.V. All rights  reserved.

1. Introduction

The use of optimisation problems let organisations manage the
resources, time, and cost of their processes. However, the neces-
sity to create customised products according to the profiles of the
clients implies the creation of thousands of optimisation problems.
Moreover, the incorporation of more interesting data, frequently
provided by multiple systems and services [33], will make compa-
nies more competitive. Moreover, the integration of more complex
data implies the resolution of optimisation problems that could
suppose a computationally complex task, further an extra effort to
integrate heterogeneous data format provided by different sources.
COPs are frequently used to model and solve optimisation problems
since they include among their advantages: the ability to model

∗ Corresponding author.
E-mail addresses: avalencia@us.es (Á. Valencia-Parra), ajvarela@us.es

(Á.J. Varela-Vaca), mlparody@uloyola.es (L. Parody), maytegomez@us.es
(M.T. Gómez-López).

1 http://www.idea.us.es/

problems declaratively, regardless of how it will be solved; their
applicability to many real-life examples of industry, so its versatil-
ity and power are empirically demonstrated; and the existence of
a significant amount of commercial tools that solve the constraint
satisfaction problems locally. The resolution time of the problem
can be compromised for both the complexity of the constraints and
the size of the data set. Thereby, in the current scenarios, the infor-
mation involved in a COP is not always centralised. The exponential
growth of the data produced and stored and the distribution of the
information have promoted the use of Big Data paradigm [25,31],
producing difficulties that have not been adapted to COPs [41]. This
new situation can produce that, the data and constraints that model
their relations are distributed among different subsystems (also
known as nodes) that constitute the global model. These models
can be computationally highly complex since they can have dis-
tributed data or constraints. This interruption of Big Data into COPs
can be seen as a new challenge, but also as a new opportunity to
solve distributed problems and data.

Before the Big Data burst into the scene, Distributed Constraint
Optimisation Problems (DCOPs) [21,11] were defined to solve COPs
where neither their constraints nor data were in a single system.

https://doi.org/10.1016/j.jocs.2020.101180
1877-7503/© 2020 Elsevier B.V. All rights reserved.
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DCOP paradigm proposes a set of algorithms to solve a set of COPs
that share variables. The resolution of each of them must be aware
of the rest of the constraints that restrict the values of the variables.
For this reason, DCOPs are focused on the communication between
the distributed nodes that must synchronise the share variables
to obtain a correct result of every constraint, variable and in each
node. However, DCOP proposals do not provide a mechanism for
a better distribution of the DCOPs for the optimal resolution of
them. In this context, our proposal is based on the creation and
distribution of isolated COPs in a Big Data infrastructure, whose
partial resolution provides information to solve a greater problem
utilising the MapReduce paradigm [10]. Furthermore, none of the
algorithms proposed to solve DCOP have been presented as a prac-
tical and appropriate solution to actual environments, even less
when the data used is characterised by its high variability, velocity,
and volume (i.e., Big Data). Although the existence of the problem
was formulated in our previous works [35,36], to the best of our
knowledge, there are no solutions that adequate the COPs to data
supported by Big Data infrastructure, dealing with large amounts
of data, using the distributed node to parallelise the computation,
getting results quickly, and managing a variety of data efficiently.

As aforementioned, we  identified the necessity of the COP res-
olution within different Big Data scenarios in [35,36]. In those
previous work, we focused on describing the scenarios and their
characteristics, then a solution was prototyped. However, the pre-
vious work lacks formalisation, implementation and evaluation
with real data was done.

In order to fulfil those gaps, we propose a solution which enables
to define, execute and solve Constraint Optimisation Problems with
Distributed Data in Big Data environment. The main contributions
are four main:

• Formalisation of Constraint Optimisation Problems with Dis-
tributed (Big) Data: An optimisation problem must be modelled
describing the constraints that relate the data and the objective
function to be optimised. When the data is distributed and the
resolution of the problems depends on this data, the description
of the model must include the distributed data than can have het-
erogeneous formats and come from Big Data environments. We
formalise COP models that include these aspects.

• Integration and transformation of heterogeneous data for-
mats: The heterogeneity of the data formats makes necessary
data preparation by means of a transformation into a unified for-
mat  to apply the latter analysis. This task is especially relevant in
our proposal since the mapping between input data to the optimi-
sation problem must be defined, at the same time that the output
obtained must be recovered.

• Enable the optimal evaluation of queries over data provided
by the resolution of Optimisation Problems:  The resolution
of various COPs can provide useful information, for example, to
ascertain the most suitable products for each provider. However,
to select the most appropriate for a specific organisation, these
partial solutions obtained from the evaluation of the COPs must
be queried. Our proposal is focused on the analysis of the queries
over the COP data output to avoid, when it is possible, the reso-
lution of the COPs, minimising the evaluation time.

• Provide an integral framework to support the process: To
cover the previous proposals, it is necessary a leap of advances
in technologies that support the integration of the Big Data
infrastructures with constraint optimisation solvers. This new
technology is proposed as a new component in the Big Data
ecosystem to enable the management of a great amount of data
and the creation and distribution of several COPs, whose output
data can be later queried.

Unfortunately, there are no technological solutions that enable
the application of optimisation problems with Big Data charac-

teristics in real scenarios. This lack of tools means that these
challenges need an extra effort to be solved.

In order to tackle our proposal, FAst BIg cOstraint LAboratory
(FABIOLA) framework is proposed. FABIOLA is a new Hadoop-based
component [3] in the Big Data ecosystem. FABIOLA enables the
modelling of optimisation problems whose heterogeneous format
of the data, the amount of data to deal with, and the required veloc-
ity in the resolution of the problems forces a Big Data solution.
The FABIOLA framework also provides the necessary techniques to
solve COPs in a distributed way, either to obtain a result by opti-
mising time and resources or because the nature of the problem is
distributed.

FABIOLA prototype was presented in previous works [35,36],
thereby, this paper can be seen as an extension of the previous ones.
However, certain challenges tackled here were not tackled in that
previous works: how to transform the data for its integration with
other distributed data; how to optimise the data obtained from the
optimisation by means of a query language that reduces the COPs
evaluation, and; how an integral solution could support the whole
process providing an implemented tool used for the community as
a new component of the Big Data ecosystem, and; the empirical
evaluation of the approach with real data.

The remainder of the paper is organised as follows: Section
2 formalises the modelling of the optimisation problems in Big
Data environments. Section 3 details the different phases of the
proposal that are illustrated with a running example to make the
problem understandable. Section 4 analyses various operators for
processing the results obtained from the resolution of the optimi-
sation problems. Section 5 details the proposed architecture and
the methodology necessary to support FABIOLA framework and
the developed infrastructure. Section 6 presents the formalisation
applied to a real case with a high volume of data. This section also
shows a computational, statistical, and analytical study of our pro-
posal. Section 7 includes the main related work. Finally, conclusions
are drawn and future work is proposed in Section 8.

2. Overview of the proposal: Optimisation Problems within
Big Data scenario

The creation of a COPDD is a complex task, especially when the
quantity of data involved, and the number of COPs is very high.
This is why  this creation must be recommendable automated. For
this reason, our proposal integrates a set of components that facil-
itate both the creation and the distribution of the COPs for their
resolution.

Definition 1. A COPDD is defined by the tuple 〈DS, COP, DM,
DMapDS →DM, DMapDM →COP〉 → DSoutput, where:

• DS is the Data Set used as input data to find out the optimal
solution of the problem.

• COP is the Constraint Optimisation Problem.
• DM is the Data Model that describes the relationship between the

attributes of the DS and the COP.
• DMapDS →DM and DMapDM →COP are the Data Mapping (DMap)

that represents the relation between the attributes of the DS and
the attributes of the DM,  and the attributes of the DM  and the
variables used in the COP, respectively.

• DSoutput is a data set obtained from the resolution of an optimisa-
tion problem according to the attributes defined in the DM and
their corresponding values.

Each element of the tuple of the COPDD plays a role to create and
solve the COPs in an efficient way, as shown in Fig. 1. They are com-
bined to create a framework that integrates the four phases of the
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Fig. 1. Overview of the approach.

COPDD creation: (1) data set preparation; (2) COP description; (3)
mapping among the data sets and the COP, and; (4) data querying
optimising the performance. Some definitions have been included
to clarify the phases of the proposal, each of them is detailed in the
following sections.

2.1. Running example

To understand the proposal, a simple running example is used,
although a real and more complex case study to compute the evalu-
ation is given in Section 6. The running example is about a planning
problem [9], that describes a company that manufactures two  types
of products: a standard product A, and a more sophisticated prod-
uct B. Management charges a certain price for each unit of product
A and a price for the unit of product B, whose profits are pA and pB

respectively. Therefore, the profit of the company comes from the
multiplication of the price by the number of units (i.e., qA and qB

for products A and B) of each product. Manufacturing one unit of
product A requires hA hours of labour and rmA units of raw material.
Similarly, for one unit of B, hB hours of labour and rmB units of raw
material are needed. Besides, the company’s policy indicates that
the number of units manufactured of product A has to be, at least,
the double of units than the produced for product B. At present, a
nH of hours of labour and a nRM of units of raw material are avail-
able. The problem is focused on to maximise the company’s total
revenue. Although every element of the COPDD will be described
in the following sections, a brief approximation to the formalisation
with the running example can be done at this point by identifying
the Data Set (DS) and data to optimise:

• DS: priceA, priceB, numUnitsA, numUnitsB, hoursA, hoursB,
hoursLabour, rawA, rawB, unitsRawMaterial.

• COP is defined to maximise the profit.

3. Phases of the proposal

As presented in Fig. 1, four are the phases that our proposal sup-
ports to create and solve the COPDDs. Following sections describe
each of them.

3.1. Data set preparation

Data preparation is one of the most consuming processes in the
Big Data pipeline [22,44]. One of the steps is the data transformation
to fit the heterogeneous data formats into a single one for a later
application of algorithms over all tuples. This type of problem is also
tackled for the COPDD, that needs a DS with homogeneous tuples
used as inputs. It implies that each input data (Dataa, Datab, . . .,
Datan) must be transformed into a single one structure (DS), follow-
ing the data transformation processes as detailed in [46]. Therefore,
a heterogeneous data format is a set of data (Dataa, Datab, . . .,  Datan)
formed of a different set of attributes among them.

Definition 2. A DS is a set of tuples formed of a set of attributes,
{a1, a2, . . .,  an}, where each tuple presents an assignment of values
{val1, val2, . . .,  valn} to each attribute.

Some of the elements of the second row of Table 1 (cf., #ID, nH,
nRM, hA, rmA, pA, hB, rmB, pB) presents the elements of the DS for
the running example.

3.2. Constraint Optimisation Problem description

A COP is a Constraint Satisfaction Problem (CSP) where an opti-
misation function determines the ‘best solution’ from the set of
possibles. They come from Constraint Programming (CP) [39], an
Artificial Intelligence (AI) discipline where a large number of prob-
lems and other areas of Computer Science can be seen as individual
cases of CSP. Examples include scheduling, temporal reasoning,
graph problems, and configuration problems. The basis of CP stands
on the resolution of a CSP. Thereby, to understand correctly what
is a COP, the CSP definition must be introduced before.

Definition 3. A CSP represents a reasoning framework consist-
ing of variables, domains and constraints 〈V, D, C〉, where V is
a set of n variables {v1, v2, . . .,  vn} whose values are taken from
finite domains {Dv1 , Dv2 , . . .,  Dvm } respectively, and C is a set of con-
straints on their values. The constraint ck (xk1

, . . .,  xkm ) is a predicate
that is defined on the Cartesian product Dk1

× . . . × Dkj
. This predi-

cate is true iff the value assignment of these variables satisfies the
constraint ck.
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Table 1
Example of tuples for the running example.

IN OUT OT

#ID nH nRM hA rmA pA hB rmB pB profit qA qB Comp.

#1 1500 400 3 4 5 4 6 10 570 58 28 Comp1
#2  900 200 1 2 3 2 3 4 300 100 0 Comp2
#3  1200 – 7 4 14 – 7 30 160 80 4640 Comp2
#4  – 300 2 3 9 4 6 11 900 100 0 Comp3
#5  1500 – – 1 8 – – 15 12000 1500 0 Comp4

Table 2
COP for the running example.

Variables &domains: priceA , priceB , profit: Float;
numUnitsA , numUnitsB , hoursA , hoursB: Integer;
rawA , rawB , hoursLabour, unitsRawMaterial: Integer;

Constraints:
∑B

i=A
(hoursi ∗ numUnitsi) ≤ hoursLabour∑B

i=A
(rawi ∗ numUnitsi) ≤ unitsRawMaterial

numUnitsA − 2 * numUnitsB ≥ 0

profit =
∑B

i=A
(pricei ∗ numUnitsi)

Optimisation function: Maximise(profit)

The search for solutions for a CSP is based on the instantia-
tion concept. An assignment of a variable, or instantiation, is a pair
variable-value (x, a) which represents the assignment of the value
a to the variable x. An instantiation of a set of variables is a tuple of
ordered pairs, where each sorted pair (x, a) assigns the value a to
the variable x. A tuple ((x1, a1), . . .,  (xi, ai)) is consistent if it satisfies
all the constraints formed by variables of the tuple.

Several possible solutions can be found to satisfy a CSP, but
sometimes only the more suitable wants to be obtained, one that
optimises the solution. In those cases, a COP must be modelled.

Definition 4. A COP is a CSP in which the solutions optimise (min-
imise or maximise) an objective function, f.

For the example, for maximising the company’s total revenue
can be formulated as shown in Table 2.

The values of nH,  nRM, hA, rmA, pA, hB, rmB, pB depend on the
company where the products are built. Table 1 shows some possi-
ble scenarios, where the output data (i.e., profit, qA, qB) is obtained
according to each input data (per tuple). Every input data can be
instantiated (e.g., tuples # 1 and # 2), and the output indicates the
resulting profit and how many units of each product produces (cf.,
qA and qB). It is also possible that some input values were unknown
(cf., the value ‘–’ in the table). In that case, the COP tries to find val-
ues for these variables to optimise the variable profit (cf., tuples # 3,
# 4 and # 5). In this example, we can observe that there is another
attribute, such as Company (cf., Comp.), that is not part of and does
not influence the resolution of the optimisation problem. However,
this kind of variables can be helpful to answer later queries, such
as, Which is the manufacturer with the highest profit? Which is the
manufacturer that produces more products B?

If there are several tuples of input data, several are the possible
optimal solutions that can be found. Thereby, the created COP can
be seen as a meta-COP which is partially instantiated for each tuple
of the DS. How to map  the attributes of DS with the inputs of the
COP is described is explained in the next subsections.

3.3. The mapping between the DS and COP

In order to link the DS with the COP, it is necessary to define an
independent DM which allow users to define how the data from
the DS is used as input of the COPs, and the resultant data obtained
by solving the COPs.

Definition 5. A DM is a set of attributes, {a1, a2, . . .,  an}, which is
divided into three disjointed groups: Input (IN), Output (OUT), and
Others (OT) attributes.

IN ∩ OUT = ∅ ∧ IN ∩ OT = ∅ ∧ OT ∩ OUT = ∅ (1)

These sets of attributes are defined as:

• IN: specific attributes from the DS that will be linked to the input
variables of the COP.

• OUT: attributes that describe the output data of the COP. The
values of these attributes are obtained from the COP resolution.

• OT: specific attributes form the DS that describe additional infor-
mation and that can be used to make further queries combining
them with output attributes. These attributes are unrelated to the
COP since they lack influence in its resolution.

The DM enables the separation of the DS and the COP model in
such a way  that the COP model can be applied to many data sets.
However, to relate the DM and attributes of the DS and the variables
of the COP, we  need to introduce another concept, the DMap.

Following definitions determine how the DS attributes and the
COPs inputs are mapped through the DM.

Definition 6. DMapDS →DM is the relation between the attributes
of DS and the IN and OT attributes of the DM,  formed of a list
of attributes {a′

i
, . . .,  a′

m} ⊆ DS where a subset of attributes are
related to IN, {a′

i
, . . .,  a′

m} 
→ {IN}, and another subset of attributes
are related to OT, {a′

h
, . . .,  a′

g} 
→ {OT}.
DMapDS→DM : DS 
→ {IN, OT}, (2)

∀a′
i ∈ DS : ∃ix ∈ IN|a′

i = ix ∧ �oh ∈ OT |a′
i = oh, |IN|  ≥ 1 (3)

Definition 7. DMapDM →COP is the relation between the attributes
of the data model DM and the variables of the COP, V. It is described
by a list of attributes {ik, . . .,  in, outg, . . .,  outl} where a subset of
attributes from IN are related to the input variables of the COP, {ik,
. . .,  in} 
→ {V}, and another subset of attributes from OUT are related
to the output variables of the COP, {outg, . . .,  outl} 
→ {V}.

DMapDM→V : {IN, OUT} 
→ V, |V | ≥ 2 (4)

∀ik ∈ IN : ∃vj ∈ V |ik = vj ∧ �vh ∈ V |ik = vh (5)

∀outg ∈ OUT : ∃vi ∈ V |outg = vi ∧ �vj ∈ V |outg = vj, (6)

∀(ik, outg)|ik ∈ IN, outg ∈ OUT : �vt ∈ V |ik = vt ∧ outg = vt (7)

Following the running example, the DS in Table 1 is remarked
as IN, OT, and OUT according to the DM definition and to represent
the DMap. To illustrate how the Data Mapping is carried out, once
the transformation has been performed. Fig. 2 represents the map-
ping between the DS and the COP through the DM.  A first DMap
determines the relation between the attributes of the DS and the
DM. The second DMap relates the DM and the variables of the COPs
[46]. Applied to the running example, the attributes of DS (nH, nRM,
hA, rmA, pA, hB, rmB, pB, Comp.) are mapped into attributes of the DM
as labelled as IN and OT in Table 2. For instance, nH from the DS is
mapped as nH IN’s attribute. Similarly, nH IN’s attribute is mapped
as hoursLabour variable of the COP.
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Fig. 2. Data mapping applied to the example.

Fig. 3. Process for computing COPDD for distributed data.

Regarding the constraints, the COP can be modelled employing
a set of fixed constraints such as seen in the example of Table 2.
Therefore, each tuple represents a possible assignment of data to
the variables of the COP, which can be solved (i.e., OUT) indepen-
dently. However, in other types of problems, the constraints are

built dynamically due to the constrained-relation existing between
the values of the attributes of the DM.  Thus, each tuple produces
a customised COP. The solution of these customised COPs could be
influenced by a criterion regarding the IN attributes, for instance,
to order the COPs based on descending criteria of pA attribute. This
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Fig. 4. Illustration for independent resolution of COPDDs.

criterion establishes the solution of ID tuples: # 3, # 4, # 5, # 1, and
# 2. Thus, COP for the tuple # 3 will be solved in the first place, the
COP for the tuple # 4 in the second place, and so on.

3.4. Data querying

The DSoutput contains every DS tuple combined with the outputs
(OUT) obtained after the distributed COPs evaluations. Later analy-
sis of this data should be relevant. Following the running example,
to know the maximum profit, the minimum or the average. Classi-
cal query operators can be applied to DSoutput, but it is necessary to
analyse which types of attributes (IN, OUT and OT) can be involved
in each operator. For this reason, we revisit the classical relational
algebra [42] employing its unary operators (i.e., selection, projec-
tion and aggregation) that can be applied to DSoutput.

• Selection (�). When the selection operator is applied to a DSoutput,
depending on the types of attributes involved in the ϕ, the selec-
tion can be applied before and/or after the resolution of the
COPDD. In our proposal, only IN and OT attributes can be involved.

• Projection (
∏

). When the projection operator is applied to a
DSoutput, the attributes involved {a1, a2, . . .,  an}⊂ {IN, OUT, OT}.
For this reason, the projection is applied after the optimisation
problem resolutions, since OUT attributes can be included in the
projection.

• Aggregation (�). There are five aggregation functions (f), i.e., SUM,
COUNT, AVG, MAX, and MIN. The application of each function
returns a number (Integer or Float) and can be applied in IN, OUT
and OT attributes.

These three operators can be combined and nested (thanks to
the closure property of the relational algebra) to query a DSoutput. In
following section, we propose to overtake part of the query evalu-
ation to the COPs resolution to reduce the number of optimisation
problems to solve, and take the advantages of the distributed and
parallel evaluation of the COPs, as it is detailed in the following
subsections.

4. Optimising data set query for solving COPs

The presented operators can involve every tuple, however, some
data analysis done by querying could not entail every tuple, such
as ’to obtain the maximum profit when nH is greater than 1, 200’. In
this section, we analyse how they can be solved to reduce the com-
putation complexity of obtaining and querying DSoutput, proposing
the systematic process shown in Fig. 3 applied before the COPDDs
evaluation, since the order in which the operators are applied

affects the time consuming of the distributed resolution of the opti-
misation problems drastically, being crucial how the tasks to solve
a query are scheduled [43] in Big Data ecosystems. The application
of these steps avoids the resolution of COPs that do not fit the selec-
tion operator or those that do not correspond with the attribute to
aggregate.

The first step is to analyse whether a selection operator is
included. It might reduce the input data involved in the COPDDs.
For instance, in the running example of the previous section, let be
only optimised the products whose rmA have a value greater than
2, the tuples # 2 and # 5 might not be included in the computation
of the COPDDs. If there is a selection operator, the application of
the filtering must be developed, as it is carried out in classical data.
In the current proposal, only selections over input and other types
of attributes can be applied.

The second step is related to the aggregation operator. If an
aggregation operator is included, how the information is managed
depends on the types of attributes and the aggregation functions
(i.e., SUM, COUNT,  AVG, MAX, and MIN). IN and OT are managed as
usual data applying the aggregation operator or relational algebra,
meanwhile OUT for MIN or MAX function will be used to improve
the optimisation of the COPs to reduce the search space of the
variables. Therefore, the Computation of independent COPDD or
Computation COPDD with reduction will be carried out depend-
ing on whether an aggregation operator over OUT attributes have
been used or not. Both types of COPDDs are explained in the fol-
lowing subsections. The third step is related to the projection
operator, where a new DS is created as a subset of attributes of
the DSoutput. This new DS is the result of the projection operator
and the solution to the problem. An example is to obtain the profit
but not being necessary to return qA and qB.

4.1. Computation of independent COPDD

When operators are applied to OUT attributes, every COPs can
be solved individually, being or not in distributed nodes. Thereby,
the DS described in the formalisation can be divided into different
and distributed nodes. DS can be represented as a set of data sets,
ds1, ds2, . . .,  dsn, each of them located in an independent node. Each
tuple p within a dsi ∈ {ds1, ds2, . . .,  dsn} represents a problem to
be optimised. Each COP depends on the values of the DM for each
tuple. It is similar to use each tuple p to instantiate the COP, creating
a COPp in which the values are taken from p. The group of COPs gen-
erated for each tuple of all DS conforms a workgroup,  as we  defined
in Fig. 4. A particularity of this scenario is that the COPs within the
workgroup can be computed independently without the application
of any operator. Thus, the workgroup can be seen as a unique task
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Fig. 5. Illustration for reduction based on aggregation.

Fig. 6. Architecture and methodology of FABIOLA.

that needs to be computed in a distributed way. As commented, in
the running example can be to obtain the average of the profit for
all the products, being necessary to compute all the COPs to obtain
the profit values before obtaining the average. The calculation of
the profit for each COP is unrelated to any other COP. Therefore, the
computation of the COPs can be performed independently at any
order, because all the COPs must be solved.

4.2. Computation of COPDD with reduction

When an aggregation operator is applied to obtain the MAX or
MIN  value of an OUT attribute, the evaluation of a COPp can use solu-
tions obtained from the resolution of previous COPs of the same
DS (dsi). Thus, each tuple conforms a COPp in which constraints
and values are taken directly from p. There are possible values
from the same DS that might be shared from one solved COPi to
another unsolved COPj to improve the search for solutions reduc-
ing the search space. Thus, the domain of variables of the (unsolved)
COPj might be reduced to enhance the search space. Following the

running example, the objective function could be to determine the
maximum profit with the minimum value of units of A (cf., qA). In
this case, assuming the solution of the COP, for instance, for the
tuple # 1 the values of profit and qA (cf., Table 1) could be used
to reduce the domains of the variables profit and numUnitsA in
the unsolved COPs since a greater value of numUnitsA and a less
value of profit than previously calculated are unacceptable. Despite
reduction operations, the aggregation operator (i.e., �) is neces-
sary since the results of all COPs must be combined to determine
the maximum profit and the minimum qA. As defined in Fig. 3, the
aggregation operation has to be applied in the output variables profit
and numUnitsA.

In this scenario, problems from the same DS might be related
internally to each other by reduction operations but they are unre-
lated to problems from other DSs. Therefore, the COPs of each DS,
dsi, conforms independent workgroups that can be solved without
regarding other workgroups. Thus, each workgroup can be seen as
a unique task that needs to be computed in a distributed way. In
Fig. 5, two workgroups are depicted related to the DS, ds1 and dsn,
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Fig. 7. Data mapping in FABIOLA-UI.

wherein each workgroup reduction are illustrated as arrow transi-
tions between the COPs and � represents the aggregation operator
which is applied in this context.

In Big Data environments, the resolution of a problem can be
based on partial problem resolutions that are combined, which is
known as MapReduce technique [10]. It can also be applied to the
resolution of optimisation problems. For instance, the maximum
value of an attribute, where the value of this is distributed in differ-
ent workgroups, is the maximum value of the all maximum obtained
for each workgroup.  This implies to optimise a problem, with the
optimisation of each workgroup,  that has been solved in proposals
such as Hive [45]. The question is, how this optimisation process
can be affected when the partial resolution implies also the COP
resolutions. The solution of all workgroups need to be combined (cf.
Fig. 5) to generate a global solution as a new OUT. A way  of combin-
ing needs to be defined over the OUT attributes of COPs. In order to
carry out this, MapReduce for optimisation is defined as follows.

Definition 8. A MapReduce for Optimisation Problems, MR, is
defined as a combination function which establishes the maximum
or minimum value of an OUTi variable, being OUTi ∈ {out1, out2, . . .,
outn} and establishes a way of the combination by means of the
operator, OP, as minimise (MIN) or maximise (MAX).

Each variable v ∈ {out1, out2, . . .,  outn} involved in the aggrega-
tion operator for a COPi is bounded with a specific value obtained
in previous solved COPs of the same DS, (dsj). This specific value is
a maximum whether the MIN  value wants to be obtained, or the
minimum whether the MAX  function is used in the aggregation.

5. FABIOLA: the technological approach

FABIOLA is presented as a technological solution for the auto-
matic creation of COPs with distributed Data. In this section, the
needed infrastructure, including the architecture, and the imple-
mented tool are detailed.

FABIOLA as a technological solution is composed of two dif-
ferentiated parts: (1) the infrastructure (i.e., back-end) for the

computation, and; (2) a web  interface (i.e., front-end) to enable
the access to the components described in previous sections. The
FABIOLA back-end and front-end components are depicted in Fig. 6.

The FABIOLA front-end is divided into two components:

• FABIOLA-UI component is a web client-side application which
enables to setup the environment to compute COPDDs. It pro-
vides sections for the Data importer to load external data; the COP
description; Data Transformation; the Problem configuration (i.e.,
Data Mapping), and the System Configuration in terms of solver,
memory, timeout of execution, etc.

• FABIOLA Dashboard is a control panel from where the user can
use various reporting and querying components. The dashboard
enables users an easy-querying and visualisation of the data and
results in FABIOLA.

FABIOLA-UI, on the left, provides a fixed menu which gives
direct access to different parts of FABIOLA components such as the
dashboard, DS importers, DS creation, COP models, and instances
as shown in Fig. 7. The same figure presents the main view once
entering FABIOLA-UI in the section of creating a new instance. The
creation of a new instance in FABIOLA means the creation step-
by-step of a new COPDD. The figure shows an example of how to
carry out the data mapping between the DS (cf., DS schema) and the
attributes of the DM.  The user can choose by drag-and-drop which
attributes from imported DS are IN and OT.

FABIOLA-UI provides an editor for the description of the COP
model in Constraint Optimisation Problem. Currently, FABIOLA-UI
supports any ChocoSolver-based optimisation syntax. Although the
description of the COP can be a difficult task, it is done once and
can be applied to every DS. In a similar way  than in data mapping
between DS and DM,  the DMap between DM and the variables of
the COP is described.

FABIOLA-UI provides customised interfaces where operators
can be applied over the data and COP results. For instance, projection
operations can be applied for the results such as the forms provided.
In this case, it is described the attributes to projection, selection and
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Fig. 8. Data visualisation of results.

Fig. 9. Data visualisation aggregated by regions.
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aggregation, as shown in Fig. 8 respectively. This use of operators
will permit the view of the data, enabling an easy data visualisa-
tion and analytics where grouping and aggregated operators can be
applied for filtering the results.

Other ways of presenting, grouping and aggregating of results
can be defined. Fig. 9 presents an example of a dashboard for show-
ing the results and the information about the computation of the
COPDD. In this case, the results have been ranged in regions and
located in a geographical map  since FABIOLA Dashboard lets the
extension by using modules to present data results.

The FABIOLA back-end is composed of the following compo-
nents:

• FABIOLA Metastore represents the internal data storage mech-
anism of FABIOLA. It presents the problems in a structured way,
where data is organised in the form of tables and schemes, such
as in Hive [45]. These tables and schemes are only a virtual repre-
sentation (i.e., view) of the data since it is internally organised in
the original format of a distributed file system, for instance, HDFS
or NFS.

• FABIOLA Nodes are responsible to compute the COPs. Thus,
each row (tuple) instantiates a COP, and the generated COPs are
grouped into workgroups. These workgroups are uniformly allot-
ted to be solved among the available nodes and according to the
workload of the nodes.

The FABIOLA back-end has been implemented by an Apache
Spark [49] cluster managed by DC/OS.2 The cluster consists of (cf.,
Fig. 10) a master node, responsible for planning the execution and
managing the cluster resources, and N agent nodes, which are
responsible for managing the applications deployed on the cluster.
In our case, the cluster is composed of five agent nodes for run-
ning Apache Spark. One of these nodes is the driver, responsible for
creating and distributing the tasks. These are executed by the four
Spark workers. Additionally, the architecture includes a server with
HDFS (cf., HDFS [3]) to store the DSs, and a database (cf., MongoDB
[30]) for storing execution and partial results. Regarding computa-
tional characteristics, each node from the cluster reaches four cores
and 16 gigabytes of main memory.

6. Computational experiments in a real scenario

In this section, the application of FABIOLA on a real case with
and without the data set query optimisation is applied (cf., Section
4) is illustrated in depth.

6.1. Case of study: electric energy consumption scenario

In Spain, seven wholesale electricity companies are responsible
for supplying power to all users. However, more than 250 distrib-
utors are responsible for selling power directly and invoice for it.
Customer acquisition is, undoubtedly, the most important target
that the distributors have. This acquisition determines the success
or failure of the company. If an electricity retailer optimises its cus-
tomers’ invoice, its client portfolio will increase. The optimisation
of the invoice includes the customisation and improvement accord-
ing to the specific client consumption. In this case, this scenario is
focused on the optimisation and customisation of the consumption
of each point of supply but using the rates and prices established
by the Ministry of Industry. In this scenario, it is necessary to build
a COP, which is going to be applied to each of the specific values
of consumption of each of the existing supply points (more than

2 DC/OS by D2iQ: https://dcos.io/.

20,000,000 points in Spain). The computer processing is even more
difficult since the information provided by the seven wholesalers
varies in format and is distributed in various servers.

Although the format of the data sets provided is heterogeneous,
the DSs are composed of a set of power invoices belonged to sev-
eral users. Each power invoice is at the same time consisting of
a set of month invoices belonged to a specific user. Each month
invoice has information about: customer’s contact details, invoice
issue date, customer ID (identification number that identifies a user
through a supply point at a specific address), invoice number, ser-
vices hired, and consumption details. There is three types of power:
active, reactive, and apparent power. The users contract a specific
amount of each kind of power, and then, they consume another
amount (more power or less power). Therefore, the consumption
details are determined by the hired and the consumed power.

The objective is to determine the minimum cost with regards to
the consumption of each customer being necessary to create thou-
sands of optimisation problems, one of each customer. For example,
which is the minimum cost for a customer that consumed a specific
amount of power during a year.

6.2. Specification of DM, DMap, COP, operators, and system
configuration

The DS is formed of IN and OT attributes, according to the map-
ping with the DM.  More attributes can also participate in the DS,
but in the used example, all attributes are IN or OT. Following is
included the description of each DS attribute:

• Specification of IN and OT of the DM and the DMapDS →DM:
–IN attributes of the DS:
* CustomerID: customer identification that uniquely defines a

customer. It is the ID of the person.
* PowerConsumption: power consumption over a period such

as twelve months or more. Each period is defined by a triple
such as 〈p1, p2, p3〉, for instance {8.0, 8.0, 10.0} that represents
the power consumption in kwh.

* Period:  the period in which each record of the DS was  cap-
tured, such 365 as the number of days of information stored.

* TariffHired:  rates hired by the customer.
–OT attributes of the DS:
* PostalCode: location for the customer service, for instance, zip

code.
* CustomerContactDetails: extra contact information about the

customer.
• COP: the constraints of the problem are imposed by the local

regulation [20] depending on the rate and power consumption
hired by a customer. To illustrate the case, a piece of the code of
constraints is included in Fig. 11.

• Specification of the IN and OUT of the DM and the
DMapDM →COP:

–IN attributes of the Data Model related to the COP:
* CustomerID of the DM is related to the variable customer of

the COP.
* PowerConsumption of the DM is related to the COP variable

currentConsumption.
* Period of the DM is related to the variable comsumption. days

of the COP.
*  TariffHired of the DM is related to the variable Price.

• Specification of the OUT attributes of the DM related to the
COP:

–EstimatedCost: optimised cost, this data should improve the
real price. This attribute is mapping to the variable TotalPrice of
the COP.
–EstimatedPower: the optimised power which improves the real
power consumption. This is given by triple 〈p1, p2, p3〉 similar
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Fig. 10. FABIOLA cluster architecture.

Fig. 11. COP for the optimisation of customer cost.

to the PowerConsumption. These attributes are mapping to the
variable HiredPower of the COP.

• System Configuration: the configuration of the system will
depend on the characteristics of the problem, but some
configurations must the described mandatory in every
problem:

–Node Master cores:  one driver is needed at least.
–Node Master memory: at least one gigabyte for the master
node is needed.
–Node Executor core: the number of executors is deter-
mined automatically regarding the size of the job, the available
resources, and the load of the cluster. However, one executor
at least will be used.
–Nodes Executor memory: the memory should be tuned in
function of the load of the problem, in this particular case with
four gigabytes at least per executor is enough.

• Application of Operators: the use of operators can help to extract
the needed information, for instance, some queries for the exam-
ple are:

–Which is the region where the power consumption is minimum
or less than 400 kWh  per month? This question implies at an
aggregation of solutions per regions and the application of a
MapReduce of solutions to determine the minimum. Moreover,
the solutions obtained probably will require some projections
to represent the results as customer required.
–Which is the average of power consumption of customers with an
A3.0 hired tariff per regions? This question implies a selection to
manage only the tariff A3.0, a projection of per hired tariff after-
wards an aggregation which enables the average consumption
per customer.
–Which is the average of optimisation in a specific region? First,
the optimisation is determined per customer without an oper-
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Table 3
Data set information.

Data set Size (MB) Number of users

DS1 2058.98 530,504
DS2 441.2 37,279
DS3 2902.29 373,701

ator, afterwards an aggregation of those results per region is
needed to determine the average of optimisation per region.

6.3. Empirical evaluation and results

In order to evaluate our proposal, several benchmarks have been
carried out. The benchmarks have been run over three real DSs (DS1,
DS2, DS3) of power providers of Spain. Each DS consists of infor-
mation respect to the power consumption of customer for several
years with the data presented in the previous subsection. The infor-
mation about the size and the number of customers that includes
each DS are given in Table 3.

We have developed two benchmarks whose objectives are:

• Benchmark I: Which is the optimised power consumption to improve
(i.e., reduce) the cost of all customers?

• Benchmark II: Which is the best profit regarding the optimised cost?

Thus, Benchmark I pursues the optimisation of the power con-
sumption of all customers to reduce their costs, and Benchmark II
pursues the determination of the best (i.e., minimum cost) profit in
terms of improvement (i.e., maximum) of the estimated cost. The
Benchmark I is based on the idea of Computation of independent
COPDD (cf., Section 4.1) since the COPs are independent and any
operators are required to combine solutions, while Benchmark II
is based on the Computation COPDD with domain reduction (cf.,
Section 4.2) since operators of selection, aggregation and projection
could be required.

6.3.1. Benchmark I: computation of independent COPDDs
Regarding the computational impact, this benchmark aims to

demonstrate the impact of the execution of COPs in stand-alone
(i.e., sequentially in just one node) and using FABIOLA (i.e., par-
allelised). The COPs to be enacted in both cases are the same,
therefore, they are comparable and compatible. This comparison
is performed by evaluating the scalability as the number of COPs
increases by means of asymptotic analysis.

For this study, DS1, DS2 and DS3 are employed. For each one, an
analysis of the scalability of our proposal is performed. This anal-
ysis is carried out by progressively increasing the size of each DS.
For instance, DS1 is scaled five times. Then, five executions are per-
formed for each one, and the average Elapsed Real Time (ERT)3 is
calculated. This will enable us to analyse the temporal complexity
from the user’s point of view as the number of problems increases.
This test is performed in sequential as well as in parallel.

Regarding the configuration of the experiment, all the resources
of the cluster previously described are employed. It means that
there are four Spark workers for solving the COPs in parallel, each
one provisioned with four cores and 16 gigabytes of main memory.
On the other hand, the timeout is fixed to 5 s.

Although several metrics have been captured in the test, we  have
them grouped in three types of metrics: (i) problem modelling; (ii)
execution performance (in time and memory), and; (iii) impact of
timeout.

3 The ERT is the time from the start of a program to its end.

Fig. 12. Number of constraints and variables.

Regarding problem modelling metrics, for each DS, the num-
ber of constraints and variables resulting from the COP model is
quantified. The number of constraints and variables depends on the
attributes of the DS and the solver. The solver will require instan-
tiating internal constraints and variables. Note that the average
number of constraints and variables is not affected when propor-
tionally scaling the DS, since the proportion will always be the same.
Moreover, it is not affected by whether the execution is sequential
or parallel. It only depends on the DS, and hence, these results have
been depicted by DS. These are depicted in Fig. 12.

From the results in the figure, it is possible to conclude that the
complexity of DS3 might be minor than the other two DSs, since it
has the smallest number of variables. On the other hand, it is impos-
sible to ensure that the complexity of this DS is less since there are
other factors that can condition the complexity, for instance, con-
straints can affect the complexity of the COPs. The more constraint,
the more the domain is limited, hence, a greater number of con-
straints would imply (in theory) less complexity. Albeit to ensure
that, every single constraint would have to be analysed in order to
see how it affects the domain of the variables and it is not a trivial
task.

Regarding the execution performance metrics, asymptotic
analysis is carried out. Fig. 13 depicts the results of these tests for
the three DSs, showing how the ERT varies as the number of COPs
increases. While DS1 and DS3 have been scaled five times, DS2 has
been scaled 10 times. It is due to the fact that DS2  is smaller than
DS1 and DS3, and scaling it just five times is not enough to com-
pare it to the other two DSs. In addition, the behaviour in the first
five tests in parallel differs from the behaviour in the last five. Note
that the ERT tends to converge after the fifth point (i.e., after scaling
the DS five times). On the other hand, the execution of DS2 with-
out scaling it (cf., first black point in the chart (b)) yields better
results sequentially than in parallel. From that point, the execu-
tion in parallel improves as the size of the DS increases. It is due
to the fact that the size of the DS is very small, thereby it is not
worth executing it in parallel since to distribute the COPs among
the cluster nodes involves a high cost compared to the resolution
time.

As can be appreciated, the sequential ERT is worse than the par-
allel. In addition, the executions in parallel tend to behave better as
the size of the problem (i.e., the number of COPs) increases. In order
to analyse the limiting behaviour of our proposal (i.e., an asymptotic
analysis), the trend-lines corresponding to each set of executions
has been calculated in Table 4. The equations of the trend-lines
are shown. In these equations, y stands for the dependent variable
(i.e., the ERT), while x stands for the independent variable (i.e., the
number of COPs to solve).
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Fig. 13. Each point and triangle are the ERT average for five executions. Red and black line represent the sequential an parallel execution respectively.

Table 4
Trend-line equations for the execution performance of sequential and parallel solu-
tions per DS.

Data set Sequential Parallel

DS1 y = 1.07x + 84245 y = 0.34x + 84569
DS2 y = 1.04x + 43887 y = 0.32x + 74748
DS3 y = 0.97x + 59582 y = 0.34x + 77845

The equation slopes are similar for all the DSs. It means that
the differences between the complexities of the three DSs do not
highly impact the performance. As can be observed, the slope is
approximately 1 for the sequential executions. It implies a linear
complexity (i.e., O(n)). Regarding the parallel execution, the slope
is approximately 3 times less than the linear slope. Hence, the com-
plexity is sub-linear (i.e., O( n

3 )). From these results, it is possible
to conclude that the execution of COPs in parallel improves the
sequential execution. Remark that, as observed with DS2, the par-
allel execution is not always worth. There is an intersection point
from which the parallel execution improves the sequential. For DS1,
this point is reached at 444; for DS2, the intersection is reached at
43, 102, and; for DS3, it is reached at 29, 314. For a number of COPs
less that those values, the parallel distribution is not worth.

Regarding the impact of the timeout, six different values for
the timeout have been studied on the DSs: 0.1, 1, 5, 10, 30, and 60 s.
Thereby, for each timeout, five executions are performed, and the
average ERT and number of non-optimal COPs are calculated. While
the ERT is expected to increase as the timeout increases, the number
of non-optimal COPs is expected to decrease.

Fig. 14 shows the results for this study. Regarding the ERT, it
increases when as the timeout increases except for small timeout

values. It is due to the fact that small timeout values do not affect
the execution, especially when the number of non-optimal COPs is
small compared to the size of the dataset. On the other hand, larger
timeout values do cause an impact on the ERT. In this case, the few
COPs that have not been optimally solved (approx. 6 for DS1 and
DS3) are creating bottlenecks.

Remark that for DS2, all COPs were optimally solved with a time-
out of 1 second. For this reason, other timeout values have not
been checked since the behaviour would be similar. Contrary to
the expected, the ERT when the timeout is 1 second. The previous
reasoning applies here. These values of timeout are so small that
COPs will not behave as bottlenecks.

These results support the use of five seconds as timeout for the
tests that have been carried out in this section since it offers a good
balance between the ERT and the number of COPs that are optimally
solved.

Regarding the memory performance,  it depends on how the
program is planned and the distribution of the workload among
the nodes. In this case, the program is composed of two phases.
While the first one consists of reading the data set from the data
sources, the second phase is based on building and solving the COPs.
Then, the aggregated amount of memory approximate linearly to
the size of the data set independently whether or not the execution
is sequential or parallel as shown in Fig. 15. This phenomenon is
due to the initial read and distribution, the data to be processed
is not distributed among the nodes of the cluster. Remark that all
of them present an upper linear slope, the differences among them
are due to the differences in the average size per COP in each DS. For
instance, the average COP size is 1.2 × 10−5 KB for DS2, 7.8 × 10−6

KB for DS3, and 3.9 × 10−6 KB for DS1.
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Fig. 14. Behaviour of the ERT and number of non-optimal COPs as the timeout increases. Red columns represent the average ERT of five executions, and black lines represent
the  average number of non-optimal COPs of five executions.

6.3.2. Benchmark II: computation COPDDs with domain
reductions

All the metrics in the previous section can help to understand
the problem in the form of the COPs and the impact of paralleli-
sation in the resolution of COPs. In the Benchmark II, we want to
demonstrate other aspects related to the application of operators
and their impact in the time of solution.

This benchmark pursues the determination of the best profit
(i.e., minimum cost) in terms of improvement (cf., maximum) of
the estimated cost. First, an aggregation operator is applied to range
the customer from low to the high hired tariff. Afterwards, the cus-
tomers are split into workgroups. The reduction operation is applied
since the minimum cost is pursued the previously estimated cost
is used to feed the unsolved COPs into the same workgroup. When
all the customers have to be processed the minimum of each work-
group have to be combined (cf. MapReduce) in order to determine
the global minimum.

In terms of the COP resolution, the objective is the reduction of
the domain of the variables, by introducing an upper bound to the
objective variable.

This experiment is similar to the asymptotic analysis performed
in Benchmark I, but only parallel executions have been carried

Table 5
Trend-line equations for the execution performance per DS.

Data set Aggregation and
COP resolution

COP resolution
after reduction

COP resolution
without
reduction

DS1 y = 0.54x − 23300 y = 0.28x + 141 y = 0.31x + 64862
DS2 y = 0.57 + 101583 y = 0.14x + 56593 y = 0.24x + 56840
DS3 y = 0.76x + 9763 y = 0.27x + 750 y = 0.26x + 65171

out. Fig. 16 depicts the results of this study, and Table 5 shows
the trend-line equations for each DS. As can be seen, the aggre-
gation operator not only outperforms the execution without such
operator, but worsens the scalability (cf., note that the slopes are
0.54, 0.57 and 0.76 for DS1, DS2 and DS3, respectively). Nonethe-
less, by comparing the COP resolution stages of the execution, it
can be checked that the reduction of the domain improves both the
run-time and the scalability, except for the two first executions of
DS2. It might be due to the fact that those points represent small
data sets and the improvement is not noticeable by limiting the
domain when running in parallel. Regarding the scalability, for DS3
the slope is slightly higher when applying reductions, which might
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Fig. 15. Memory consumption as the number of COPs scale progressively. Each point represents the average of the total of five executions (Kbytes).

be due to the fact that the domain reduction for this data set is not
very significant.

To sum up, the application of aggregation operators does not
improve the execution performance in terms of time, but it might
improve the COP resolution stage of the execution depending on
the nature of the data. However, this improvement might not be
significant since the aggregation stage takes from the 40% to the
50% of the execution time, and also scales worse as the number of
COPs increases.

Respect to the percentage of optimised COPs, when applying
this aggregation operator there is a high amount of COPs which are
not optimally solved. Note that reducing the COP domains might
lead to unfeasible problems. Hence, the proportion of solved COPs
respect to the all possible COPs are 12.11% for DS1; 12.38% for DS2,
and 24.9% for DS3.

Regarding the memory performance,  in this case the program
is composed of three stages. The read phase from the data sources
and the COP resolution phase are the similar as Benchmark I, but
between those stages another phase is included which consists
of aggregating the data. This operation implies an extra memory
consumption, since the records from the data set must be redis-
tributed among the nodes of the cluster. Fig. 17 shows these results.

Since applying aggregation operators require more memory con-
sumption, these outperform the previous results. It can be checked
both in the values of memory consumed and in the slope of the
trend-lines, which are higher than in the previous case, implying a
worsening in the scalability.

7. Related work

Big Data faces up new challenges [25,31] in how to carry
out optimisation problems with heterogeneous, incomplete, and
uncertain data, besides, to immediate responses for some types of
questions.

The Apache Hadoop project [3] actively supports multiple
projects to extend Hadoop’s capabilities and make it easier to
use. There are several excellent projects to helping in the creation
of development tools as well as for managing Hadoop data flow
and processing. Many commercial third-party solutions build on
their developed technologies within the Apache Hadoop ecosys-
tem. Spark [49], Pig [32], and Hive [45] are three of the best-known
Apache Hadoop projects. All of them are used to create applications
to process Hadoop data. While there are a lot of articles and discus-
sions about which is the best one, in practice, many organisations
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Fig. 16. Each point, triangle and square is the Elapsed Real Time average for five executions. Black continuous line represents the overall Elapsed Real Time of the execution
including aggregations and COP resolutions; black pointed line represents the Elapsed Real Time of the COP resolutions with domain reduction, and red line represents the
Elapsed Real Time of the COP resolution without domain reduction.

use various of them since each one is optimised for specific func-
tionality. Although FABIOLA is not a new Big Data solution, it aims
to be part of the Hadoop ecosystem. FABIOLA provides the neces-
sary components to drive the solution of COPs with distributed data
on a Hadoop-based architecture.

In [54], Zhu et al. present various proposals that solve some of
the challenges for optimisation problems in distributed informa-
tion systems. The proposals focus on the optimisation of systems
performance and three of them combine optimisation problems in
big data environments. First, Zeng et al. [50] emphasised minimis-
ing the cost of renting cloud resources for executing MapReduce
applications in public clouds, and propose a greedy-based schedul-
ing algorithm to tackle this issue. Secondly, Zhou et al. [53]
efficiently distribute data on different devices by considering the
asymmetric characteristics among devices and data. To do that,
they propose a preference model to quantitatively weight the stor-
age performance imbalance when data are distributed on different
devices. Finally, Zhao et al. [52] propose an algorithm to solve the
data allocations under multiple constraints in polynomial time.
However, these proposals are focused on performance optimisa-
tion and not on optimising the results obtained. On the other hand,
Chen et al. [8] present a survey where challenges and opportuni-

ties of Big Data in data-intensive systems are identified. The authors
identified the opportunity to improve decision-making focused on
the customer, for instance, by developing customised products. In
order to do that, the authors identified the techniques and technolo-
gies of Big Data. The authors highlight the need for the application
of optimisation techniques to efficiently process a large volume of
data within limited run times. Several optimisation techniques are
mentioned (cf., Mathematical tools) however they missed out CP
as an optimisation technique.

CP presents a challenge in the scalability by solving some hard
problems. However, CP has been successfully applied in different
domains for solving optimisation problems, such as scheduling
and planning. Although there exist several CP tools, such as IBM
CPLEX Optimisation [23] and ChocoSolver [37] and solutions that
create Constraint Problems according to the constraints extracted
from databases [5,18,19,17,38], none of them provides an inte-
grated solution for a Big Data solution. Big Data provides to CP a
new perspective concerning the size and volume of data, and it
is an excellent opportunity to exploit its possibilities to gain effi-
ciency and optimisation in operational processes [34]. Additionally,
Big Data tackles new challenges [16] dealing with automation of
decision-making that involves several (millions) decision variables

100 Chapter 3. Discussion and Publications



Á. Valencia-Parra, Á.J. Varela-Vaca, L. Parody et al. / Journal of Computational Science 45 (2020) 101180 17

Fig. 17. Memory consumption as the number of COPs scale progressively. Each point represents the average of the total of five executions (Kbytes).

in optimisation of resource consumption, sustainability services,
and finance. Nevertheless, the optimisation problems in CP need
more flexibility and adaptability, since the exploration of heteroge-
neous, enormous and dynamic generation of data requires a quick
adaptation of optimisation problem to more holistic solutions.

DCOPs have been widely tackled in the literature
[15,26,29,48,27,47]. Due to the complexity of the problems
(NP-complete, [7,4]) most of the efforts have been done in a
theoretical way with the proposition of models, algorithms, and
strategies to solve this type of problems. Only ad-hoc applications
[29], heuristic approaches [14,13] or simulators [15] have been
developed for the community to solve those type of problems.
The main challenges in the DCOP solvers are based on overcoming
the massive use of memory needed to run the algorithms and
to manage the highest number of messages exchanged between
nodes. Currently, none approach of DCOPs applied to Big Data has
been identified in the literature.

To the best of our knowledge, FABIOLA is the first approach that
applied Big Data in CP, although various have been the examples
where the necessity to optimise problems with Big Data has been

detected [51,24]. There are seminal works related to the application
of Big Data in CP. Sunny-CP [1,2] is a portfolio of CP-solvers which
can exploit the multicore capabilities of the machines to solve CSPs
and COPs. However, this approach lacks applicability in the context
of Big Data with multiple data sources with a large-scale amount
of data. Cao et al. [6] study how to improve the solution of a large-
scale Integer Linear Programming (ILP) problems employing Big
Data architecture. ILP is a discrete approach compared with CP. The
authors applied ILP to solve traffic flow management. In [28], the
authors propose the application of a CP-based scheduler for a Big
Data architecture. On the other hand, there is an initiative to create
a new language to adapt CP languages for Big Data applications
[40], it is currently a very undeveloped approach with no continued
development.

Other approaches to Big Data and Optimisation techniques
applied to real cases have been studied in [12]. For instance, the
maritime logistics problem is modeled as a constraint problem and
optimisation techniques have been applied although most of the
approaches are focused on machine learning or logic programming
techniques.
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8. Conclusions and future work

Optimisation problems are found in several real-life scenarios.
These optimisation problems become an extraordinary problem
when the data involved are in a Big Data environment, which
implies a massive quantity of information, that is also distributed
and heterogeneous. FABIOLA has been developed to support the
definition and resolution of COPs within Big Data scenarios. FABI-
OLA isolates the resolution of optimisation problems from where
the data are and how the optimal outputs are found. Thanks to this
isolation, the resolution of optimisation problems in Big Data envi-
ronments has never been so simple as with FABIOLA. Internally,
FABIOLA has been provided with a set of operators to query the
optimal information obtained. In order to reduce the computational
time and resources needed to solve the optimisation problems, the
operators are applied to enrich the capabilities of the resolution
of COPs by using the MapReduce operations. Besides, our solution
facilitates the COPs modelling through a user interface, FABIOLA-
UI, that guides the final users through the application. FABIOLA has
been evaluated in real scenarios where the necessity of improving
the billing of thousands of customers by using COPs is essential.
FABIOLA demonstrated to be a scalable and adaptable solution
that improves trivial and stand-alone solutions. However, the most
important results are the incredible improvement regarding the
performance of execution and resource consumption in optimisa-
tion problems. The resolution of optimisation problems in Big Data
environments has never been as simple to model and fast to solve
as with FABIOLA.

As future work, it would be interesting to extend FABIOLA to
support the adaptation of various constraint solvers in the archi-
tecture. On the other hand, FABIOLA can be extended in many
directions, for instance, related to the inclusion of new operators
to optimise the queries.

The possibilities of extends FABIOLA in many directions related
to the operators and other scenarios such as distributed optimisa-
tion problems are desirable.
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a b s t r a c t

Conformance checking unleashes the full power of process mining: techniques from this discipline
enable the analysis of the quality of a process model through the discovery of event data, the
identification of potential deviations, and the projection of real traces onto process models. In this
way, the insights gained from the available event data can be transferred to a richer conceptual
level, amenable for human interpretation. Unfortunately, most of the aforementioned functionalities
are grounded in an extremely difficult fundamental problem: given an observed trace and a process
model, find the model trace that most closely resembles to the trace observed. This paper presents
an architecture that supports the creation and distribution of alignment subproblems based on
an innovative horizontal acyclic model decomposition, disengaged from the conformance checking
algorithm applied for their solution. This is supported by a Big Data infrastructure that facilitates
the customised distribution of a gross amount of data. Experiments are provided that testify to the
enormous potential of the architecture proposed, thereby opening the door to further research in
several directions.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

By means of conceptual models, organisations tend to define
complex business processes that must be followed to achieve
their objectives [1]. Sometimes the corresponding processes are
distributed across various systems, in which the majority of cases
include human tasks, thereby inadvertently enabling the occur-
rence of unexpected deviations with respect to the (normative)
process model. This is aggravated by the appearance of increas-
ingly complex processes, where the observations are provided by
heterogeneous sources, such as Internet-of-Things (IoT) devices
involved in Cyber–physical Systems [2].

Conformance checking [3] techniques provide mechanisms to
relate modelled and observed behaviour, so that the deviations

∗ Corresponding author.
E-mail addresses: avalencia@us.es (Á. Valencia-Parra), ajvarela@us.es

(Á.J. Varela-Vaca), maytegomez@us.es (M.T. Gómez-López),
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(R. Bergenthum).
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3 https://www.fernuni-hagen.de.

between the footprints left by process executions and the process
models that formalise the expected behaviour can be revealed.

One of the major challenges in conformance checking is the
alignment problem: given an observed trace σ , compute an end-
to-end model run that more closely resembles σ . Computing
alignments is an extremely difficult problem, with a complexity
exponential in the size of the model or the trace [4]. Intuitively,
computing an alignment requires a search through the state
space of the model which, in certain cases implies an exten-
sive exploration when the process model is large and/or highly
concurrent.

In order to face the challenge of computing alignments, the
conformance checking community has proposed widely differing
alternatives. Among these, we highlight decompositional tech-
niques, which break the alignment problem into segments, whose
solutions can be composed to reconstruct the final alignment [5–
8]. All these decompositional approaches feature a common strat-
egy which involves decomposing the problem by means of verti-
cal cuts of the process model, and then projecting the traces in
the log accordingly in order to derive subtraces that only contain
events of the alphabet corresponding to each model fragment.
Although, in very particular cases (e.g., well-structured process
models), the aforementioned decompositional approaches rep-
resent a significant alleviation of the alignment problem, they

https://doi.org/10.1016/j.is.2021.101731
0306-4379/© 2021 Elsevier Ltd. All rights reserved.
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Fig. 1. Functional description of the Big Data architecture to compute
alignments.

rely on very stringent conditions (e.g., model fragments should
agree on the alphabet at the frontiers), and provide weak guaran-
tees (e.g., necessary conditions for deriving an alignment), which
hamper them from being applied in general.

In this paper, we step back from the decompositional ap-
proach, and focus on working at a more abstract, architectural
level. As earlier mentioned, normally the complexity of comput-
ing the alignment problem has been addressed by means of the
horizontal and vertical decomposition techniques [9]. We propose
a Big Data infrastructure focused on a specific horizontal decom-
position, which involves the unfolding of process models, and
employing the MapReduce paradigm [10] for the decomposition
and aggregation. At first sight, our functional strategy (depicted in
Fig. 1) will not bring any new ideas to the landscape of decompo-
sitional techniques: the process model is decomposed into a set of
partial models, and traces in the log are projected into subtraces.
These two types of elements are then distributed and their par-
tial solutions are composed to aggregate a final alignment. This
distribution of the problem may facilitate the simplification of
the problem, by splitting the conformance analysis into partial
models (with smaller search spaces) and subtraces across several
nodes (Map), and combining the partial alignments4 obtained
from different algorithms in the nodes (Reduce). The general idea
of applying MapReduce for conformance checking is not new, as is
analysed in the related work section. However, the Big Data [11]
framework proposed in this paper is innovative for the following
reasons:

• A new decomposition is proposed, which differs from the
aforementioned approaches in one important feature: in-
stead of a vertical cut, it is based on horizontal, end-to-end
cuts that can be obtained by what we call acyclic cover,
which originates from a partial order representation of the
initial process model. The horizontal decomposition of the
model limits the search space dividing the model into its
possible execution models, and analysing the alignment
with every trace. However, in the vertical decomposition,
both traces and the model are fragmented, thereby reducing
the search space for each part of the model and each trace
fragment.

• The framework enables the construction, distribution, and
parallelisation of the computing alignment between dif-
ferent nodes in a Big Data environment to be tuned in

4 Partial alignment means the computation of the alignment for a partial
model and a subtrace.

accordance with the features of the problem and the avail-
able requirements. Moreover, the application of heuristics is
proposed to optimise the resolution of the subproblems.

• It enables us to choose and customise the conformance
checking algorithm, by making it possible to compute the
alignment with different techniques. In this case, we have
used the A* algorithm as a classic solution, and the Con-
straint Programming Paradigm [12] as a new solution, in
order to show how different types of alignment algorithms
can be applied in the distributed paradigm.

• The development of a practicable infrastructure based on
Big Data represents a leap forward in the resolution of
conformance checking problems of a more complex nature,
and reduces the resource limitations of the current solutions
evaluated locally.

The paper is organised as follows: Section 2 analyses the
related work. Section 3 includes the necessary foundations to
understand the state of the art and the proposal. Section 4 deter-
mines how the use of Big Data techniques provides mechanisms
for the partitioning and distribution of the computation of the
conformance checking analysis. Section 5 describes how the A*
algorithm and Constraint Programming can be applied to traces
that represent the acyclic horizontal partial models. Section 6
depicts the experiments carried out to evaluate our proposal, and
finally, Section 7 presents the conclusions.

2. Related work

The seminal work in [4] proposed the notion of alignment
and developed a technique based on A∗ to compute optimal
alignments for a particular class of process models. Improve-
ments of this approach have been presented recently in various
papers [13,14]. These approaches represent the state-of-the-art
technique for computing alignments, and can be adapted (at the
expense of a significant increase in the memory footprint) to
provide all optimal alignments. Alternatives to A∗ have appeared
in recent years: in the approach presented in [15], the align-
ment problem is mapped as an instance of automated planning.
Automata-based techniques have also appeared [16,17]. The tech-
niques in [16] (and recently extended in [18]) rely on state-space
exploration and determination of the automata corresponding to
both the event log and the process model, whilst the technique
in [17] is based on computing several subsets of activities and
projecting the alignment instances accordingly. In spite of the
significant progress made, the aforementioned techniques still
have problems in dealing with large inputs.

The work in [19] presents the notion of approximate alignment
to alleviate computational demands by proposing a recursive
paradigm on the basis of the structural theory of Petri nets. In
spite of its resource efficiency, the solution is not guaranteed
to be executable. Alternatively, the technique in [20] presents a
framework to reduce a process model and the event log accord-
ingly, with the goal of alleviating the computation of alignments.
The obtained alignment, calledmacro-alignment since some of the
positions are high-level elements, is expanded based on the infor-
mation gathered during the initial reduction. Techniques using
a local search have also recently been proposed [21]. Although
the approximate techniques can provide solutions where ex-
act/optimal techniques fail, they only provide certain guarantees
for very restricted classes of models.

Against this background, the process mining community has
focused on dividing and conquering the problem of computing
alignments as a valid alternative to this problem, with the aim
of alleviating its complexity without degrading the quality of
the solutions found. Our focus now turns to decompositional
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approaches towards the computation of alignments, which are
more closely related to the research of this paper.

Decompositional techniques have been presented [5–7] which,
instead of computing optimal alignments, focus on the crucial
problem of whether a given trace fits a process model. These
techniques vertically decompose the process model into pieces
that satisfy certain conditions. Therefore, only valid decomposi-
tions [5], which satisfy restrictive conditions on the labels and
connections forming a decomposition, guarantee the derivation
of a real alignment. The notion of recomposition has since been
proposed on top of decompositional techniques, in order to obtain
optimal alignments whenever possible by modifying the decom-
position (typically by merging sets) when the required conditions
are not met [8]. In contrast to the aforementioned vertical de-
composition techniques, our methodology does not require this
last modification of partial solutions, and therefore can provide
a fast alternative to these methods at the expense of losing the
guarantee of optimality.

There has also been related work on the use of partial order
representations of process models for the computation of align-
ments. In [22], unfoldings are employed to capture all possible
transition relations of a model so that they can be used for online
conformance checking. In contrast, unfoldings were used recently
in a series of papers [23,24] to significantly accelerate the compu-
tation of alignments. We believe that these approaches, especially
the latter two, can easily be integrated into our framework.

The work of [18] can also be considered a decompositional
approach since it proposes decomposing the model into sequen-
tial elements (S-components) so that the state-space explosion of
having concurrent activities is significantly alleviated. This work
is compatible with the framework suggested in this paper since
the model restrictions assumed in [18] are satisfied by the partial
models arising from our horizontal decomposition.

Finally, the MapReduce distributed programming model has
previously been considered for process mining. For instance, Ev-
ermann applies it to process discovery [25], whilst [26] applies it
for monitoring declarative business processes.

3. Foundations

We denote ⊥ as the empty set. Let A be a set of elements, and
we denote A∗ as the set of all sequences over elements of A. Let
a, b ∈ (A∪{⊥})∗ be two sequences. We denote a̸⊥ as the sequence
a, but omit all elements ⊥ from a. We write a =̂ b if a̸⊥

= b̸⊥

holds.

3.1. Process models

In this paper, we describe process models and partial models
by means of labelled Petri nets.

Definition 1 (Labelled Petri Net). A labelled Petri net is a tuple
(P, T , F , Σ, ℓ) where P and T are finite disjoint sets of places and
transitions, respectively, F : (P × T ) ∪ (T × P) → {0, 1} is the
flow-relation, Σ is the alphabet, and ℓ : T → Σ ∪ {⊥} is the
labelling function.

Fig. 2 depicts a labelled Petri net. Places are represented by
circles and transitions by rectangles. Every transition has a unique
name and a label on top. Places and transitions are connected in
accordance with the flow-relation.

In Petri nets, there is the so-called firing rule. Transitions of a
Petri net can be fired, thereby changing the state of the net.

Fig. 2. A labelled Petri net.

Definition 2 (Firing Rule). Let N = (P, T , F , Σ, ℓ) be a labelled
Petri net. A function m : P → N0 is a marking of N . We define,
•t : P → {0, 1} as •t(p) := F (p, t), and t• : P → {0, 1} as
t • (p) := F (t, p). A transition t ∈ T is enabled at marking m if
m ≥ •t holds. If transition t is enabled, then transition t can be
fired. In this case, we write m [t⟩. Firing t changes the marking m
to m′

:= m − •t + t•. In this case, we write m [t⟩m′.

We depict a marking by putting black dots, called tokens, in
the places of the marking. For example, Fig. 2 depicts the initial
state of the labelled Petri net. The initial marking only contains
place i once. In this marking, only transition t1, labelled as A, is
enabled. Firing t1 leads to the marking where i does not carry a
token, and both places in the post-set of t1 each carry a token.

Starting at the initial marking, sequentially enabled sequences
of transitions are words of the language of the Petri net. The
related traces of labels are the so-called trace-language.

Definition 3 (Language of a Petri Net). Let N = (P, T , F , Σ, ℓ) be a
labelled Petri net. A marked Petri net is a tuple (N,m0,mf ) where
m0 is the initial marking and mf is the final marking. A sequence
⟨t1, . . . , tn⟩ ∈ T ∗ is a firing sequence. If there is a sequence
of markings ⟨m1, . . . ,mn+1⟩ such that m1 [t1⟩m2, m2 [t2⟩m3, . . .,
mn [tn⟩mn+1 holds, we can write m1 [t1, . . . , tn⟩mn+1.

L(N) := {⟨t1, . . . , tn⟩ ∈ T ∗
|m0 [t1, . . . , tn⟩mf }

T (N) := {σ ∈ Σ∗
| ⟨t1, . . . , tn⟩ ∈ L(N) ∧ σ =̂ ⟨ℓ(t1), . . . , ℓ(tn)⟩}

L(N) is the language of N; T (N) is the trace-language of N .

In Fig. 2, if we assume the final marking where only place f
carries one token, for example ⟨t1, t2, t3, t6, t7⟩ and ⟨t1, t2, t3, t5,
t4, t2, t3, t7⟩ are words of the language, and ⟨A, B, C, F ,G⟩ and
⟨A, B, C, E,D, B, C,G⟩ are the related traces.

3.2. Conformance checking

Event logs record the behaviour observed from the execution
of a business process.

Definition 4 (Trace, Event Log). Let Σ be an alphabet. A sequence
σ ∈ Σ∗ is a trace. A multi-set of traces L : Σ∗

→ N0 is an event
log.

The classic notion of aligning an event log and a process model
was introduced by [4]. An alignment maps a trace of an event
log to a firing sequence of the model. An alignment replays the
trace and the firing sequence simultaneously, where either the
trace, the firing sequence, or both move. Trace and sequence are
allowed to move synchronously only if the label of the transition
matches the event.

We consider the Petri net depicted in Fig. 2 with initial state i
and final state f . By aligning the Petri net to the trace ⟨A, A, B, C,
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D, B, C,G⟩ for instance, we obtain numerous possible alignments,
where moves of the trace are at the top, and moves of the model
are at the bottom of a table.

A A B C D B C ⊥ G
t1 ⊥ t2 t3 t4 t2 t3 t5 t7
A A B C D B ⊥ C G
t1 ⊥ t2 t3 t4 t2 t5 t3 t7
A A B C D B ⊥ C G
⊥ t1 t2 t3 t4 t2 t6 t3 t7

. . .

Definition 5 (Alignment). Let N = (P, T , F , Σ, ℓ,m0,mf ) be a
marked Petri net, σ be a trace of an event log L : Σ∗

→ N0, and
τ ∈ L(N) be a firing sequence. The set

M := {(a, t) ∈ (Σ × T )|ℓ(t) = a} ∪ (Σ × {⊥}) ∪ ({⊥} × T )

is the set of legal moves. An element ⟨(a1, t1), . . . , (an, tn)⟩ ∈ M∗

is an alignment of σ and τ iff ⟨a1, . . . , an⟩ =̂ σ and ⟨t1, . . . , tn⟩
=̂ τ holds.

We define a cost-function to attain a cost for every alignment.
Every move of an alignment adds to its cost, where asynchronous
moves add greater cost than synchronous moves [4].

Definition 6 (Cost-Function). Let N = (P, T , F , Σ, ℓ) be a labelled
Petri net and let L : Σ∗

→ N0 be an event log. Let 0 ≤ δ1 < δ2, δ3
hold. We define the cost-function λδ1,δ2,δ3 : M∗

→ N0 as follows:
for every alignment α = ⟨(a1, t1), . . . , (an, tn)⟩ ∈ M∗, we define

λ(α)δ1,δ2,δ3 := δ1 · |{(a, t) ∈ α | a = ℓ(t)}|
+ δ2 · |{(a, ⊥) ∈ α}|

+ δ3 · |{(⊥, t) ∈ α}|

We fix a cost-function to calculate a so-called optimal align-
ment between a trace of an event log and a process model. An
optimal alignment is an alignment with a lowest cost. In the
previous example, if we define the cost of an asynchronous move
as 1 and the cost of a synchronous move as 0, then the depicted
alignments have a cost of 2.

4. Computing conformance checking with big data

4.1. Overview of the approach

The fundamental problem in conformance checking involves
aligning a trace concerning a process model [3]. This problem,
known as the alignment problem, is a search (which can be highly
time-consuming) to find a model trace similar (according to a
cost-function) to the observed trace. Please refer to Section 2 for
a complete overview of the current approaches for computing
alignments.

Derived from the complexity of the alignment problem, we
present a solution based on the creation of simpler problems that
can be distributed on a Big Data architecture that aims to facilitate
the computation of alignments on a grand scale. In this paper,
we assume both process models and logs can be decomposed
so that we can take advantage of a Big Data infrastructure, and
therefore the fundamental problem of computing an alignment
can be distributed over the infrastructure in a MapReduce fash-
ion [10]. As will be observed see in Section 5, to instantiate
the architecture for a real situation, we build upon our previous
work [12] and the case of a partial order decomposition of a
process model (see Section 4.2). However, while the architecture

presented in this section is not tied to any particular confor-
mance checking algorithm, the decomposition technique must be
based on the extraction of subtraces and the unfolding of a pro-
cess model into partial models through horizontal decomposition.
Other decompositional approaches available in the literature [5–
7] might be employed, but lead to changes in the way in which
the Generate partitions of Problems, Map, and Reduce activities
are implemented. Furthermore, it should be borne in mind that
other decompositional approaches must be capable of forming
partitions so that these can be distributed among the nodes of
the cluster.

In order to determine each of these parameters that describe
how the subproblems are created, distributed, solved, and com-
bined, Fig. 3 summarises the workflow followed in our approach.
Since our proposal is not hooked to a specific alignment al-
gorithm, it has been tested with two very different algorithms
to analyse how the type of conformance technique algorithms
can affect the Map and Reduce stages. In the first phase, the
alignment algorithm is determined, as are the subtraces5 and
partial models. These are obtained through the unfolding process,
which applies a horizontal decomposition technique. Once these
aspects are defined, a subtrace and partial model pre-processing
are needed (see Pre-process traces and partial models) to deter-
mine certain features used in the heuristics for the subsequent
problem distribution. The system is then set up (see Setting pa-
rameters and heuristics) in terms of the number of partitions
(set of alignment subproblems) to be distributed in each node,
the subproblem assignations to each node according to the pa-
rameters obtained from the previous activity, the thresholds of
time used for solving each subproblem, and the threshold of
memory in the nodes of each cluster. When the parameters are
configured, the MapReduce paradigm can be applied following
the following three activities: Generate partitions of problems, Map
— Distribution and compute partitions, and Reduce — Combine
results. These are given in detail in Sections 4.2, 4.3, and 4.4,
respectively. The framework follows the idea of the MapReduce
paradigm as depicted in Fig. 4. The input of the problem is the set
of alignment problems formed of a combination of a subtrace and
a partial model. These alignment problems will be distributed in
different divisions solved in each node, where the Map function is
applied obtaining a map ⟨key, value⟩ whose key is the trace and
the value is the alignment found for the set of traces involved
in this subproblem. All the partial solutions represented by maps
are then combined.

Our framework provides a mechanism to set up the parame-
ters to perform the alignment analysis in a more efficient way.
Therefore, after a solution is found, the parameters (i.e., timeout
and number of partitions) can be adjusted to re-execute the
alignment analysis, thereby reducing the time.

4.2. Generate partitions of problems

As indicated in Section 1, we aim to alleviate the complexity
of a conformance checking problem by dividing a model into a set
of partial models. A partial model covers a part of the behaviour
of the original model. Furthermore, a partial model needs to be
acyclic and conflict-free. Finally, it should be borne in mind that
the approach assumes that partial models are generated through
horizontal decomposition.

5 As the reader will identify later, in this paper we use the term subtrace
to stress the fact that the methodology proposed is general, although, in our
particular explanations, subtraces will be full traces.
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Fig. 3. Workflow of the approach.

Fig. 4. MapReduce for alignment analysis.

Definition 7 (Partial Model, Cover). Let N = (P, T , F , Σ, ℓ,

m0,mf ) and N ′
= (P ′, T ′, F ′, Σ ′, ℓ′,m′

0,m
′

f ) be two marked Petri
nets. N ′ is conflict-free iff (m [t1⟩m′

∧ m [t2⟩) H⇒ m′ [t2⟩ holds.
We call N ′ a partial model of N iff N ′ is conflict-free, acyclic, and
T (N ′) ⊆ T (N) holds. We call a set of partial models {N1, . . . ,Nn}

a cover of N iff
⋃

i T (Ni) = T (N) holds.

In this respect, a partial alignment is the computation of the
alignment of a partial model.

Fig. 5 depicts a partial model of Fig. 2. The depicted marked
Petri net is conflict-free, acyclic, and its trace-language is {⟨A, B,
C, E,G⟩, ⟨A, B, E, C,G⟩, ⟨A, E, B, C,G⟩}. Obviously, this trace-
language is a sub-set of the trace-language of Fig. 2. Fig. 6 depicts
another partial model. In this example, transitions t2 and t5 carry
the label B, while transitions t3 and t6 carry the label C . Thus, the
loop of Fig. 2 is unfolded.

One straightforward approach to splitting a Petri net into a
cover is to calculate its branching process [27]. It is well-known
that the set of so-called process nets of a branching process is
a cover. It should be borne in mind that the branching process
itself can be infinite, but given the maximal length of a trace of
the log, we can always determine a sufficient depth to calculate
an appropriate prefix of a cover for the alignment problem at
hand. In the literature, there is a rich body of approaches to
calculating finite representations of an infinite branching process
in a reasonable time [28].

Fig. 5. A partial model of Fig. 2.

Fig. 7 depicts a prefix of the branching process of the model
of Fig. 2. This acyclic labelled net is able to execute all traces
up to length seven of the original model. It is a prefix because
the looping behaviour of transitions B, C , and D generate infinite
behaviour. In a branching process, a model is unfolded so that
all places have at most one preceding transition, for instance, the
two places (see p5 and p10) behind transitions labelled by E and
F . In Fig. 2, this pair is only one place (see p5). The same holds
for all places before transitions labelled by B and places behind
transitions labelled by D. In the original model, they are just one
place (see p1 in Fig. 2). Thus, conflicts and cycles are unfolded. Ev-
ery connected subnet of a branching process, whereby all places
have at most one subsequent transition, is called an occurrence
net. For example, the set of transitions {t1, t2, t3, t5, t7}, with all
connected places, form the partial model of Fig. 5. Transitions
{t1, t2, t3, t4, t6, t8, t10, t13} are the partial model of Fig. 6.
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Fig. 6. Another partial model of Fig. 2.

Fig. 7. A prefix of the branching process of Fig. 2.

The use of occurrence nets of branching processes constitutes
only one of many possibilities for the horizontal decomposition of
a model. Log-based unfolding [29] and token flow-based unfold-
ing [28] can generate similar decompositions. In the more general
setting of the paper, the set of partial models is required to be
given as a set of acyclic, conflict-free marked Petri nets.

Every trace of a partial model can be replayed by its original
model. Thus, for every alignment of the partial model, there is a
related alignment in the original model that incurs the same cost.
For example, the firing sequence ⟨t1, t2, t3, t4, t5, t7, t6, t8⟩ of the
partial model depicted in Fig. 6 can be replayed by the original
model depicted in Fig. 2 by ⟨t1, t2, t3, t4, t2, t6, t3, t7⟩. Obviously,
related (replayed) alignments have the same cost:

A A B C D B ⊥ C G
⊥ t1 t2 t3 t4 t5 t7 t6 t8
↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑

⊥ t1 t2 t3 t4 t2 t6 t3 t7

If a set of partial models covers a Petri net, then, for every
alignment of the original model, there exists a partial model
covering each alignment. This holds true since the set of partial
models can replay every trace of the original model. An optimal
alignment can be therefore be calculated for the original model
by calculating an optimal alignment for the set of partial models.

The division of the problem into smaller partitions forms the
base of the application of the MapReduce paradigm. It is therefore
necessary to tackle the problem of partitioning an alignment
problem (AP) into a set of subproblems by distributing the set
of traces of an event log and the set of partial models extracted
from a process model. Firstly, and Fig. 3, the process model and
log are decomposed into subtraces and partial models that can
be analysed independently, thereby obtaining the alignment in a
more efficient way.

Definition 8 (Decomposition, Alignment Subproblem). Let AP be an
alignment problem aligning a set of traces Tr = {tr1, tr2, . . . , trn}
to a model M . Let Pm = {pm1, pm2, . . . , pmm} be a cover of M .
We call every element pr ∈ (Tr × Pm) an alignment subproblem.
We write AP = (Tr × Pm) and call (Tr × Pm) a decomposition of
AP into n · m subproblems.

Fig. 8. Partitions and sets of subproblems.

In an ideal scenario with unlimited resources, each alignment
subproblem could be solved independently and in parallel. In
this case, the total run-time needed to solve AP would be the
time spent on the most complex subproblem plus the time spent
combining the partial alignments. Here, we would need as many
nodes as subproblems to process all subproblems in parallel.

In real-life applications, the number of subproblems is much
too high to simply generate a node for every problem. Thus,
subproblems need to share nodes. To control the distribution of
subproblems to nodes, the set of all possible subproblems is par-
titioned into groups of subproblems that share the same features.
Features are made up of the involved trace and partial alignments
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Fig. 9. Activity diagram to describe the Map algorithm.

calculated in other subproblems. How to properly group and dis-
tribute subproblems to calculate solutions efficiently is analysed
below.

Definition 9 (Partitions). Let Tr be a set of traces. We call a
set of disjoint sets of traces {Tr1, Tr2, . . . , Trn} a partition of Tr
if Tr =

⋃n
i=1 Tri holds. Let Pm be a set of partial models. We

call a set of disjoint sets of partial models {Pm1, Pm2, . . . , Pmm}
a partition of Pm if Pm =

⋃m
i=1 Pmi holds. Let Tri be a set of the

partition of Tr and let Pmj be a set of the partition of Pm. We call
pr(i,j) := (Tri × Pmj) a partition of the alignment subproblems.

Partitions pr(i,j) define sets of alignment subproblems. When
each alignment subproblem (Tri × Pmj) is solved, a partial align-
ment is obtained. Figure schematically 8 depicts partitions of Tr
and Pm and the resulting sets of alignment subproblems.

In the next subsection, we will discuss the distribution of
every partition of alignment problems following the MapReduce
strategy [10], which is a programming model to support parallel
computing for large collections of data.

4.3. Map - Distribute and compute alignment problem partitions

The Map function is based on solving smaller problems,
thereby obtaining partial solutions for their subsequent combi-
nation. The algorithm used in the map function is represented
in Fig. 9. It receives a partition of subproblems and creates
a dictionary of partial solutions with default values. For each
subproblem, it then makes a lower-bound estimation for the
possible alignment that can be taken before it is solved. This
estimation is employed to sort the subproblems to solve in the
same partition (sequentially solved). The estimation is obtained
by comparing model and trace: (1) checking the size of the trace
w.r.t. the maximum number of events that can be extracted from
the submodel (e.g., if the trace has 100 events and the longest
trace generated by the submodel is 90, then the alignment (see
Definitions 5 and 6) must be at least 10); (2) the events that
occur in the trace but not in the model and vice versa; and (3)
considering the number of occurrences of events with regard to
the submodel (e.g., if the event A is repeated three times in the
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trace but only twice in the submodel, then the alignment cost
must be at least 1). These values are calculated and aggregated
to generate an estimation as the lowest value that the alignment
can take. If an alignment subproblem discovers better alignment
than the estimation for the same trace, then it is illogical to
evaluate the remaining subproblems with an inferior estimation.
The partition of subproblems is then sorted by estimation in
ascending order. Sorting is crucial for the optimisation of the
execution time since it prevents the alignment process from ex-
ecuting subproblems that would fail to provide an improvement
of the best alignment found up to that moment (see Note 1 in
Fig. 9). If a new alignment is obtained, then the partial solution
associated with that trace is updated if the new alignment value
is better than the previous value (see Note 2 in Fig. 9). Note
that the partial solutions have an attribute called isOptimal. This
will be true when it is possible to guarantee that the solution
associated with this trace is the optimal solution (note that the
notion of non-optimality is introduced due to the existence of a
timeout, which prevents the search space from being searched in
its entirety). If the isOptimal attribute of any of the subproblems
that were executed is marked as false due to the timeout being
reached, then we cannot guarantee that the solution to any
other subproblem associated to that trace is the optimal solution,
because any other subproblem with a better previously executed
estimation value could have returned a better alignment value if
the timeout had not been reached.

In order to illustrate the algorithm, Fig. 10 presents the iter-
ation of the partition presented in Fig. 9. At this point, it should
be borne in mind that the partitions are already sorted by estima-
tion. There are four elements to process, and hence, there are four
iterations. In Iteration 1, the subproblem ⟨tr1, pm2⟩ is processed.
The alignment process is then executed because the estimation
yields a value of 2, which could improve the partial solution found
until the moment (∞). Once the alignment value (6) has been
computed, the partial solution for tr1 ⟨tr1, pm2, 6, true⟩ is stored.
In Iteration 2, we have a similar situation with ⟨tr2, pm1⟩, where
the partial solution is also updated after obtaining an alignment
of 5. However, the timeout was fired, and therefore the align-
ment cannot be guaranteed to be optimal (⟨tr2, pm1, 5, false⟩).
However Iteration 3 does not execute the alignment process nor
update the partial solution previously obtained for tr1, since the
estimation for the subproblem ⟨tr1, pm1⟩ is greater than the best
optimal computed alignment.

In Iteration 4, the same situation arises, and hence the partial
solution formerly found for tr2 is not updated.

4.4. Reduce - Combining alignment problem result

The Reduce phase is responsible for combining the partial
solutions that are generated during the Map phase. Each partition
yielded a set of partial solutions, with the following information:
trace, partial model, alignment value, and an indicator pointing
out whether the solution is optimal or if it is impossible to
ensure that the alignment obtained is the optimal solution. In this
phase, all the partial solutions corresponding to the same trace
are combined, and that with the best alignment value is selected
as the best solution for such a trace.

Fig. 11 depicts the Reduce process, and includes some partial
solutions to show the execution. The proposal is based on the
function known as reduceByKey, which groups data in terms of
the key of the data provided by the map function, and then
applies a function in order to combine the values associated
with each key. For the alignment problem, the Reduce phase
groups the partial solutions with the same key (i.e., with the same
trace), and combines every partial solution in the same group,
thereby obtaining another partial solution. Following the example

of Fig. 11, the tuples of Partial Solutions 1 and 2 are grouped
according to their trace (tr1 and tr2). The tuples in each of these
groups are combined returning a single tuple in each case. The
new obtained partial solution follows the form:

• trace: the trace that was employed to create the groups and
is shared by every tuple in the group.

• partial model: the partial model whose alignment is mini-
mal for that trace.

• alignment: the minimal alignment of every tuple.
• isOptimal: the ∧ combination of the isOptimal values of

every tuple. This means that if it is false for a tuple, then the
other tuples related to the same trace will also be marked
as false, since it is impossible to ensure that the found
alignment is optimal because the problem has not been fully
analysed.

5. Interchangeable solutions for encoding alignment

The MapReduce algorithm presented in the previous section
can be applied to various types of alignment techniques, sub-
traces, and partial models. Several algorithms that have tackled
the conformance checking problem in the context of business
processes (see Section 2 for a full description). In this section, two
such algorithms are included: the A* algorithm as an example
of a classic algorithm developed by other authors [4]; and a
new implemented solution based on the Constraint Programming
Paradigm. These two algorithms have the same objective (i.e., to
discover the alignment). However, we have included the Con-
straint Programming Paradigm since it enables certain special
features to be incorporated, such as restricting the domain of the
possible value where the alignment can be found, and determin-
ing a maximum time of resolution per subproblem that returns
the best solution found up until the timeout.

5.1. Alignment based on the A* algorithm

One of the most relevant solutions to computing alignments
found in the literature is the A* algorithm [4]. It has been suc-
cessfully employed as a feasible approximation to discover the
optimal alignment between the process model and traces [3].
Essentially, the model and trace are combined into a synchronous
product. Fig. 12 illustrates the synchronous product, and presents
the partial model, obtained from a cover (see Definition 7) given
in Fig. 6, and the log trace: ⟨A, B, E,D, C, B, C, F ,G⟩.

The simplest way to compute alignment is to build the reacha-
bility graph (see Definition 7, [3]) from the synchronous product,
and then to deduce the shortest path from the initial mark-
ing to the final marking. However, the construction of the full
reachability graph is not always possible due to the state space
explosion problem. To overcome this problem, the reachability
graph is built in pieces. The A* algorithm is efficiently used (see
Chapter 7.3, Procedure 2 [3]) to compute the shortest path. The
core of the A* algorithm relies on a heuristic function, f (m) =

g(m) + h(m), which guides the search, where g(m) is the cost
of the path from the initial marking to m. For instance, for any
reachable state m, A* must determine h(m) ≤ h∗(m), where h∗(m)
is the shortest path from m to the final marking. There are cases
in which A* fails to compute the alignments since it is highly
complex and time-consuming (e.g., in models with a very high
levels of parallelism [18]).

Our approach integrates the implementation of the A* algo-
rithm provided by the Python library PM4Py.6

6 PM4Py: https://pm4py.fit.fraunhofer.de/.
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Fig. 10. Execution trace of the Map function.

Fig. 11. Execution trace of the Reduce function.

Fig. 12. Example of synchronous product of model and trace.

5.2. Alignment based on constraint programming

The Constraint Programming paradigm is a general-purpose
technique that can be applied to optimise problems. Since the
alignment problem is an optimisation problem that can be dis-
tributed, the incorporation of this new solution in our framework
is considered to be relevant as an evolution of a previous pro-
posal [12]. Moreover, since the alignment computation can be
modelled as a variable and restrictions whose domain can be
bounded, and thanks to the decomposition of the model into
submodels, we consider it relevant to analyse how the former
resolution of subproblems can be used to tighten the possible
domain for the analysis in further resolutions. The partial model,
obtained from a cover (see Definition 7) given in Fig. 6, and the

log trace: ⟨A, B, E,D, C, B, C, F ,G⟩, are used as a running example
to illustrate the encoding based on Constraint Programming. The
partial model can contain concurrent paths, that is, there would
be and-splits that divide the execution into various branches that
can be executed in parallel.

In our approach, the computation of the alignment problem
of a log trace and a partial model is encoded as a Constraint
Problem for the reduction in running time and resources of the
proposal presented in [12]. Thus, the information extracted from
the partial model and the trace, such as the name of transitions,
events, the execution, order and their possible positions, are
translated into variables, constraints, and an objective function
of a Constraint Optimisation Problem (COP). The horizontal de-
composition can ensure that the resulting partial models contain
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or-splits. In fact, this helps reduce the complexity of the COP
regarding the number of restrictions and the number of variables
and the domain of the variables.

5.2.1. Constraint and optimisation problems in a nutshell
Constraint Programming is a paradigm that permits the declar-

ative description of the constraints that determine a problem [30,
31]. Constraint Programming brings together a set of algorithms
to determine the solutions of a problem described.

Definition 10 (The Constraint Satisfaction Problem). (CSP) is de-
fined by a 3-tuple ⟨X , D, C⟩, where X = {x1, . . ., xn} is a finite
set of variables, D = {d(x1), . . ., d(xn)} is a set of domains of the
values of the variables, and C = {C1, . . ., Cm} is a set of constraints.
Each constraint Ci determines relations R between a subset of the
variables V = {xi, xj, . . ., xl}.

A constraint Ci = (Vi, Ri) simultaneously specifies the possible
values of the variables in V that satisfy R. Let Vk = {xk1 , . . ., xkl}
be a subset of X , and an l-tuple (xk1 , . . ., xkl ) from d(xk1 ), . . ., d(xkl )
can therefore be called an instantiation of the variables in Vk. An
instantiation is a solution iff it satisfies the constraints C. The CSP
solvers enable one tuple of instantiation of one, multiple, or all
these values to be sought in accordance with the requirement of
the problem.

An example of its applicability in the alignment context is
given by its representation of the order relation existing in the
models and the traces, as found in Fig. 6. By using a set of
variables to represent the order of the events, and by satisfying
the relative constraints of the activities that appear in the partial
model, the alignment can be encoded in the following CSP.

// Variables
positionA , positionB , positionC . . . in the domain {0..trace.length-1}
// Constraints of the log trace
positionA == 0
positionC == 1
positionB == 2
positionAD == 3
. . .

positionAZ == 14
// Constraints of the partial model
positionA < positionC
positionC < positionAC
positionC < positionAF
positionAC < positionAD
. . .

If the model and the event cannot be aligned, this CSP will
not be satisfied. However, no more feedback regarding the level
of misalignment is provided by the resolution of the CSP. In
this case, a Constraint Optimisation Problem (COP) is able to
ascertain the minimal distance between the partial model and the
log observed since a COP is a CSP that includes an optimisation
function. Only the solution of the CSP that satisfies the optimal
function can be the solution of the COP.

Constraint Optimisation Problems (COPs) have already been
employed to detect the alignment between the expected and
the observed behaviour in model-based diagnosis [32,33], specif-
ically when the behaviour is described by means of business
process models [34–36]. These studies used the concept of reified
constraints as a mechanism to assign a Boolean value to the
constraints included in the model [34], whereby a constraint that
cannot be satisfied during the CSP resolution can be relaxed. Since
the idea is to determine the minimal distance between the model
and the log, these relaxed constraints must be the minimum
number, defined as the objective of the function to be optimised.

Following the previous example, the COP below is created where
the Ref variables relate to the reified constraints.

// Variables
RefA , RefC , RefC . . . in the domain {0..1}
positionA , positionB , positionC . . . in the domain {0..trace.lenght-1}
// Constraints of trace
positionA == 0
positionC == 1
positionB == 2
positionAD == 3
. . .

positionA == 14
// Constraints of the model
RefA ∧ RefC H⇒ (positionA < positionC )
RefC ∧ RefAC H⇒ (positionC < positionAC )
RefC ∧ RefAF H⇒ (positionC < positionAF )
RefAC ∧ RefAD H⇒ (positionAC < positionAD)
. . .

maximize(RefA + RefC + . . . + RefAF )

Although the idea of the COP modelling follows the previous
COP, in the following subsection, we approach the definition
included in Section 3 in relation with a COP to determine the
alignment between a partial model and a log trace.

5.2.2. Constraint optimisation problem for solving an alignment sub-
problem

Our proposal builds the COP from the perspective of the place-
ment of the events in a positional order that satisfies both the log
trace order and that of the partial model. However if this is not
possible, then a number of the constraints are ignored from the
COP firing reified constraints. The structure of the COP is as shown
in Fig. 13.

As defined above, a COP is composed of a set of variables, a
set of constraints, and an objective function. It is important to
take into account the possibility that an event can appear more
than once in a log trace derived, for example, from an unfolding
process. In this case, a relabelling of the events is necessary
to differentiate the variables that represent one or another ,
although some constraints must be included to express that they
can represent the same transition. In detail, a COP is formed of:

• Variables for the Log Events: for each event in the log trace,
two variables are created:

– Position (pos): Integer variable with a domain between
0 and the number of events, that is, all the different
locations of the events. This domain represents all the
possible positions with respect to the partial model. In
the running example, all the variables receive a domain
from 0 to 8 since 9 is the total number of events,
although the event E is not in the partial model and
the transition H in the partial model is not included in
the events.

– Deviation (dev): Boolean variable which represents the
correct or incorrect order of the event according to the
model. Thus, semantically the false value indicates that
the event is aligned with the partial model, and the true
value indicates otherwise. These variables are the key
to obtain the log and model moves in the alignment
calculation as will be seen in the objective function.
These variables are also used to enable/disable the
firing of the reified constraints of the COP.

• Constraints to enforce Log Traces: According to the log-
relation of the events in the trace, the events are enforced
to take those positions. Thus, a set of reified constraints are
built to represent conditions of the position of the events
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Fig. 13. COP for the example of Fig. 6.

with respect to the log trace. For instance, event A occurs
first:

¬A.dev H⇒ A.pos == 0 (1)

In the case where the event does not occur in the partial
model, it is a deviation, and therefore a constraint is in-
cluded to force the establishment of a true value for the dev
variable of the event, as occurs with event E:

E.dev == true (2)

In the case of the repeated events, the COP must evaluate all
the possibilities of occurrence, as in the case of B1 and B2.
The reified constraint must consider the two possibilities, as
follows:

¬B1.dev H⇒ B1.pos == 1 ∨ B1.pos == 5 (3)

• Constraints to Enforce Partial Model Run: These reified con-
straints represent conditions of the position (pos) of the
events with regard to the partial model. The reified con-
straint describes whether an event can be aligned according
to the partial model. According to the flow-relation of the
partial model, we build reified constraints to represent the
related ‘later than’-relations between the occurrences of
transitions. It should be taken into account that, in the par-
tial models used in our proposal, the XORs are eliminated,
and every transition of the model participates in any correct
event log. Therefore, the next constraint is an example of
this type of reified constraint:

¬A.dev ∧ ¬B1.dev H⇒ A.pos < B1.pos (4)

The reified constraint means that if events A and B1 are
aligned with the model, then the value assigned to pos of
event A has to be lower than the values of pos of event B1.
In the case of repeated events (e.g., B1 and B2), extra con-
straints have to be included in order to prevent their occur-
rence at the same position:

B1.pos ̸= B2.pos (5)

When a transition in the model is not supported by the
execution of an event (taking into account that in the partial

model supported by the proposal every transition must be
involved in a correct trace since only and-branches are in-
cluded), constraints related to this transition are not added,
although a misalignment will be included (a model move).
See below for a description of how this is computed.

• Optimisation function: The objective function strives to find
a solution that minimises the number of deviations. The
Boolean variables are considered as Integer, that is, false is
the 0 value and true is the 1 value. As shown in Fig. 13,
the objective function is the minimisation of the sum of all
deviation variables of our problem. Thus, finding a solution
(an assignment) where all the dev variables are fixed as false,
means that every event of the log trace is aligned with the
partial model. In the case where any dev variable is fixed to
true, the alignment will be, at least, the number of dev true
values.

This COP enables the possible deviations between the partial
models and the events to be detected:

• Log moves: The log moves are determined by consulting the
false values fixed in the deviation (dev). If the dev variable
of an event reach a false value, then this event does not
produce a log move. When an event does not occur in the
partial model, this situation is a log move, and therefore this
situation is controlled by forcing the true value in the dev
variable of the event.

• Model moves: Model moves occur when there exists a
transition in the partial model that does not occur in the
log trace. This situation is easy to identify since a partial
model is conflict-free (see Definition 7), meaning that all the
transitions must occur in a partial model run. Hence, this
situation is penalised as a model move by adding one to the
alignment cost function.

Subsequent to the COP resolution, the log and model moves
are known, and therefore the alignment cost function can be
determined as follows:

alignment =

i∑
ei∈Tr

ei.dev  
log moves

+

i∑
ei∈Pm∧ei /∈Tr

1

  
model moves

(6)
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For the example, the COP reached two optimal solutions where
the alignment is equal to 3: one value for the E.dev = true, and
another value due to the C1.dev = true (D.dev = true in the other
equivalent solution) since it is impossible to locate it according
to the log trace, and another value because H does not occur in
the log trace.

The inclusion of the time limit is crucial in Constraint Pro-
gramming since the solvers return partial solutions during its
execution. If the solver is stopped by the time limit, then we have,
at least, the best option found up to that moment, although it may
not be the global optimal since the search space has not been
completely solved.

6. Experiments and evaluation

In order to evaluate our proposal, we have performed vari-
ous tests to compare the distributed approach proposed in this
paper with the classic standalone A* algorithm for computing
alignments. Regarding the distributed approach, two algorithms
are employed for encoding alignments: the A* algorithm and the
COP-based approach presented in this paper (see Section 5). This
section is structured as follows:

• Design of the architecture and the technology stack to sup-
port our framework (see Section 6.1).

• Selection of a set of representative datasets (see Section 6.2)
that includes examples which work better with the dis-
tributed approach proposed in this paper, and examples
which work better with the classic standalone approach. The
configuration of the parameters is also studied.

• Analysis of the approach proposed in this paper, by solv-
ing the alignment subproblems derived from the previously
selected datasets. The distributed approach is compared to
the classic standalone approach (see Section 6.3). For the
evaluation and comparison, the performance is considered
in terms of the Elapsed Real Time (ERT )7 related to the
computation of the alignments.

6.1. Architecture

We propose the use of a three-layer architecture, as shown
in Fig. 14. Additionally, we include information regarding the
technological stack that has been employed to instantiate this
architecture and to perform the experiments.

• Storage Layer. The role of this layer is to store the log and
process model so that these can be accessed by the nodes
that comprise the system. In our particular implementation,
it is based on Hadoop HDFS,8 which is a distributed storage
system.

• Persistence Layer. This layer is intended to store the results
of the alignments. Our implementation relies on the NoSQL
database MongoDB.9

• Computing layer. It is intended to perform the computing
operations related to the generation and distribution of par-
titions and computing alignments. Our implementation is
based on Apache Spark,10 which is a distributed computing
framework that enables users to implement applications for
the distribution of tasks and Big Data processing.

7 The Elapsed Real Time (ERT ) is the time from the start of the execution of
a program to its completion.
8 HDFS: https://hadoop.apache.org/.
9 MongoDB: https://www.mongodb.com/.

10 Apache Spark: https://spark.apache.org/.

The mechanism for the generation and distribution of parti-
tions explained in Section 4.2 has been implemented in Apache
Spark. As mentioned earlier, we have integrated the PM4Py11
platform for the computation of alignments using the A* algo-
rithm. On the other hand, the COPs have been implemented with
ILOG CPLEX12 although other solvers can be applied. Regarding
the architecture of the Apache Spark cluster (i.e., the architecture
of the Computing layer), it is composed of five nodes. Each node
is configured with 16GB of RAM and 4 CPUs. This cluster is
composed of three types of nodes:

• Cluster manager. This is responsible for monitoring and as-
signing resources among the nodes of the cluster. There is
one node entirely dedicated to this task.

• Driver program. This node is responsible for distributing the
tasks among the Executor nodes. Regarding our implemen-
tation, it will schedule the partitioning process by assigning
the partitions and their related tasks to the executor nodes.
In our case, the driver program is configured to use 8 GB of
RAM and 1 CPU by default, and it is run on one of the five
nodes of the cluster.

• Executor nodes. These nodes execute the tasks assigned by
the driver program. They receive the partitions and exe-
cute their corresponding tasks. We configured each executor
node with 8 GB of RAM and 4 CPUs by default. Each of the
four nodes of the cluster hosts one executor.

Both the source code with the implementation of the frame-
work and the datasets used for the experimentation are available
at http://www.idea.us.es/confcheckingbigdata/.

6.2. Setting experiments

Five benchmark datasets have been used for the experiments.
These are composed of a set of files in XES format as event
logs and a set of partial models in Labelled partial order (LPO)
format [37]. For a better understanding, the LPO format is a
simplification but remains compatible with the PNML format. An
LPO represents a run of a place/transition Petri net if it is enabled
w.r.t the net. The events of the LPO modelling transition occur-
rences can fire in the net in accordance with the concurrency and
dependency relations given by the LPO.

The event logs and Petri nets employed to illustrate how our
proposal works with problems of different sizes are extracted
from [20,38,39], whereas the partial models are obtained from
the unfolding of Petri nets. Table 1 summarises the dimensions
of the datasets employed for this evaluation in terms of: (1) the
event logs (number of cases, events, variants, and size); (2) Petri
net (number of places, transitions, arcs, and the Cardoso metric
(CFC) [40]); and (3) partial models (number of unfolded partial
models, number of problems to compute to solve the alignment
problem and size, regarding the number of problems to tackle).

Once traces and partial models are combined, the total number
of subproblems (see Num. of Problems of Table 1) is derived
from the application of the Cartesian product and their required
theoretical storage space. The objective of this table involves
obtaining an estimate of the complexity involved in the solution
of all the problems of each dataset, especially M5 and prGm6,
in which more than five and forty million subproblems must be
solved, respectively. Approximately, the approach must manage
a total of 96 GB and 2.5 TB of data volume, as appear for M5 and
prGm6 in the table. The distribution of the alignment computation

11 PM4Py: https://pm4py.fit.fraunhofer.de/.
12 IBM-ILOG CPLEX: https://www.ibm.com/products/ilog-cplex-optimization-
studio.
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Fig. 14. Cluster architecture.

can imply the transfer of a vast amount of data between the ex-
ecutors, thereby producing a negative impact on the performance.
For this reason, the access to traces and partial models has been
centralised and they are each accessed by a unique identifier.

The main aspects that might influence the performance of our
approach include the setup configuration in terms of the number
of partitions for the set of traces (n), and the number of partitions
for a set of partial models (m). It is crucial to ascertain out the best
setup in terms of the timeout, n, and m, albeit dependent on the
type of problem. These parameters are configured as explained
below:

• Grouping the subproblems from the same trace in a par-
tition helps to reduce the number of subproblems to
solve. The approach is optimised in order to prevent the
execution of subproblems for two reasons: (a) a subprob-
lem is executed iff its estimation of the alignment is lower
than the best alignment value obtained for the subproblem
related to the same trace in the same partition; and (b) the
subproblems are sorted by estimation in ascending order.
In consequence, when any subproblem is not executed for
the aforementioned reason, the execution of the remaining
subproblems related to the same trace are skipped since the
estimation will always be worse. For this reason, a good
setup should concentrate all the problems related to the
same trace in the fewest number of partitions as possible,
but without over-reducing the parallelisation. By setting n
equal to the number of cases in the log, we can assure that
each partition will contain subproblems related to the same
trace. Hence, this parameter is set to: 500 for M2, M5 and
M8; 1265 for CCC20d, and 1200 for prGm6.

• Balancing the number of partitions of alignment sub-
problems. Some alignment subproblems are too complex
and may lead to the formation of bottlenecks in the resolu-
tion of the whole alignment problem. A proper partitioning
might help in preventing such bottlenecks. For instance,
if there is a low number of partitions, it is possible to
take advantage of the factor explained above (i.e., avoid-
ing mixing subproblems generated from different traces).
The drawback of a low number of partitions is that there
could be one or several partitions with a group of complex
subproblems which would disproportionately increase the
workload of certain executors, while simultaneously leaving

other executors idle. The other extreme involves having a
high number of partitions. In such a case, the number of
subproblems to be solved would increase, since it would
not take advantage of the factor previously explained. In
this situation, we assume the rule of thumb to be that the
higher the number of partitions is, the more subproblems
are solved. However, the lower the number of partitions is,
the fewer subproblems are solved, although this situation
may trigger the creation of bottlenecks. Since it is not pos-
sible to know what is the best number of partitions for each
dataset, we will test the following values for m in the tests:
1, 2, 4, 5, 6, 8, 12, and 16.

In addition, for each configuration, 10 executions will be per-
formed, and all the results depicted are the average of those
executions.

6.3. Results of the experiments

This section is organised as follows. First, Section 6.3.1 high-
lights the results obtained from the distributed approach pro-
posed in Section 4. Two algorithms are compared with this ap-
proach: the A* algorithm, and the COP-based approach. Secondly,
Section 6.3.2 compares those results with the classic standalone
approach with the A* algorithm.

The metric we employ in order to measure and compare each
approach is the Elapsed Real Time (ERT )13 for each scenario and
dataset. Each ERT shown in this section comprises the average of
ten executions.

The evaluation is performed by means of an analytic study.
This study includes: (i) graphics which depict how the ERT
evolves as the number of partitions increases; and (ii) an analysis
of the trendline of each dataset. By analysing the slope of each
trendline, we can quantitatively observe how the ERT scales as
the number of partitions increases. For each dataset, if the slope
is positive, it means that the creation of more partitions (i.e., a
better distribution) is not beneficial for that dataset, and the
greater the slope is, the worse it scales. If the slope is negative,
it means that the approach does scale well for that dataset (and
the less steep the slope is, the better it scales). The slope also
enables a comparison between several datasets with the same
configuration.

13 The Elapsed Real Time (ERT ) is the time from the start of the execution of
a program to the end of it.

13
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Table 1
Datasets used for the experimentation.
Dataset Event log Petri net Partial models

Cases Events Variants Size (MB) Places Transitions Arcs CFC Num. of models Num. of problems Size (MB)

M2 [20] 500 8,809 500 2.20 34 34 160 36 102 51,000 509.4
M5 [20] 500 17,028 500 4.2 35 33 156 35 10,545 5,272,500 96,989
M8 [20] 500 8,246 432 2.1 17 15 72 18 4,1590 2,079.5 31,408.733
CCC20d [38] 1265 28,440 732 13.3 45 44 94 47 26 32,890 346.619
prGm6 [39] 1200 171,685 335 41.8 714 335 1644 383 33,457 40,148,400 2,488,254.81

6.3.1. Results obtained from the distributed approach
The chart in Fig. 15a shows the evolution of the ERT increasing

the number of partitions of the set of partial models (m) for the
datasets M2, M5, M8, and CCC20d. For these tests, no timeout
has been established since the A* algorithm can solve all the
subproblems in a reasonable time. Therefore, all the alignments
that have been obtained are optimal. Note that the results for
prGm6 are not in the chart because of the complexity in that
particular case, and it is therefore analysed separately.

In detail, the best ERTs forM5 andM8 have been obtained with
m = 2. From there, the ERTs tend to worsen. If the slopes of their
trendlines are analysed, that for M5 is 0.08, while that for M8 is
0.16. For M2 and CCC20d, the best ERT is obtained with m = 1,
and the slopes of their trendlines are 0.22 and 0.57, respectively.
This means that M5 benefits more from the distribution than the
other three datasets.

As aforementioned, the results obtained for the dataset prGm6
are depicted in Fig. 15b. Due to memory issues arising from the
size of the partitions, it has not been possible to employ values
for m from 1 to 6. For this reason, we have used the following
values for m in this benchmark: 8, 10, 12, 13, 14, 16, 20, and 24.
The best ERT value is obtained for m = 24, with the slope of
the trendline at −1.28. It means that this dataset benefits from a
better distribution, since the ERT tends to decrease as the number
of partitions increases.

From these results, we can conclude that the datasets that
produce a larger number of subproblems more benefit are from a
larger distribution. It is especially noticeable in the prGm6 dataset,
as it has a clear tendency to decrease the ERT when the number
of partitions increases. It should be noted that M5, which also
produces a large number of alignment subproblems, has a slope
of 0.08, which shows better scalability than M8, M2, and CCC20d.

Next, we present the results obtained from the distributed
approach with the COP-based approach. Fig. 15c shows the evo-
lution of the ERT increasing the number of partitions of the set
of partial models (m). Once again, the larger m becomes, the
smaller are the distributed partitions. For these tests, a timeout of
500 ms per subproblem has been established, since the COP is not
capable of solving all the subproblems in a reasonable time if it
is unbounded (note that the datasets which have a large number
of subproblems might contain a high number thereof producing
bottlenecks). Therefore, certain alignments might not achieve the
optimal. In the next section, the percentage of traces per dataset
for which an optimal alignment value is found will be shown
and analysed. Due to the excessive memory consumption by the
COPs, it has been impossible to successfully complete any of the
executions for the prGm6 dataset; hence no results are shown.

Analysing the results for M5 and M8, the best ERT is obtained
for m = 6. The slopes of the trendline for the two datasets are
−3.13 and −1.44, respectively. This shows that the distribution
of the alignment subproblems improve the resolution in terms
of ERT . This is observed when ERT is compared to the previous
results with the A* algorithm, where the slopes for M5 and M8
are 0.08 and 0.16, respectively. However, in absolute terms, the
ERT tends to be higher with the COP solver.

On the other hand, for M2 and CCC20d, the best ERT value is
obtained for m = 1. The slopes of both datasets are 0.02, and

0.06, respectively, which also shows a better scaling than in the
previous case with the A* algorithm. For these datasets, the ERTs
are similar to those obtained with the A* algorithm.

6.3.2. Comparing the A* algorithm in standalone with the distributed
approaches

Fig. 16a presents a comparison between the ERT of the A*
algorithm in standalone, and the best results obtained from the
distributed approach.14 ,15

Fig. 16b depicts the percentage of optimal alignments found
over the set of traces for each dataset. Note that the only dataset
for which the COP-based approach is able to find an optimal value
for all the traces is CCC20d.

In summary, the distributed approach attains better results for
M2, M5, and prGm6 with the A* algorithm, and for CCC20d with
the COP-based approach. The datasets which produce a larger
number of subproblems, in general, gain greater benefits from
a larger distribution (note that the trendlines of M5 and M8
have a negative slope when solved with the COP-based approach,
and a slightly positive tendency when solved with A*). Note also
that datasets with extremely complex models might be solved
in a reasonable time with the distributed approach, as can be
seen with prGm6. However, in certain cases, the application of
decomposition and the distribution of the subproblems fails to
produce the best results. For example, the best results of M8 were
obtained from the standalone A* algorithm. This is due to the
characteristics of the model. An in-depth study into the factors
which make a decomposition worthwhile in terms of ERT could
be performed in the future.

By comparing the distributed approach with A* and the COP-
based approach, we can conclude that the more complex the
algorithm for computing alignments is, the more benefits the
execution attains from a larger distribution. This is justified by the
fact that the slopes of the trendlines tend to be closer to zero or
negative as the time spent by the subproblems increases. It is es-
pecially noticeable in the case of the COP-based approach, which
takes more time per subproblem than does the A* algorithm.

In the light of the results, we can conclude that our approach
to decomposing the alignment problem into subproblems and
their subsequent distribution, in general, achieves better results
in terms of ERT in comparison with the standalone approach.
Finally, we remark that the complexity of the conformance check-
ing algorithm exerts a heavy influence both on the ERT and on the
number of optimal alignments (e.g., the COP-based approach).

7. Conclusion

In this paper, a Big Data framework is provided for the paral-
lelisation and distribution of the conformance checking analysis
disengaged from the algorithm applied. The creation of subprob-
lems that can be solved distributed makes it possible to tackle

14 There are no results for the COP-based approach in standalone since the
COP implementation proposed in this paper was only conceived to be performed
in distributed scenarios.
15 There are no results for the prGm6 and the A* algorithm in standalone
because the PM4Py execution took more than 24 h without yielding any result.
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Fig. 15. Results in terms of ERT for the distributed algorithm (logarithmic scale).

Fig. 16. Comparison between the standalone A* and the distributed A* and the COP-based approach in terms of ERT and percentage of optimal traces.

problems whose complexity could not be approached with local
algorithms. For the decomposition, we have proposed an innova-
tive horizontal technique to build subproblems whose resolution
is based on a map function, and combined by a reduceByKey
strategy, with the improvement of an estimation metric that
prevents the resolution of unpromising subproblems.

The proposed framework includes the capacity of customis-
ing the distribution of models and traces to determine the best
configuration for the distribution of the alignment resolution.
To demonstrate the applicability of our proposal, the framework
has been tested by two alignment techniques: the classic A* ap-
proach and a new approach based on the Constraint Optimisation
paradigm. The analysis of these two options is derived from the

interest in comparing a classic solution with others, such as Con-
straint Optimisation Problems, which enables the domain to be
enclosed and the amount of time available for finding an optimal
alignment value to be limited. Five different datasets have been
used for testing our framework to compare local (standalone)
and distributed solutions, the distributed solution among them,
and the effects of the configuration of the distribution on the
performance. In summary, the framework provides a high degree
of flexibility, since it facilitates the tuning of the parameters that
determine the level of distribution of the subproblems, the appli-
cation of different alignment algorithms, and the applicability of
an estimation of the alignment, before it is computed, in order to
prevent the analysis of unpromising subproblems.

15
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From this analysis of the experiments, it is possible to find
examples where a local solver is more efficient, but for other
examples, the distribution of the problem is more efficient than
the local. By comparing the two algorithms in distributed sce-
narios, it is possible to pinpoint the problem areas where each
algorithm can find a better solution or take a shorter time. This is
why we plan to carry out a more in-depth analysis of the features
of the models and logs in order to characterise the problems in
terms of ascertaining which performs better before computing
the alignments.
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Chapter 4

Conclusion and Future Work

This Chapter concludes this thesis by summarising the main solutions that have been proposed to
achieve the objectives that were traced. Section 4.1 highlights the conclusions of this thesis. Afterward,
Section 4.2 discusses the limitations of the proposals and the possible extensions that could be commited
in the future.

4.1 Conclusion

In this thesis, we have presented innovative techniques to improve three key activities in Big
Data pipelines. These are Data Preparation, Data Quality assessment, and Data Analysis. The
contributions are intended to improve the Big Data pipelines that use optimisation problems
as a mechanisms of Data Analysis to support decision-making processes. Specifically, the
optimisation algorithms that we have improved are exhaustive, which are able to explore the
entire search space and can guarantee optimal solutions. These can become NP-complete,
especially if large amounts of data are involved. Although the Big Data paradigm is ideal for
performing this type of computation, we found a lack of support for these techniques in Big
Data environments. For this reason, one of the three main objectives of this thesis is to develop
solutions to enhance the distribution and computation of Constraint Optimisation Problems
(COPs) and big complex optimisation problems in distributed environments (OBJ 3).

When building Big Data pipelines to use these techniques, we found two problems re-
garding Data Preparation and Data Quality. On the one hand, our case studies required the
transformation of data with complex nested structures, since the COPs used this type of data
as input. In this regard, we found the opportunity to develop Domain-Specific Languages
(DSL) to make Data Transformation processes easier (OBJ 1). However, we realised that poor-
quality data spoilt the results of the Data Analysis. Therefore, we found the opportunity to
develop a methodology to model Data Quality rules and automate the evaluation of data
usability, as well as facilitate their repair (OBJ 2).

To summarise, this thesis is focused on:

1. Improving Data Preparation activities in cases where data present complex and nested
structures (OBJ 1).

2. Improving the evaluation of the Data Quality activity (OBJ 2).
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3. Enhancing the Data Analysis activity by supporting the distribution and computation of
Constraint Optimisation and conformance checking problems in Big Data environments
(OBJ 3).

With respect to the first objective (OBJ 1), we sought to support the Data Transformation
process when complex data structures are involved. As the amount of data available to com-
panies increases, the structure of the data tends to become more complex. However, we found
a lack of support for this type of data structures in traditional Data Preparation tools, since
these solutions tend to support only table-orientated data. We developed the Data Chameleon
framework and DSL. The framework provides the core functionalities, being extensible for
different DSLs. On the other hand, Data Chameleon DSL provides a language to make Data
Transformation easier. As we posed in our contribution, this DSL allows to perform this type
of transformations in a straightforward way, eliminating intermediate abstract operations that
table-orientated solutions require. We managed to solve two case studies that required the
transformation of data with nested structures. This was run in a distributed scenario, where
we studied the scalability of our proposal. We demonstrated that Data Chameleon scales as
well as both the size of the dataset and the nested structures increase.

Within the scope of the first objective, we also proposed a DSL to improve the extraction
of event logs from semi-structured data: The Event Log Extractor DSL (ELE DSL). This lan-
guage is intended to facilitate the extraction and transformation of complex data structures
to produce an event log following the XES format (remark that this format is a standard to
represent event logs and is required by most process mining algorithms). We decided to face
this objective since we noticed a lack of proposals to extract and transform event logs from
semi-structured data sources, which typically involve complex data structures. In our contri-
bution, we solve a real-world case study from Airbus. We enabled the transformation of the
logs from the aircraft manufacturing process, which presented nested data structures.

Regarding the second objective (OBJ 2), we developed a methodology to model Data Qual-
ity requirements in a context-aware way. We proposed a hierarchical structure of business
rules to (i) validate data attributes; (ii) measure Data Quality dimensions; (iii) assess the Data
Quality, and (iv) produce recommendations on the usability of the data. The business rules
are modelled by employing the Decision Model and Notation (DMN) standard. DMN allows
to graphically implement hierarchies of decision rules. The methodology is supported by a
tool (DMN4Spark), that enables to execute decision models specified in a DMN format in Big
Data environments. In summary, the solution automates the generation of recommendations
on the usability of data. We also produced an extension to this methodology in order to give
support to the characterisation of the data usability and the data repair. The cornerstone of
this proposal is what we call usability profiles, a data structure that enables to group records
from the datasets that have similar Data Quality problems. Data repair is based on the cor-
rective actions that can be applied to improve the usability decision associated with a specific
usability profile. Our proposal enables the modelling of a catalogue of corrective actions that
solve the Data Quality problems that are detected in a usability profile. Then, an algorithm
based on constraint optimisation strives to select those corrective actions that minimise the



4.1. Conclusion 125

cost of the data reparation. Both methodologies were tested in a case study that was success-
fully resolved, allowing, on the one hand, to discard those data records that did not meet the
quality levels required in the use case. On the other hand, we were able to detect the most
common sets of Data Quality problems within the dataset, and we found the set of corrective
actions that entailed the least cost.

Finally, the third objective (OBJ 3) is focused on supporting two different types of exhaus-
tive optimisation problem in Big Data scenarios: (i) COPs with distributed data, and (ii) big
complex optimisation problems applied to the conformance checking paradigm. We found
a lack of support for these techniques, which tend to be NP-complete, presenting scalability
issues, especially when large amounts of data are involved. Regarding the COP paradigm, in
the literature, the scalability issue has been faced by distributing the search space. This ap-
proach is called Distributed Constraint Optimisation Problem (DCOP). In our proposal, instead of
distributing the whole search space, we sought to distribute individual COPs and to optimise
the computation by means of querying operators. In this way, the problems can be computed
in groups, generating synergies that enable to bound the search space of the problems within
the same group. This approach is called Constraint Optimisation Problem with Distributed Data
(COPDD). Unlike the DCOPs, the COPDD can be computed by using traditional COP solvers
and algorithms. We developed a tool (FABIOLA) to facilitate the computation of COPDDs
in Big Data environments. In our contribution, we also solved a real-world case study based
on the optimisation of the tariff configuration for the customers of three Spanish electricity
companies. We compared the performance of our proposal with traditional non-distributed
approaches. While the latest demonstrated linear complexity, our proposal was able to reach
under-linear complexity in terms of computation time.

With regard to the computation of big complex optimisation problems, we devised a so-
lution for the particular case of conformance checking techniques, since we noticed a lack of
proposals to solve these problems in scenarios with highly complex business processes and
distributed data. Therefore, we proposed an innovative technique to decompose complex
process models into horizontal runs. This technique is called horizontal decomposition. We de-
signed an algorithm to facilitate the combination of these chunks of the process model with
the traces of the process execution. The proposal offers parameters that can be tuned in order
to optimise the way in which the conformance checking problems are distributed and com-
puted. We developed CC4Spark, a tool that implements this methodology. This allows us to
load either process models or decomposed process models and distributed event logs. Users
can select different conformance checking algorithms to solve the problems. In the bench-
mark, we compared the sequential A* algorithm with parallel execution using CC4Spark. In
the comparison, we include a novel approach to compute conformance checking problems
based on COPs. CC4Spark obtained better results in most of the tests that we performed.

Finally, we would like to highlight that during the development of the artefacts of this
thesis, a set of tools has been produced. These have been tested in real-world scenarios in Big
Data environments, and can be employed in Big Data pipelines through the data processing
framework Apache Spark.
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4.2 Future Work

The contributions of this thesis are subject to extensions and improvements in several areas.
Next, we specify certain areas of improvement for each of the three stages of the Big Data
pipeline on which this thesis is focused. Regarding the Data Preparation techniques that we
propose, the following areas of improvement can be considered.

• Writing Data Transformation queries can be a complex task, especially for non-expert
users. A possible improvement for Data Chameleon could be to automate the trans-
formation of complex data using the by-example paradigm. This paradigm is based
on inferring the Data Transformations to be performed from examples provided by the
user, so that the user only must indicate an example of a record before and after trans-
forming it. The system would automatically look for the transformations that produce
the result indicated by the user.

• Following the previous idea, a possible improvement would be the creation of graphi-
cal interfaces to carry out complex transformations. The way of representing the data
should be customisable by the user. Therefore, the possibility of establishing different
data representation models could be included to facilitate interoperability between dif-
ferent nested levels.

With respect to the Data Quality techniques that have been presented in this thesis, the
following areas of improvement can be considered.

• DMN4DQ only supports record-by-record Data Quality evaluation. Consequently, it
is only capable of detecting Data Quality problems at the record level. For example,
DMN4DQ is not able to detect Data Quality problems derived from duplicate data in
different records. The methodology could be extended in this direction.

• The methodology is closely related to the DMN in order to model decision rules. A
possible line of improvement would be to elevate the level of abstraction of the method-
ology so that it can be implemented through different business and/or decision rule
managers.

• The DMN4DQ+ only enables to repair individual usability profiles. In future devel-
opments of the proposal, we contemplate the possibility of repairing more than one
usability profile at the same time. This could lead to savings in terms of cost and time.

Regarding the Data Analysis techniques that have been proposed related to the compu-
tation of exhaustive optimisation problems in distributed environments, we propose the fol-
lowing areas of improvement.

• A possible extension of FABIOLA, our solution to compute COPs in Big Data envi-
ronments, could be to support optimisation algorithms based on metaheuristics. This
would require raising the degree of abstraction of the proposal.
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• Another line of improvement for FABIOLA could be to increase the number of queries
available to optimise the execution of the COPs. Furthermore, a query catalogue could
be formalised along with the available optimisation operations.

• Our solution to computing a big complex optimisation problem is closely tied to the
conformance checking paradigm. We believe that it would be interesting to elevate the
abstraction level of the proposal and generalise the type of problem that can be solved
with the distribution technique that we have proposed.

• Regarding our solution to compute complex conformance checking problems in dis-
tributed environments, we could carry out a study on optimal configurations based on
the characteristics of the process models and event logs. This would make it easier to
configure our proposal based on the type of problem to be faced.

• The quantum annealing optimisation technique is a field within quantum computing that
has been proven to be capable of solving NP-complete optimisation problems. One
possible area of improvement can be the incorporation of quantum annealing in Big
Data pipelines.
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