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 Predicting the reading difficulty level of English texts is a critical process for 

second language education and assessment. Reading difficulty level is 

concerned with the problem of matching a reader’s proficiency and the 

appropriate text. The reading difficulty level or readability assessment is the 

process for predicting the reading grade level required from an input text or 

document, which corresponds to the reader and to the materials. Students in 

Jordan at their academic levels find obstacles in finding relevant readable 

data for any subject at their levels. This paper is intended to introduce a 

model that foretells the reading difficulty level of a given text in terms of a 

student's ability to read and understand English as a non-native English 

speaker in Jordanian schools. In this paper, Jordanian students were 

classified into four categories according to their knowledge of English. The 

prediction of the reading difficulty level is achieved by using a modern 

statistical model that is situated on the Bayes model. The model compares 

the given text with some standard predefined text that strongly reflects the 

ability to read and understand English text. The accuracy of the proposed 

model was tested using the hold-out method. The overall prediction accuracy 

was 75.9%. 
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1. INTRODUCTION 

A readability or a reading difficulty assessment can be defined as a tool or a model that maps a 

given text to a statistical value matching a difficulty level. The text difficulty level or readability can be 

defined as the ability of a reader to understand a written text in natural language [1]–[4]. Klare [5] defines 

readability as “the ease of understanding or comprehension due to the style of writing”. Readability is 

frequently demented with legibility related to the typeface and layout [6]. Separately, this definition 

concentrates on the writing style more than the issues and this writing style includes content, coherence, and 

arrangement. Similarly, Hargis and her colleagues at IBM (1998), as described in [6], it is stated that 

readability is the “ease of reading words and sentences”, as an attribute of clarity. 

The main objective of readability is to determine whether the text or reading material matches the 

reader’s reading ability level [7], [8]. The main goal of readability research is to find a method, which 

https://creativecommons.org/licenses/by-sa/4.0/
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matches the target reader’s proficiency with a text or a reading passage in the targeted language. As a result, 

this will support language learning skills for the readers and the text providers such as web pages and social 

media applications. In addition, judging the readability of text has many important applications such as when 

performing text simplification or when sourcing reading material for language learners. 

Text difficulty assessment can also provide a basis for assessing whether teaching materials such as 

language tests are suitable for teaching at the current stage, which is helpful to the evaluation of teaching 

materials and improves learning efficiency and teaching quality. In text classification, a language model 

corresponding to a predefined level of difficulty describes each class. The ability to accurately and 

consistently assess the readability level of texts is crucial to teachers, as it allows them to create and discover 

content that meets the needs of students with different backgrounds and skill levels, different algorithms are 

used for text classification, naïve Bayesian algorithm (NB), k-nearest neighbor algorithm (KNN), support 

vector model (SVM), and artificial neural network (ANN). For the last three decades, natural language 

processing (NLP) tasks have been intensively studied such as text classification, image caption, and some 

task-specific translations such as sign language translation, where the need for intelligent systems that precise 

the visual environment and understand the linguistical information become a demand [9]. 

Due to the complexity of data on the internet, a high data dimension challenge arises. To simplify 

the text classification task a data dimension reduction technique is needed with less computing power, shorter 

processing time, and lower error rate. On the other hand, tasks on smaller datasets are simple and can be 

processed by linear models such as the naïve bayes classifier [10]. 

Technically, the reading difficulty level is concerned with the problem of matching between a reader 

and an appropriate text. As described in [11], [12], the difficulty level of a given text that readers can 

understand is (in some measure) determined by the reader’s vocabulary knowledge. The reading difficulty 

level or readability assessment is the process for predicting the reading grade level required from an input 

text or document that corresponds to the reader to understand written materials [13]. Readability evaluation 

measures only the structural complexity (e.g., new word and sentence length) of the written text. It does not 

measure other aspects associated with readability, such as the arrangement of material, content, conceptual 

complexity, or reader characteristics. More than 40 different formulas can be used to carry out a readability 

assessment. Most of them use counts of language variables, such as word and sentence length, to provide an 

index of probable reading difficulty. 

Access to the internet is growing as a valuable source of information and knowledge gaining. In 

Jordan, the Ministry of Education (MOE) and universities are motivating students at different academic 

levels into this new era of knowledge by encouraging students to use the Internet as the main source of 

information. All schools and universities in Jordan have now become well-equipped with computers and 

Internet services. Unfortunately, much of the e-text available on the Internet and the web-based resources are 

in English language. It is well understood that English as a universal language has become the language of 

choice in terms of knowledge and education regardless of the chosen subjects. Moreover, it is worth 

mentioning that English is a foreign language in Jordan. However, it has been noticed that students in Jordan, 

at their various academic levels, find obstacles in finding relevant texts that match their reading skill levels.  

Predicting the reading abilities of Jordanian students was really a troublesome issue. Students in 

Jordan are no longer solely dependent on their books for acquiring the language. Nowadays, almost everyone 

has access to satellite channels, which broadcast in English as well as access to the Internet. However, those 

external resources are not reliable in determining their knowledge of English, and they are often a source of 

hearing rather than reading. This leads to the basis of defining average Jordanian students who tend to rely on 

their books in the process of learning English.  

As in educational environments, one of the top concerns should be the reading difficulty level when 

instructors have the ability to read the text as a teaching resource. To provide a text that is appropriate to the 

student’s level, instructors are advised to check if a given passage can be easy to read using a specific tool by 

its intended readers or the targeted students. Several factors may affect the reading difficulty level of a given 

text. These factors include sentence extent, new vocabulary items, and structural complexity. In addition, text 

readability can be considered as an important factor that affects students’ abilities to read a particular text. 

The purpose of this research is to provide students and instructors with a model that could accurately 

predict and classify the reading difficulty of the retrieved text. This model will allow a search engine to 

retrieve suitable text that matches the user’s reading skills level. Hence, the proper prediction of texts 

according to a student’s level is the major concern of this research. This paper is concerned with providing an 

easily applicable model that could help students and instructors to find the appropriate text that suits their 

reading level. The main contribution of this work is the proposal of the dataset of English text from English 

books in Jordan at different levels. Moreover, we prove the strength of this dataset by experimenting with a 

Bayesian statistical model and achieving high-performance measures. The rest of this paper is organized as: 
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In section 2, literature work is provided. Section 3 describes the applied research methodology. Section 4 

shows the experimental result. Finally, section 5 presents the project conclusion. 

 

 

2. RELATED LITERATURE 

Several proposed approaches in the literature are used to test and predict the readability difficulty of 

a given text. The Flesch-Kincaid test is from the traditional readability tests determined on having a 

sufficiently huge sample size of consistent semantic and syntactic characteristics [14]. Although this measure 

is viewed to be effective with essays or textbooks, it is not as much of efficient for web pages. Some of the 

approaches use the average sentence length and average word length to represent the reading difficulty [15]. 

Other techniques build graphs representation that is used to predict reading difficulty. 

Traditional text classification approaches such as NB and SVM are mostly linear or based on bag of 

words (BoW) representation, which does not consider the position of information of words in sentences. The 

word position in a sequence can be better handled by the convolutional neural network (CNN) solutions since 

they process the input data in sequential order such as the char-CNN approach. Recurrent neural network 

(RNNs) offers another neural network (NN)-based solution for text classification, for a well-designed 

representational vector, the computing unit (or the memory cell) can exploit the word-level dependency to 

facilitate the final classification task. An example of NN-based solution called FastText, which offers a 

performance solution to text classification, while the NN based text classification approaches demand labeled 

data in training [16]. When the text classification tasks demand low-dimensional and high informative data, a 

data dimensional reduction technique that should be used must reduce the input data dimension with a small 

model size at low computational complexity, while maintaining high mutual information between an input 

and its output, which preserves the positional relationship between input elements and do not demand labeled 

training data [17]. 

A data dimension reduction solution proposed by [16] called the tree-structured multi-stage 

principal component analysis (TMPCA) for text classification task. TMPCA is a multistage principal 

component analysis (PCA) in a special form with orthonormal rows transform matrix, which maximizes the 

mutual information between its input and output. A dense network trained on the TMPCA showed a better 

performance than FastText, char-CNN, and long short-term memory (LSTM) in quite a few text 

classification datasets. In NLP, dimension reduction is often required to alleviate the so-called “curse of 

dimensionality” problem. There are many ways to reduce the language data to a compact form, the most 

popular ones are the NN based techniques, however, they are limited in modeling “sequences of words”, 

which is called the sequence-to-vector (seq2vec) problem. The TMPCA method manages dimension 

reduction at the sequence level without labeled training data, while it conserves the sequential structure of 

input sequences, which is beneficial for text classification tasks [17]. 

The RNN has been evidenced as an efficient solution for NLP, where various models have been 

proposed such as the bidirectional RNN, the encoder-decoder, the deep RNN, and extended long short-term 

memory (ELSTM) [18]. Where all models try to solve the sequence-in-sequence-out (SISO) problem. The 

RNN constructs an interior representation of semantic patterns; the memory of a cell gives it the capacity of 

mapping an input sequence of a certain length into such a representation, which serves as a function that 

maps an element in a sequence to the current output. At the cell level of RNN, the LSTM and the gated 

recurrent unit (GRU) are mostly selected by RNN as their low-level building [19]. Dealing with complex 

language tasks that require long memory responses such as sentence parsing. LSTM’s and GRU’s memory 

decay may have a significant impact on their performance, while ELSTM does not suffer from memory 

decay and delivers better results [20]. 

Deep learning multi-modal systems aim to utilize the data in diverse forms on the Internet, which 

handles data of various modalities, such as image caption generation system where it takes its input in the 

form of images and generates its output in form of sentences. In image caption processes such as object 

detection and image segmentation face many challenges, a fast and strong camera’s auto exposure (AE) 

control algorithm was proposed in [21], [22]. In deep learning multi-modal system, a CNN submodule task is 

to process the input image into a multi-dimensional tensor, which is used as a representative feature of the 

input image and then fed into an RNN to generate the descriptive sentence that produced a better translation 

of words in different languages with similar visual appearances, which gives RNNs’ the ability to describe 

the content of images and videos [20]. 

The simple measure of gobbledygook (SMOG) readability formula is a simple method that can be 

used to determine the reading level of the written materials. In [23] the SMOG readability formula is used to 

build a SMOG-based reading level calculator. The SMOG formula starts by counting 10 sentences from the 

beginning of the given passage, another 10 sentences from the middle of the passage, and then counts 10 

sentences from the end. In the second step, the formula counts every word with three or more syllables for 

each of the 30 sentences and then sums the total number of the counted words. Finally, it uses a conversion 
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table to estimate the grade or difficulty level of the passage. The Flesch-Kincaid grade level proposed by [14] 

is similar to what the SMOG readability formula does; however, it gives a number that corresponds to the 

grade level a person needs to have reached to understand a given text. For example, grade level scores of 

eight mean that an eighth grader will be able to understand the text. 

Fog-Index proposed in [24] is another readability measure, and it is defined as one of the  

best-known measures that are used to count the struggling level of reading difficulty for documents. Fog 

Index level indicates the number of education years a reader needs to comprehend a given text material. The 

perfect score is 7 or 8; anything above 12 is classified to be hard for people to read. The index does not take 

into consideration if the written texts or paragraphs are too simple or too advanced for a particular reader. 

Liu et al. [25] proposed and evaluated a SVM technique to automatic recognition of reading levels 

from user interrogations. As outcome of the proposed technique showed that the SVM performs much fitter 

than the standard readability index where it has the ability to carry off acknowledgment accuracy close to, or 

more than, 80% for the 2-category and the 3-category cases. The authors have shown that prospective 

improvements in retrieval performance, especially when searching over the web, can be accomplished by 

matching up the interrogations and documents not only by relevant documents but also by the level selected. 

Moreover, other researchers used a combination of several features. For instance, in [26] Schwarm 

and Ostendorf used SVM to combine features from traditional analyzing level measures, statistical language 

fashions, and different language processing equipment to provide a better approach of assessing studying 

degrees. Other researchers build prediction models and study how the selection of features affects the version 

performance, and they used grade degrees, which indicate the wide variety of years of training required to 

completely recognize a textual content, as a proxy for studying trouble [27]. 

While Zamanian and Heydari [28] provided the readers in this domain with the most frequently used 

readability formulas and the background as well as the pros and cons views toward the use of such formulas. 

An approach was developed by [4] for Arabic language called automatic Arabic readability index (AARI) 

using factor analysis (average chars per word, average words per sentence, average of difficult words, 

number of characters, number of words, number of sentences, and number of difficult words), an 1,196 

Arabic texts where extracted from the Jordanian curriculum in various subjects for elementary classes (first 

grade through tenth grade), then compared with automated readability index (ARI) for English language, 

Lesbarheds index (LIX), and Al-Heeti readability formula for Arabic language.  

Nurhamsih [29] conducted a research study of knowing the ability level in reading text in the 

textbook pronounced whether the reading passages are fitting semantically for the third-year students of 

senior high school (SMA) or not. The research found that the assigned textbook does not fit linguistically for 

the SMA students’ third year in reason; the students have been learning English for nine years. However, 

Srisunakrua and Chumworatayee [30] mixed the levels of readability with the linguistic features of reading 

texts in English textbooks and the Thai National Education English Test, where eight features of linguistic 

features and three readability methods are used as provided by the computational tool Coh-Metrix. The 

results revealed a mismatch in the readability levels and linguistic characteristics. 

Likewise, Yulianto [7] presented a qualitative study that analyzed the English level readability in 

reading passages (Pathway to English 2 Textbook) with the Flesch-Kincaid readability formula using the 

Eighth grade of younger secondary school students. The reported outcomes revealed that only one passage 

was suitable for seven or eighth grade of younger secondary school students but for elementary school 

students there were six passages fit for them. New formulas for readability developed by [31] are situated on 

modern NLP tools for reading comprehension and its rate. The method is rooted on linguistic characteristics 

that represent the abstract and observable description of the reading process, importantly, classic readability 

method is outperformed. 

Zhang in [32] analyzed the readability of a series of course books volumes 1-4 of new target college 

English integrated course from the perspective of vocabulary and syntax to verify whether the compilation of 

the course books obeys the rule of text difficulty development from low to high. The WE Research platform 

was used to analyze the text readability and calculate the average word length and sentence length of the text 

using readability indicators namely Flesch reading ease, Flesch-Kincaid grade level, ARI, Coleman-Lian 

readability score, gunning fog, and the SMOG readability index. 

 

 

3. METHOD 

To achieve the objective of this research, we classified Jordanian students into four categories with 

respect to their knowledge of English. The prediction of the difficulty is achieved by using a modern 

statistical model based on bayes model. The model compares the given text with some standard predefined 

text that strongly reflects the ability to read and understand an English text. The main phases and steps of the 

proposed approach are depicted in Figure 1. 
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Figure 1. The proposed approach 

 

 

3.1.  Building the dataset phase 

The first step of the proposed approach mainly depends on building a relatively acceptable size of 

standard text datasets to be used in the training phase of the approach. Acquiring standard text datasets was 

not an easy task since there are no predefined standard text datasets dedicated for assessing reading difficulty 

level. The problem was in finding some educational resources to be used as a standard dataset that can reflect 

the capabilities and the performance of most Jordanian students in reading English. 

At that time, several questions were raised in mind. For instance, should the research be concerned 

only with students in public schools? what really reflects the performance of students in English? should the 

research be concerned with all Jordanian students, or is it enough to consider the average students? in 

addition, if we are going to do so, how is the proposed method going to define the performance and reading 

capabilities in English for an average student? should we make two separate models for students of public 

and private schools? on top of that, are all students in private schools having the same performance in 

English? the answers to these questions were the key to establish a scheme in building the model. 

Mainly, Jordanian schools can be classified into three major categories with respect to the English 

curricula: 

− Public schools: These include schools of the MOE, United Nations Relief and Works Agency for 

Palestine Refugees (UNRWA) schools, and schools of military forces. All these schools use the 

curriculum of MOE without using any additional resources in learning English as a second language. 

Bear in mind that MOE has achieved a considerable leap in teaching English in its schools since it has 

introduced English curricula into the first grade. 

− Private schools use the curriculum of the MOE as the main resource for teaching English, whether alone 

or with other resources. 
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− Private schools that consider English as a language of instruction in all subjects like science, math, and 

history. 

Most students in Jordan attend public schools whereas private schools do not contribute a significant 

percentage of all schools in Jordan. Therefore, the English text of the private schools of the third category is 

discarded. All the points mentioned above directed us to use the MOE English textbooks as the main source 

for building the standard text dataset. The documents used in the training phase of this research have been 

collected from four groups of schools. 

− Group 1: This group represents elementary schools, which include the first six classes of the school. In 

this category, we encountered a few problems; some were related to the books themselves. There were 

not enough texts or articles to be used in the standard model. Most of the pages are composed of pictures 

with only a few comments either under the picture or next to it. Short songs and conversations, which 

were poor in the number of words, have dominated on a significant number of pages. Some of the lessons 

were also dedicated to letters and simple words and the way of dictation and pronunciation. However, 

every single word was used even if it was not in the context of a sentence, a conversation, or a song. At 

the end, 52 documents were collected for this group. 

− Group 2: This group represents the mid-schools, which includes the seventh, eighth, and ninth classes of 

the school. All words that did not fall into a meaningful sentence were eliminated along with headlines 

and exercises. 40 documents were collected for this group. 

− Group 3: This group represents the high schools, which include the tenth, eleventh, and twelfth classes of 

the school. At the end, 27 documents were collected for this group. 

− Group 4: This group represents graduate and undergraduate students at Jordanian universities. The chosen 

textbooks were randomly selected from the textbooks used by students of different disciplines. At the end, 

20 documents were collected for this group. 

The above grouping of students is not random; it was found that students at a certain level as in 

elementary level, or high school perform in a very similar way in reading English texts. For example, one 

cannot make a clear distinction between the students of the eighth and the ninth class. Therefore, to decrease 

the bias and increase the objectivity of the research, the above classification was adopted.  

Some arguments have been raised regarding classifying university students into the same group, 

whether they are graduate or undergraduate students. Again, the bulk of students were undergraduates, and 

there should not be much difference between their English reading capabilities, that is why the decision was 

to merge them into one category. Jordanian universities may differ in their curricula and teaching methods, 

this research has focused only on Yarmouk University students as a representative university for all 

universities of Jordan. 

The trend of decreasing the number of documents going from groups 1 to 4 was not random. The 

number of words in each document was the main determinant factor for such a trend. It was noticed  

that as the model goes from groups 1 to 4, the number of words in each document increases. Since the 

proposed approach is concerned with the total number of words and frequency of occurrence for each word, 

therefore such a trend was followed to decrease the bias of having very large documents containing a large 

number of words in any group. The total number of words and documents for each group is illustrated in 

Table 1. 

 

 

Table 1. The number of words for each group 
Group Number of words Number of documents 

1 8751 52 

2 8763 40 

3 8460 27 
4 12217 20 

 

 

3.2.  The data preparation phase 

The data preparation consists of several steps, which can be summarized as: 

Step 1: Tables generation. The texts were categorized according to the four different groups and built one 

table for each group contained the English word extracted from MOE English textbooks. A second 

table was generated to contain the word and frequency of each word in each grade. A third table was 

generated to contain every word probability in each grade that will be described in step 4. Then the 

tables were used as standards to build a dataset that contains the data to be compared with. 

Step 2: Counting word frequency: As mentioned in step 1 the project counted the word frequency in each 

grade and saved it in a new table and counts the total number of words in each group. 
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Step 3: Data preprocessing. Preprocessing consists of several processes such as tokenization, stop words 

removal, and stemming. The first and primary data preprocessing step for many text classifiers is to 

delete the stop words, but in this research in the lower grades (G1, and G2), stop words (like “in”, “a”, 

and “an”) make up most token occurrences -as you can see in Figure 2 and deleting them may present 

bias. We, therefore, decided not to delete stop words. 

The second step is to remove all words that have a frequency less than 2 because we did a 

smoothing technique that will be described later. The third step is stemming, but in this project, the 

root of the words makes the majority of the token’s occurrence. For example, when it is said 

“become” it will refer to be of grade 2 or grade 1 more than grade 4 but when it is said “became” as 

you can see in Figure 3 it will refer to be of grade 4 more than grade 2 or grade 1, that the simple word 

would occur in lowest grades models, so stem the word to its root may introduce bias. Table 2 

describes the total number of words for each group after the data preprocessing step. 

 

 

  
 

Figure 2. Stop word “a” probability and how it 

differs over all groups 

 

Figure 3. The word “became” probability and how it 

differs over all groups 

 

 

Table 2. The number of words for each group after data preprocessing 
Group Number of words 

1 8530 
2 8428 

3 7886 

4 11499 

 

 

Step 4: Computing word probability. A new table was created to save the probability of each word in each 

group; by dividing the number of occurrences of every word in each group by the total number of all 

words in each group as in (2). 

 

𝑝(𝑤|(𝐺(𝑖)) =
𝑓𝑟𝑒𝑞

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑙𝑙 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛(𝐺(𝑖))
 (1) 

 

where, 𝑃(𝑤|𝐺 (𝑖)) is the possibility of the word for each grade model, 𝑓𝑟𝑒𝑞 is the frequency of the 

word (word counting in each grade), total number of all words in 𝐺(𝑖) is the number of tokens (words) 

in a specific grade, and 𝐺(𝑖) is a specific grade model and 𝑖 varies from 1 to 4. 

 

3.3.  Prediction phase 

The prediction phase consists of several steps, which can be summarized as: 

Step 1: Reading user text: taking the passage (T) from the user. 

Step 2: Text tokenization: text tokenization is one of the Text-preprocessing methods that is a sensitive step 

where text is prepared before the mining process [33], [34]. Text tokenization process eliminating all 

quotation marks (“ ‘), punctuation marks (?,.,!...) and numbers also converted all capital case letters 

into small case letters (BOOK to book). The words in the user text are taken separately and the 

frequency of every word that the user entered is calculated.  

Step 3: Computing every word’s weight-the approach calculates the weight of every word in every grade 

according to mathematical equations, which will be discussed in detail later. If the word entered by the 

user was not found in our training dataset, then we use a smoothing technique. Smoothing is an 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 13, No. 4, August 2023: 4441-4451 

4448 

unsophisticated method would assign the words that do not exist in the model a possibility of zero that 

is obviously low if they have even an inaccessible chance of taking place in the underlying language. 

The project has modified a step that could expand the accuracy of the project estimation, which is 

called smoothing. In the grades in which the word does not occur, the project will give the word a 

constant value. The given constant value is calculated by a logical step. The lowest log likelihood of 

the probability value for words in all grades was found to be -3.75 (Ex. Word “blind” in group 4 has a 

probability 0.0001739 then the log likelihood is -3.75). The logic step is by multiplying the lowest 

probability value by two and giving the word not existing in the grade a value near to it, which is -7.  

Step 4: Prediction-In this step, we used the Bayesian multinomial NB algorithm. As mentioned in [35], the 

classifier variant is one of the multinomial NB that is used for multinomial distributed data along the 

lines of the ones encountered in the text classification or prediction. It is fast, easy to implement with 

suitable preprocessing and it is competitive with complex models. The model is rooted on an easy 

classification structure. Assume text passage T, the project predicts the semantic complexity of T 

comparative to a specific level of category Gi by computing the log-likelihood in which the words of 

that passage T were created from a representative language model of category Gi. The project 

computes this log-likelihood individually for the four grades, which correspond to the four Jordanian 

main grades. The reading difficulty of passage T is then estimated as the category level of the 

language model most likely to have generated the passage T. As in [15] we define a generative model 

for a passage text 𝑇 using the following: i) choose a grade model 𝐺𝑖 according to a prior 

distribution𝑃(𝐺𝑖); ii) choose a passage length 𝐿 in tokens according to the distribution 𝑃(𝐿|𝐺𝑖); and 

iii) suppose a “bag of words” model for the passage, the 𝐿 tokens from’s multinomial distribution 

based on the “naïve” assumption that each token is independent of all other tokens in the passage, 

given the language model 𝐺𝑖.  
The probability of 𝑇 given model 𝐺𝑖 is therefore: 

 

𝑃(𝑇|𝐺𝑖) = 𝑃(𝐿|𝐺𝑖). 𝐿! ∏
𝑃(𝑤|𝐺𝑖)𝐶(𝑤)

𝐶(𝑤)!𝑤𝜖𝑇   (2) 

 

where 𝐶(𝑤) is the count of type 𝑤 in 𝑇. We want to find the most likely 𝐺𝑖 given the passage, or 

equally, the 𝐺𝑖 that maximizes 𝐿(𝐺𝑖|𝑇) = 𝑙𝑜𝑔𝑃(𝐺𝑖|𝑇). We derived 𝐿(𝐺𝑖|𝑇) from (2) via Bayes’ rule, 

that is: 
 

𝑃(𝐺𝑖|𝑇) =
𝑃(𝐺𝑖)𝑃(𝑇|𝐺𝑖)

𝑃(𝑇)
 (3) 

 

Then we make two assumptions: i) all grades are equally likely a priori, and therefore 𝑃(𝐺𝑖) = 1/𝑁 

where 𝑁 is the number of grades; ii) the passage length probability 𝑃(𝐿|𝐺𝑖) is independent of grade 

level. By substituting (2) into (3), simplifying, and taking logarithms, we obtain  

 

𝐿(𝐺(𝑖)|𝑇) = ∑ 𝐶(𝑤)𝑤𝜖𝑣 𝑙𝑜𝑔𝑃(𝑤|𝐺𝑖) + 𝑙𝑜𝑔𝑍 (4) 

 

where 𝑙𝑜𝑔𝑍 represents passage length and the prior 𝑃(𝐺𝑖), which, according to our assumptions, do 

not influence the prediction outcome and may be ignored. The sum of the weight of the words is 

computed for every grade, and the higher sum value represents the nearest grade to the text.  

 

 

4. RESULTS AND DISCUSSION 

To evaluate the proposed prediction approach, the hold-out method was adopted. It is an approach 

used to predict the accuracy of the prediction model. In hold-out method, dataset (D) is split into two disjoint 

datasets. The first dataset (D1) constitutes 70% of the collected text documents and it is used as the training 

dataset that is used to build the prediction model. The second dataset (D2) constitutes 30% of the documents 

and it is used as a testing dataset to evaluate the prediction model. The overall accuracy is around 76% and 

we summarized the accuracy for each group in Table 3. To analyze the result more, we show in Table 4 the 

confusion matrix of the model that represents counts of words from actual and predicted values. 

From this table, we can calculate the precision, recall, and F1 Score for each grade as in (5) to (7): 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝐺𝑖) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙(𝐺𝑖) =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (6) 
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𝐹1 𝑆𝑐𝑜𝑟𝑒(𝐺𝑖) = 2 ∗ 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (7) 

 

where, Gi is a specific group model and i varies from 1 to 4, true positive (TP) is the number of words that 

were actually in group i and predicted to group i (to the same group), false negative (FN) is the number of 

words that were actually in group i and predicted as not in group i (not the same group), and false positive 

(FP) is the number of words that were not actually in group i and predicted as in group i (the same group).  

 

 

Table 3. The prediction accuracy for each group 
The Group Accuracy 

Group 1 65 % 

Group 2 76 % 
Group 3 75 % 

Group 4 81 % 

 

 

Table 4. The confusion matrix 
Predicted 

Actual 
Group1 Group2 Group3 Group4 Total number of words 

Group1 352 69 55 68 544 

Group2 94 726 78 57 955 
Group3 86 77 683 62 908 

Group4 93 75 72 1041 1281 

 

 

We show in Table 5 the precision, recall, and F1 score for each group. From this table, we note 

relatively high measures for different measures. The F1 Score reflects both precision and recall and it reports 

high values with an average of around 74%. Moreover, there is stability of it across different classes. 

 

 

Table 5. Precision, recall and F1 score for all groups 
Measure 

Group 
Precision Recall F1 Score 

Group1 56 % 65 % 60% 

Group2 77% 76% 76% 
Group3 77% 75% 76% 

Group4 85% 81% 83% 

Average 74% 74% 74% 

 

 

5. CONCLUSION 

The main purpose of this research is to build a statistical model that can be used to predict the 

reading difficulty level for a given text or paragraphs into different grades. The statistical model has been 

built using the Jordanian English textbooks. The conducted experiments showed that the proposed approach 

could predict the reading difficulty level of a given text with acceptable accuracy that suits the targeted 

audience. In addition, in this research, we built and utilized a novel graded corpus of texts collected from the 

English textbooks used in Jordanian schools. This corpus can be used for further research in reading 

difficulty level prediction using other methods. From our experiments, we noted high-performance results of 

the proposed model with an accuracy of 75.9%, precision of 73.7%, recall of 74.2%, and F1 score of 73.7%, 

and these results prove the strength of our proposed model. 

As a future work and to further enrich this area of research, it is recommended that more books and 

more text types and genres be used in the experiments. Moreover, it is advised to use methods for feature 

selection. In addition, we plan to experiment with other popular classification models. It would be of much 

value to embed this work in a web-based search engine so that users can choose both the query and the 

difficulty level of the results arrived at in their search. 
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