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 In the process of bankruptcy prediction models, a class imbalanced problem 

has occurred which limits the performance of the models. Most prior 

research addressed the problem by applying resampling methods such as the 

synthetic minority oversampling technique (SMOTE). However, resampling 

methods lead to other issues, e.g., increasing noisy data and training time 

during the process. To improve the bankruptcy prediction model, we propose 

cost-sensitive extreme gradient boosting (CS-XGB) to address the class 

imbalanced problem without requiring any resampling method. The 

proposed method’s effectiveness is evaluated on six real-world datasets, i.e., 

the LendingClub, and five Polish companies’ bankruptcy. This research 

compares the performance of CS-XGB with other ensemble methods, 

including SMOTE-XGB which applies SMOTE to the training set before the 

learning process. The experimental results show that i) based on 

LendingClub, the CS-XGB improves the performance of XGBoost and  

SMOTE-XGB by more than 50% and 33% on bankruptcy detection rate 

(BDR) and geometric mean (GM), respectively, and ii) the CS-XGB model 

outperforms random forest (RF), Bagging, AdaBoost, XGBoost, and 

SMOTE-XGB in terms of BDR, GM, and the area under a receiver operating 

characteristic curve (AUC) based on the five Polish datasets. Besides, the 

CS-XGB model achieves good overall prediction results. 
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1. INTRODUCTION 

The bankruptcy prediction model has become an important tool because it has an impact on many 

players, such as fund managers, financial market planners, investors, stockholders, employees, customers, 

and the nation. The purpose of bankruptcy prediction is to learn a classification model to predict whether an 

enterprise will go bankrupt or not in the future [1]. The bankruptcy prediction model has been used to 

minimize the suffering of bankruptcy. For example, i) when a firm requests a loan from a lender, the lender 

needs to know that the borrower can either repay the loan or go bankrupt and ii) before making an investment 

in the stock of a firm, investors always worry about the bankruptcy of the company, which may cause a loss 

of all investments [2]. 

https://creativecommons.org/licenses/by-sa/4.0/
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There are different challenge issues in the bankruptcy prediction task. Firstly, a class imbalanced 

problem often occurs in the task. It has received great attention in recent research on machine learning. 

Resampling techniques, i.e., oversampling and under-sampling, have been utilized to deal with the class 

imbalanced problem. The resampling techniques change the nature and size of the datasets before the 

learning process started. Most of the research tackled the class imbalanced problem by applying resampling 

techniques. For example, He et al. [3] and Sun et al. [4] tackled a class imbalanced problem in credit scoring 

by using different imbalance ratios for resampling data. Namvar et al. [5] and Moscato et al. [6] applied the 

random under sampling (RUS) technique to form a training set for constructing a credit scoring model. That 

research achieved good prediction results. However, using resampling techniques leads to several inevitable 

major limitations that adversely degrade the performance of classification models. For example, model  

over-fitting, the problem of information loss after under-sampling, and computational cost during the 

resampling process.  

Secondly, prior research considered the improvement of model accuracy without thoroughly 

considering the detection of minority data. For example, Dželihodžić et al. [7] proposed a bagging neural 

network model, Guo et al. [8] improved the linear discriminant analysis model, Goh et al. [9] optimized the 

hyper-parameters of random forest (RF) to form a model, and Garcia et al. [10] proposed a bagging decision 

tree model. The prior research outperformed on overall accuracy and the area under the ROC curve (AUC). 

However, they were unsuccessful in predicting the minority data, which is more economically important 

[11], [12]. Smiti and Soui [13] proposed a bankruptcy prediction model by using an auto-encoder and the 

synthetic minority oversampling technique (SMOTE)-based technique. However, the studies only used AUC 

to evaluate the model’s performance, which is insufficient because other indicators, such as the bankruptcy 

detection rate (BDR) and geometric mean (GM), may be low, as in other recent studies [3], [10]. Thus, the 

minority data should be given more consideration, and the models should be measured by suitable indicators. 

Extreme gradient boosting (XGBoost) is a powerful algorithm for business failure prediction as well 

as other domains. Pawełek [14] improved company bankruptcy prediction by applying quantile range outliner 

removal and XGBoost. Yotsawat et al. [15] improved the performance of a credit scoring model by using 

XGBoost with Bayesian hyper-parameters’ optimization. However, those studies ignored the class 

imbalanced problem. Jabeur et al. [16] found that the combination of a feature selection method and the 

XGBoost algorithm can improve the performance of bankruptcy prediction models. However, the research 

adopted resampling methods to address the imbalanced issue, which led to other problems as described 

above.  

Cost-sensitive learning is one of the approaches to dealing with a class imbalanced problem. There 

are only a few articles discussing the cost-sensitive learning in bankruptcy prediction. Ghatasheh et al. [11] 

proposed a bankruptcy model and addressed a highly imbalanced data distribution of firms in Spain by a 

cost-sensitive ensemble. Siers and Islam [17] implemented a cost-sensitive learning by manipulating 

predictive threshold’s moving manner for software defect prediction. Different from Ghatasheh et al. [11] 

and Siers and Islam [17] works, this study implements cost-sensitive learning by minimizing the overall 

misclassification error through the training process, which still needs further investigation.  

Based on the above considerations, this study proposes a bankruptcy prediction model by using the 

cost-sensitive XGBoost (CS-XGB) in the context of a class imbalance problem. The performance of the 

proposed model is measured by accuracy (Acc), AUC, specificity (Spec), BDR, GM, and F1. The 

contributions of this study are as: i) the proposed model solves a class imbalanced problem in bankruptcy 

datasets without requiring any complex resampling processes. Experimental results illustrate that the CS-

XGB can improve the BDR; ii) compared with the SMOTE-XGB, which employs SMOTE to address the 

imbalanced problem before creating the XGBoost model, the CS-XGB not only avoids the training time and 

space during the oversampling and training process, but also provides high performance; iii) this study 

compares the proposed approach with the existing state-of-the-art techniques used for bankruptcy prediction 

to confirm the performance of the proposed approach, e.g., RF, bagging, AdaBoost, XGBoost, and  

SMOTE-XGB. As justified by the empirical study, the proposed approach achieves high predictive 

performance and provides the best results in terms of BDR and GM. 

The rest of the paper is organized as: section 2 describes the theoretical background used in the 

study. Research methodology is illustrated in section 3. The experimental results are discussed by comparing 

models in section 4. The paper is concluded in section 5. 

 

 

2. THEORETICAL BACKGROUND 

2.1.  Classification methods  

Classification is a major task for predicting the health of firms. We evaluated the performance of the 

proposed CS-XGB with other five ensemble methods, including RF, bagging decision tree (Bagging-DT), 
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Bagging neural network (Bagging-NN), AdaBoost decision tree (AdaBoost-DT), and XGBoost. In addition, 

the classic and popular oversampling method, namely SMOTE, is applied to the training set for constructing 

SMOTE-XGB. The experiment’s main objective is to determine the most effective classification model for 

bankruptcy prediction. These ensemble models used for evaluation are based on four ensemble mechanisms: 

bagging, random forest, AdaBoost, and XGBoost. 

Bagging: different weak based learners are produced from various bootstrap samples taken from the 

training dataset. A bootstrap sample, also known as sampling with replacement, is a sample taken from the 

training dataset in which a sample may occur more than once. The majority vote prediction for the classes 

across all of the predictions provided by the based learners is used to make the final predictions [18]. 

Decision tree (DT) is a popular algorithm used for based learners in Bagging because it is sensitive to 

different training sets [4]. 

RF: from bootstrap samples taken from the training dataset, RF creates a large number of decision 

trees. In contrast to bagging, RF also selects a subset of input attributes at each point when the trees are split. 

By this way, each decision tree in the ensemble is forced to be more different [19]. 

AdaBoost: AdaBoost combines a number of weak classifiers to get a stronger one. To do this, a 

model is created using the weighted training data, and the instances that are difficult to classify are given 

more weight than the instances that can be correctly classified. Subsequently, a second model is created that 

tries to correct the error of the first model. The weak learners’ predictions are voted on by a majority, 

weighted by each learner’s accuracy, to determine the final predictions [20].  

XGBoost: XGBoost method is based on the gradient boosting framework, which combines DT and 

gradient boosting [21]. The residual of a base DT classifier is used in the next DT classifier at each step of 

the training process to enhance the objective loss function. The XGBoost technique decreases modeling 

complexity and avoids the issues associated with overfitting problem. Finally, the aggregate of all trees 

generates the final output. Recently, the XGBoost method is a decision tree ensemble method that has been 

used in a variety of classification and regression problems. 

 

2.2.  Cost-sensitive XGBoost 

The main concept of the CS-XGB is that the error generated by a positive sample (Bankrupt) of a 

misclassified class (predicted as healthy) is given a bigger weight in the loss function of the algorithm, so that 

positive samples receive more attention throughout the learning process [22]. Table 1 illustrates a cost matrix 

based on two-class classification tasks. True positive (TP) and true negative (TN) represent the correctly 

classified samples by the model, while false positive (FP) and false negative (FN) represent the test results 

that are wrongly classified by the model.  

In general, the extra loss is on the FN due to it can cause a vast damage. In the cost-sensitive 

manner, only misclassification cases are considered. Let c00=c11=0, c01=1, and c10=a(a>1), the (1) illustrates 

the loss function with a cost-sensitive factor: 

 

𝐿𝑎 = − ∑ [𝑎𝑦𝑖 log(�̂�𝑖) + (1 − 𝑦𝑖) log(1 − �̂�𝑖)]𝑛
𝑖=1  (1) 

 

where L represents the cross-entropy function which is the default loss function of XGBoost, a represents the 

cost-sensitive factor, yi is the true label, and �̂�𝑖 represents the output of raw prediction after applied the 

sigmoid activation.  

 

 

Table 1. Cost matrix for two-class classification 
 Actual class 

Bankrupt (Positive) Healthy (Negative) 

Predicted class Bankrupt (Positive) TP (cost=c11) FP (cost=c01) 

Healthy (Negative) FN (cost=c10) TN (cost=c00) 

 

 

2.3.  Assessment criteria  

Six criteria were adopted to evaluate the quality of the models: Acc, Spec, BDR, AUC, GM, and F1. 

We focus on the improvement of BDR with competitive overall performance because the higher BDR 

reflected in the model can prevent bankruptcy situations. The six criteria are derived from TP, TN, FP, and 

FN.  

The Acc indicates the overall true predicted class across entire classes. Due to the class imbalanced 

issue, the Acc value by itself, however, cannot reflect model performance. It simply reflects the dataset’s 

total prediction accuracy, which can be dominated by majority samples. The Spec and BDR measure the 

percentage of TN and TP that the classifier properly classifies as negative and positive, respectively. The GM 
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is a comprehensive evaluation method constructed by Spec and BDR. The higher GM demonstrates an 

acceptable and effective performance between the classes in the binary classification model. F1 is the 

weighted harmonic mean of the precision and BDR. The AUC score is utilized to evaluate the quality of the 

models due to the imbalanced nature of training data. The AUC is calculated by the area under the receiver 

operating characteristic (ROC) curve, which plots the true positive rate (TPR) at the y-axis and false positive 

rate (FPR) at the x-axis [23]. The (2)-(6) is used to calculate the Acc, Spec, BDR, GM, and F1, respectively. 

 

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
 (2) 

 

𝑆𝑝𝑒𝑐 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (3) 

 

𝐵𝐷𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (4) 

 

𝐺𝑀 = √𝑆𝑝𝑒𝑐 × 𝐵𝐷𝑅  (5) 

 

𝐹1 =
(1+𝛽)2𝑇𝑃

(1+𝛽)2𝑇𝑃+𝛽2𝐹𝑁+𝐹𝑃
 (6) 

 

To calculate the F1, denote that the value for 𝛽 is 1 when the weights for BDR and precision are equal [24]. 

 

 

3. RESEARCH METHOD 

3.1.  Experimental setup and research framework  

In this study, the bankruptcy prediction models were established using Python version 3.7.9 along 

with other associated libraries. XGBoost library version 1.3.1 was used to create XGBoost-based models. 

Scikit-learn library version 0.24.0 was used to construct other ensemble models, i.e., RF, AdaBoost, and 

Bagging. Hyperopt library version 0.2.5 was used for turning the hyper-parameters of classification 

algorithms. The experiment was performed on a 64-bit platform with an Intel® Core™ i7 7500 CPU and  

8 GB of RAM. 

The framework of the experimental design is shown in Figure 1. In order to verify the effectiveness 

of the proposed CS-XGB model, 6 datasets are utilized. To reduce the bias caused by random sampling of the 

training and test sets, the experiment was set to five-fold cross-validation, which ensured that all samples 

were chosen for both the training and test sets. The average of the performance indicators will be presented 

based on the five-fold experiment. 

 

 

 
 

Figure 1. The framework of the experimental design 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Bankruptcy prediction model using cost-sensitive extreme gradient boosting in the … (Wirot Yotsawat) 

4687 

3.2.  Datasets and assessment criteria 

The performance of the proposed approach is evaluated based on six real-world datasets, consisting 

of the LendingClub and five Polish datasets. The Polish datasets are obtained from the University of 

California, Irvine (UCI) machine learning repository, while another dataset is obtained from the previous 

study [12], which was collected from Kaggle. The Polish datasets present 64 features (financial ratios). The 

LendingClub dataset consists of 22 features. The dataset’s description is described in detail in Table 2. 

 

 

Table 2. Dataset’s description 
Dataset Features Instances Negative Positive IR Source 

Polish1 64 7,027 6,756 271 24.93 UCI 

Polish2 64 10,173 9,773 400 24.43 UCI 

Polish3 64 10,503 10,008 495 20.22 UCI 
Polish4 64 9,792 9,277 515 18.01 UCI 

Polish5 64 5,910 5,500 410 13.41 UCI 

LendingClub 22 80,000 64,377 15,623 4.12 [12] 

 

 

4. RESULTS AND DISCUSSION 

In this study, seven ensemble classifiers (e.g., RF, AdaBoost-DT, Bagging-DT, Bagging-NN, 

XGBoost, SMOTE-XGB, and CS-XGB) were evaluated based on six datasets (e.g., LendingClub and five 

Polish companies’ bankruptcy). To enhance the reliability of the estimates and avoid overfitting problem, the 

experiment was performed with five-fold cross-validation. The obtained results were based on the average of 

the five iterations. 

 

4.1.  Performance analysis 

Table 3 presents the comparison of the seven models’ performance based on the LendingClub 

dataset. XGBoost, SMOTE-XGB, RF, and Bagging failed to detect bankruptcy companies. The proposed  

CS-XGB performs the best on two evaluated indicators consisting of BDR and GM, while there is no 

sufficient difference on the best AUC generated by Bagging-NN. Although the Bagging-NN model 

outperforms other models on Acc, AUC, and F1, it fails on bankruptcy detection, which leads to more 

damage. Besides, except for CS-XGB, the other ensemble models are unsuccessful in detecting bankrupt 

firms. Biased bankruptcy models will be produced if the imbalanced problem is ignored. The models were 

dominated by a majority class and led to natural language processing (NLP). 

 
 

Table 3. Comparative results between the proposed CS-XGB and other methods over LendingClub dataset 
Methods Acc AUC Spec BDR GM F1 

RF 80.47 69.69 98.48 5.54 23.34 89.05 
AdaBoost-DT 70.64 54.96 80.70 29.23 48.55 81.56 
Bagging-DT 77.34 64.27 91.22 20.12 42.84 86.63 
Bagging-NN 80.67 70.83 98.28 8.10 28.14 89.11 

XGBoost 80.28 69.72 97.41 9.70 30.71 88.83 
SMOTE-XGB 80.43 70.35 95.69 9.57 30.55 88.92 

CS-XGB 66.78 70.87 68.27 60.64 64.34 76.78 
 

 

Table 4 illustrates the comparative results between the proposed CS-XGB and other ensemble 

methods over five Polish datasets. Cost-insensitive XGBoost outperformed on overall accuracy over the five 

datasets. However, Acc is not a suitable indicator when datasets are imbalanced. AUC, GM, and F1 are better 

measurements for identifying the ability of models. The best AUC scores generated by seven models over 

each dataset were obtained from XGBoost and CS-XGB, which were not significantly different. Three of 

them were obtained by CS-XGB.  

The CS-XGB also achieved the best GM which is a wildly used measure when datasets are 

imbalanced. It means the ratio of classification over bankrupted and non-bankrupted firms can be correctly 

classified better than other models. Furthermore, the best F1 scores on four of the five datasets were 

generated by the CS-XGB approach. 

Over the five Polish datasets, all models achieved very high Spec scores, ranging between 96.31 and 

100 percentage scores. However, RF, AdaBoost-DT, Bagging-DT, and Bagging-NN were not successful in 

detecting the bankrupted firms, while CS-XGB outperformed in the bankrupted firms’ detection. Thus,  

CS-XGB showed the best BDR based on the five datasets.  

According to [25], bankruptcy detection rates were very low, and the RF model was dominated by a 

majority class. In this study, the results illustrated in Table 4 conformed to [25] work and showed very high 
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Acc, AUC, and Spec. However, CS-XGB achieved over RF on BDR, GM and F1. The proposed CS-XGB 

also outperformed SMOTE-XGB on the compared criteria (Acc, AUC, Spec, BDR, GM, and F1). Besides, 

SMOTE-XGB takes up more training time during the synthetic oversampling process and makes the model 

more complex than the proposed CS-XGB. 

According to the experimental findings and analyses presented above, in general, the proposed  

CS-XGB model outperformed the other compared models on BDR and GM. It is critical for avoiding 

bankruptcy situations. Therefore, it can be considered an effective method to solve bankruptcy prediction 

problems from the perspective of imbalanced datasets. 

 

 

Table 4. Comparative results between the proposed CS-XGB and other methods over Polish datasets 
Dataset Methods Acc AUC Spec BDR GM F1 
Polish1 RF 97.64 89.66 99.84 42.83 64.08 56.44 

AdaBoost-DT 95.80 75.67 97.48 53.86 71.67 49.46 
Bagging-DT 97.71 85.29 99.70 47.98 67.79 60.06 

Bagging-NN 96.94 87.64 99.56 31.77 54.46 43.11 

XGBoost 98.11 95.26 99.72 57.94 75.53 69.52 
SMOTE-XGB 96.95 93.89 98.26 64.19 79.11 61.83 

CS-XGB 97.88 95.54 99.22 64.56 79.99 70.17 

Polish2 RF 97.30 88.39 99.98 31.75 52.74 44.85 
AdaBoost-DT 95.30 72.86 97.22 48.50 66.66 43.61 

Bagging-DT 97.13 82.40 99.58 37.50 58.45 48.27 

Bagging-NN 96.07 75.85 100.00 0.00 0.00 0.00 
XGBoost 97.67 92.66 99.94 42.25 62.82 56.02 

SMOTE-XGB 95.70 91.13 97.21 57.90 75.25 51.60 

CS-XGB 97.20 92.71 98.79 58.25 75.26 61.31 

Polish3 RF 96.45 89.06 99.91 26.55 46.61 38.59 

AdaBoost-DT 94.11 70.68 96.54 44.82 65.62 41.63 

Bagging-DT 96.30 87.70 99.98 21.89 41.31 33.67 
Bagging-NN 95.43 71.81 100.00 2.04 14.29 4.00 

XGBoost 97.02 93.68 99.85 39.82 62.96 55.61 

SMOTE-XGB 95.13 91.44 96.97 57.99 74.82 52.83 
CS-XGB 95.99 92.91 97.73 60.84 76.95 58.88 

Polish4 RF 95.92 89.80 99.94 23.50 48.03 37.36 

AdaBoost-DT 94.25 72.37 96.82 47.93 67.92 46.79 
Bagging-DT 96.25 85.28 99.61 35.70 59.36 49.75 

Bagging-NN 94.62 80.95 99.29 10.52 31.68 16.87 

XGBoost 96.99 93.00 99.80 46.40 67.79 61.44 
SMOTE-XGB 94.89 91.33 96.60 60.93 76.26 52.22 

CS-XGB 95.93 93.82 97.62 65.40 79.77 62.78 

Polish5 RF 95.26 92.95 99.16 42.93 64.97 55.45 
AdaBoost-DT 94.53 79.80 96.91 62.68 77.82 61.38 

Bagging-DT 95.47 93.55 99.73 38.29 61.28 53.32 

Bagging-NN 93.93 87.81 98.87 27.56 51.46 37.95 
XGBoost 96.68 95.68 99.42 60.00 76.98 71.11 

SMOTE-XGB 94.53 95.17 96.07 73.90 84.21 65.25 

CS-XGB 94.92 95.69 96.31 76.34 85.64 67.66 

 

 

4.2.  Performance comparison 

Tables 5 and 6 show the comparison results of the proposed CS-XGB and prior works on the 

LendingClub and Polish datasets, respectively. In Table 5, each research study randomly selected the 

LendingClub data on different ratios, attributes, and periods based on the different sizes of the data. 

However, the goal of the studies is to improve the performance of a predictive model. As shown in both 

tables, the bold numbers represent the best score for each indicator, and the italic numbers represent the worst 

score for indicators, which the models illustrated contrast with the best scores. 

As we can see in Table 5, although EBCA+PSO [3] shows the best AUC and F1 scores, it provides 

only 1.64 on GM. It means EBCA+PSO can correctly predict only one class. CatBoost model proposed by 

[26] shows very high Acc. However, it shows the three lowest AUC scores. The best model for the 

LendingClub dataset is RF-RUS [6]. However, it shows slightly better than the proposed CS-XGB which is 

not sufficiently different.  

In Table 6, CS-XGB outperforms other methods on AUC, BDR, and GM based on five Polish 

datasets. In the context of imbalanced datasets, the high AUC, BDR, and GM are very important indicators 

for bankruptcy prediction models. The number of NPLs will be lower when the BDR is high. NLPs, on the 

other hand, will rise as the BDR decreases. CS-XGB also provides the best F1 score on three of five Polish 

datasets. However, CS-XGB gives slightly lower results than other methods in Acc and Spec. 
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Table 5. Comparative results between the proposed CS-XGB and prior works over LendingClub dataset 
Techniques Year Instances Acc AUC Spec BDR GM F1 

RF [25] 2015 68,000 78.00 71.00 88.00 31.00 - - 
EBCA+PSO [3] 2018 95,633 - 73.07 - - 1.64 99.38 

RF-RUS [5] 2018 66,376 69.20 69.00 71.70 58.20 65.00 - 
CatBoost [26] 2019 11,467 79.59 63.33 - - - - 

[26] 2019 26,288 77.16 62.66 - - - - 
[26] 2019 26,384 75.23 61.62 - - - - 

DM–ACME [27] 2020 70,860 72.31 66.97 76.78 46.07 60.09 - 
XGBoot [28] 2020 1,347,681 63.60 67.40 64.50 60.20 63.60 73.50 
RF-RUS [6] 2021 462,378 64.00 71.70 68.00 63.00 65.60 - 

CS-XGB 2023 88,890 66.78 70.87 68.27 60.64 64.34 76.78 

 

 

Table 6. Comparative results between the proposed CS-XGB and prior works over Polish datasets 
Dataset Techniques Year Acc AUC Spec BDR GM F1 

Polish1 IFNA+backflow XGB [29] 2019 97.46 91.98 - - - 53.65 

Bag-C4.5 [10] 2019 - 92.30 99.00 5.02 - - 
ABoost(C4.5) [10] 2019 - 87.00 99.70 53.10 - - 

V-GANs [30] 2019 - 73.79 - 52.05 - 48.83 

BLOF-RF [31] 2021 98.10 94.88 - - - 71.09 
XGB-BO [15] 2021 98.11 95.32 99.78 56.48 74.61 - 

RGA-XGBoost [32] 2022 97.58 80.97 98.98 62.96 - - 
CS-XGB 2023 97.88 95.54 99.22 64.56 79.99 70.17 

Polish2 Bag-C4.5 [10] 2019 - 87.9 99.9 40.4 - - 

RotF(C4.5) [10] 2019 - 88.8 100.0 30.8 - - 
V-GANs [30] 2019 - 70.7 - 46.08 - 44.01 

BLOF-LightGBM [31] 2021 96.94 87.41 - - - 52.98 

RGA-XGBoost [32] 2022 97.38 78.50 99.01 58.00 - - 
CS-XGB 2023 97.20 92.71 98.79 58.25 75.26 61.31 

Polish3 Bag-C4.5 [10] 2019 - 90.0 99.6 34.6 - - 

RF(C4.5) [10] 2019 - 88.8 99.8 16.6 - - 
V-GANs [30] 2019 - 73.51 - 51.22 - 49.17 

BLOF-XGB [31] 2021 97.00 91.58 - - - 59.76 

RGA-XGBoost [32] 2022 95.60 77.15 97.53 56.77 - - 

CS-XGB 2023 95.99 92.91 97.73 60.84 76.95 58.88 

Polish4 Bag-C4.5 [10] 2019 - 90.1 99.7 37.9 - - 

RF(C4.5) [10] 2019 - 89.1 99.7 13.2 - - 
BLOF-AdaBoost [31] 2021 96.25 93.03 - - - 52.81 

RGA-XGBoost [32] 2022 95.39 77.68 97.49 57.86 - - 

CS-XGB 2023 95.93 93.82 97.62 65.40 79.77 62.78 

Polish5 Bag-C4.5 [10] 2019 - 93.6 99.3 58.8 - - 

RF(C4.5) [10] 2019 - 93.3 99.4 34.6 - - 

V-GANs [30] 2019 - 74.18 - 52.2 - 50.95 
BLOF-LightGBM [31] 2021 95.77 94.90 - - - 66.27 

RGA-XGBoost [32] 2022 95.25 82.90 97.26 68.54 - - 

CS-XGB 2023 94.92 95.69 96.31 76.34 85.64 67.66 

 

 

5. CONCLUSION 

Bankruptcy prediction is very important for the sustainable development of companies as a financial 

early warning tool. In many tasks, including bankruptcy prediction, a class imbalanced problem has been 

occurring, which limits the performance of the predictive models. Biased models will be produced if the class 

imbalanced problem is ignored. The prior research addressed the class imbalanced problem by applying 

resampling methods such as under-sampling and oversampling. SMOTE is a classic and popular 

oversampling technique used to solve the class imbalanced problem. However, SMOTE and other resampling 

methods lead to other problems such as increasing noisy data if applying oversampling techniques, 

information loss if applying under-sampling techniques, and the training time during the resampling process. 

We propose cost-sensitive extreme gradient boosting (CS-XGB) to improve the bankruptcy prediction model 

while ensuring the model’s efficiency. The proposed approach addresses the class imbalanced problem 

without requiring any complex resampling method. The proposed method’s effectiveness is evaluated on six 

widely used real-world datasets, i.e., LendingClub and five Polish companies’ bankruptcy. This research 

compares the performance of the proposed CS-XGB with other ensemble methods, i.e., RF, Bagging, 

Boosting, XGBoost, and SMOTE-XGB. The experimental results revealed that the proposed CS-XGB 

approach improves the predictive performance over RF, Bagging, AdaBoost, XGBoost and SMOTE-XGB, 

especially on the BDR and GM with competitive overall prediction results. 
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