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 Price prediction and forecasting are common in the agriculture sector. The 

previous research shows that the advancement in prediction and forecasting 

algorithms will help farmers to get a better return for their produce. The 

selection of the best fitting algorithm for the given data set and the 

commodity is crucial. The historical experimental results show that the 

performance of the algorithms varies with the input data. Our main objective 

was to develop a model in which the best-performing prediction algorithm 

gets selected for the given data set. For the experiment, we have used 

seasonal autoregressive integrated moving average (SARIMA) stack 

ensemble and gradient boosting algorithms for the commodities Tomato and 

Potato with monthly and weekly average prices. The experimental results 

show that no algorithm is consistent with the given commodities and price 

data. Using the proposed model for the monthly forecasting and Tomato, 

stack ensemble is a better choice for Karnataka and Madhya Pradesh states 

with 59% and 61% accuracy. For Potatoes with the monthly price for 

Karnataka and Maharashtra, the stack ensemble model gave 60% and 85% 

accuracy. For weekly prediction, the accuracy of gradient boosting is better 

compared to other models. 
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1. INTRODUCTION 

Agriculture is the backbone of most of the countries in this world. In the fastest-growing or 

developing countries such as India, the majority of the workforce is involved in agriculture. In India, 

approximately two-thirds of the population depends on agriculture. The contribution to Indian gross domestic 

product (GDP) from the agriculture sector is about 28% [1], and the contribution to exports is about 15%. 

However, still, farmers are not getting the expected return. For sustainable food security, it is important to 

increase the farmer’s income or return on investment. Farmers should get the proper price for their produce. 

Recent advancements in technology and communication are promising for farmers to get a better 

return for their produce. Artificial intelligence (AI), machine learning (ML), internet of things (IoT), and 

natural language processing (NLP) technology can be applied in smart farming to increase the farmers’ 

income [2]. Prediction and forecasting of the price will help farmers to make informed decisions. By 

knowing the forecasted price, farmers can decide about harvesting, selling, and storing the commodities for a 

certain time. From the earlier research, we can see that many of the researchers used different prediction 

algorithms for different agriculture commodities. Each algorithm’s accuracy is different for the same 

commodity or for different commodities. 

https://creativecommons.org/licenses/by-sa/4.0/
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The AI and machine learning techniques are used in various applications such as weather 

forecasting [3], prediction of earthquakes [4], cyber security [5], prediction of crimes [6], smart irrigation [7], 

stock price prediction [8], [9], electricity consumption forecasting [10], [11] and many more. The 

advancement in the development of natural language processing systems [12], [13] and speech recognition 

systems helped a lot to increase the farmer’s income and agricultural commodities production. For predicting 

the price of the commodities different methods are used, time series algorithms, regression techniques and 

machine learning algorithms. Each method performs well for a specific set of data. It is difficult to generalize 

the model or select the generic algorithm, which performs well for different datasets and commodities. 

Over the past few decades, research has been carried out to predict and forecast agricultural 

commodities prices. The researchers used different algorithms and different parameters to get better 

performance. Still, the research gap is to select the best performing algorithm for the input data and the 

parameters dynamically. Some algorithms are good for long-term forecasting, and few are good for short-

term forecasting [14]. In this paper, the authors used autoregressive integrated moving average (ARIMA), 

back propagation network (BP network), and recurrent neural network (RNN). With these algorithms, they 

tried to forecast the monthly, weekly, and daily average prices for cucumbers. The results show that RNN 

gave higher accuracy than ARIMA and BP networks. The accuracy of ARIMA is increased for long-term 

forecasting. 

When the price variation is having a high influence on seasonality, then it is good to use the 

seasonal ARIMA model [15]. In this research paper, we can see that the authors used the seasonal ARIMA 

(SARIMA) model to forecast the monthly price of tomatoes for major tomato-producing states of India. Even 

with the same algorithm used, the forecasting performance is different for different states. The author got a 

28.8% error for Madhya Pradesh and a 47.7% error for Andhra Pradesh. This indicates that even with the 

same commodity, the performance may vary with input data. 

Wang et al. [16], provided the recent trend and advancements in agricultural product price 

forecasting methods. The authors mentioned the advantages and disadvantages of traditional and intelligent 

forecasting methods. The authors also highlighted that performance of the hybrid model is better than that of 

the single model. Many factors affect the price variation of commodities, and it is important to consider the 

same during forecasting. The most popular seasonal time series model used for forecasting is SARIMA [17]. 

However, the performance of the algorithm is poor if the data is too nonlinear. 

An ensemble model of learning is one of the advanced machine learning techniques used for price 

prediction and forecasting [18]. With the ensemble model, the prediction accuracy will improve. The authors 

performed an extensive comparative study with different ensemble techniques such as bagging, boosting, 

blending, and stacking. In many cases, it is good to consider a group of prediction models than the single one 

to get better performance [19]. According to Wolpert [20], stacking prediction algorithms will give better 

performance than using a single prediction algorithm. 

The advancement of the recent development in artificial neural networks (ANN) and other advanced 

algorithms like long short term memory (LSTM), convolutional neural networks (CNN) [21], back 

propagation neural network (BPNN) [22], [23], and support vector machine (SVM) [24], are very promising 

to increase the prediction accuracy. The intelligent algorithms will give better performance with nonlinear 

data also, but one of the problems with the neural network model is the slow convergence speed. If there is a 

good price predictor, then farmers can decide which crop to grow in advance [25]. Depending on the forecast 

price and the government announced minimum support price, farmers can decide which crop to grow and 

when to sell. The author’s used a decision tree supervised algorithm to predict the price of different 

commodities. 

The agriculture sector still lacks technological advancement. In India, farmers are not using the 

latest available techniques [26]. With the help of machine learning techniques, farmers can get benefitted 

from the best price for their crops. Using ANNs, it is possible to predict weather conditions, soil 

characteristics, market demand and supply, and future prices. Predicting the price of commodities is an 

important problem in agriculture [27]. The accuracy and generality are the important aspects while predicting 

the price. In this paper, the authors used the datasets like the total area of the crop planted, and harvested. 

They used different machine learning algorithms like logistic regression, XGBoost, and neural network and 

mentioned that XGBoost gave them better accuracy. 

Farmers play an important role in a country’s agricultural development [28]. The crop price 

fluctuation will affect the country’s GDP. Before planting the crop, if farmers can get information about price 

variations, then they can make an informed decision to reduce the loss. The authors used the wholesale price 

index (WPI) and previous rainfall data to predict the price using a decision tree supervised machine learning 

algorithm. From the historical research, we can see that the researchers used different algorithms for a variety 

of agriculture commodity price predictions. Table 1 shows a few of them. 
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From Table 1, we can see that, 3 different forecasting algorithms were used for tomato, 2 different 

algorithms for potato and 3 different algorithms for onion. Even though the commodity is the same, for the 

different sets of data, the performance of the algorithm is different. Reddy [15] predicted the monthly average 

price of tomato for 11 years from January 2006 to December 2016 and got the highest accuracy of 82% for 

the state Madhya Pradesh with SARIMA. In this study, we got 59% accuracy with the 10 years of data from 

January 2011 to December 2020 for the same commodity and SARIMA model. 

From the related work or historical research, we can see that for the same commodity different 

prediction algorithms are used and the performance of the same algorithms varies with the data used. It is 

difficult to choose the best performing algorithm for the given data set. Since the same algorithm gives 

different accuracy for different data sets and time periods. The major research gap is, that no model selects 

the best-fit prediction algorithm for the input price data dynamically. To address this issue, in this study we 

proposed a flexible and data-driven algorithm selection model, which selects the best performing algorithm 

dynamically. With this user no need to run the individual prediction algorithms for their price data set. 

The main significance of this study aims to find a best-fitting algorithm for predicting the future 

prices of commodities near the real value (price), based on the input data dynamically. In this study, we 

proposed an algorithm which selects the forecasting model for the given commodity and price data. The 

algorithm is flexible such that any new algorithm can be added to the set and that will be used for dynamic 

algorithm selection. 

 

 

Table 1. The algorithms used for price forecasting 
Commodity Authors Prediction Algorithms 

Tomato Zhang et al. [29] 

Reddy [15] 
Adanacioglu and Yercan [30] 

Boateng et al. [31] 

Wavelet neural network 

SARIMA 
SARIMA 

ARIMA 

Tea Ansari and Ahmed [32] ARIMA 
Coco Bean Assis et al. [33] ARIMA, GARCH, mixed ARIMA/GARCH 

Pigeon pea Darekar and Reddy [34] ARIMA 

Cotton Darekar and Reddy [35] 
Xiong et al. [36] 

ARIMA 
VECM–MSVR 

Potato Zhemin et al. [37] 

Dipankar et al. [38] 

Dynamic chaotic neural network 

ARFIMA-FIGARCH 
Onion Areef [39] 

Nalini et al. [40] 

ARIMA 

ARIMA, LASSO 

Corn Wang et al. [41] 
Shahhosseini et al. [42] 

SSA ELM 
Stacked LASSO 

Cucumber Xiong et al. [43] 

Weng et al. [14] 

Hybrid STL, ELM 

ARIMA, back propagation neural network, RNN 

Note: generalized autoregressive conditional heteroskedasticity (GARCH), vector error correction model and multi-output support 
vector regression (VECM-MSVR), autoregressive fractionally integrated moving average and fractionally integrated generalized 

autoregressive conditional heteroscedastic (ARFIMA-FIGARCH), least absolute shrinkage and selection operator (LASSO), 

seasonal trend decomposition based on loess (STL), and extreme learning machines (ELM). 

 

 

2. METHOD AND PROPOSED ALGORITHM  

2.1.  Dynamic algorithm selection 

In the past few decades, different kinds of algorithms are used to predict and forecast agriculture 

commodity prices. Historical evidence or research shows that users should not rely on a single algorithm for 

different commodities. The selection of an algorithm for the given commodity is not an easy task. When a 

new commodity is given, it is difficult to select the optimal algorithm for forecasting. Experts can compare 

the performance of the different algorithms and select the best fitting algorithm. However, training different 

models each time and finding the optimal algorithm is a tedious job. 

It is important to select the forecasting algorithm based on the given input data and the forecasting 

duration like monthly, and weekly. In this study, we propose a runtime forecasting algorithm selection model 

based on the commodity price data and forecasting duration. Figure 1 shows the flow of the proposed 

dynamic algorithm selection model.  

Price data-In the first phase, we will get the historical price data for the commodities. We have 

gathered the average price of tomato, potato, and onion for monthly and weekly forecasting. For monthly 

forecasting, we have collected 10 years of historical average price from January 2011 to December 2020 and 

for weekly forecasting, we have collected 5 years of average price from January 2016 to December 2020 

from the agriculture marketing (AGMARKNET) portal. This data is regularly updated and owned by the 

Government of India. 
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Figure 1. Dynamic algorithm selection process 

 

 

Is data modified-Training and fitting different machine learning models is a time-consuming process. 

Most of the time, it is not required to train and finding a suitable model for forecasting is not required. For 

example, in the case of monthly average price data, the data will change only once a month. Similarly, with 

weekly price data, the data is constant over a week or changes only once a week. If the data is not changing 

frequently, then we can take advantage of transfer learning or fetch the previously forecasted result. In a  

real-world scenario, there may be multiple queries related to price from the farmers and it is required to run the 

model for each query. If the queries are related to the same commodity, like tomato, and period, monthly, and 

no change in the input price data, then it is not required to train the different models and select the optimum 

model to predict and forecast the price. In this phase, we are checking whether the input data is modified and if 

the answer is not, then directly take the previous result. For the first time, always the flow goes to  

pre-processing, training the different models, and selecting the optimum model for forecasting the price. 

Data pre-processing-in the data processing or the pre-processing stage, we verified if there is any 

missing data, and if any, we must fill the same with the processed value. We have used linear interpolation 

logic to fill in the missing data. This logic works as (1). 

 

𝑝𝑟𝑖𝑐𝑒(𝑡) = 𝑡−𝑡1
𝑡0−𝑡1

∗ 𝑝𝑟𝑖𝑐𝑒(𝑡0) +  𝑡−𝑡0
𝑡1−𝑡0

∗ 𝑝𝑟𝑖𝑐𝑒(𝑡1) (1) 

 

where, t is the date on which price data is missing, t0 is the immediate previous date and t1 is the immediate 

after date, price (t0) and price (t1) is the known price before and after the missing price data on the date. 

Dynamic algorithm selection-once the data gets processed, the proposed dynamic algorithm logic will 

run. In this stage, different machine learning algorithms get trained and predict the price for the given data. 

Later comparing the performance of the algorithms, selecting the best-fitted forecasting algorithm with better 

performance or less error. 

Forecast the price-this is the final stage of the model or the algorithm. In the previous stages with the 

pre-prepossessing and the dynamic algorithm selection, the best performing forecasting algorithm decided. In 

the final stage, the price forecast will happen for the given commodity and data using the selected algorithm. 

This gives the forecast price near to the real value. For example, stacking used for tomato price forecasting for 

Karnataka, and the results get stored. 

 

2.2.  Dynamic algorithm selection 

The algorithm 1 gives the details of dynamic forecasting algorithm selection. The proposed 

algorithm takes the price data set id as the input parameter and generates the forecasted price as the output or 

result. The price data of different commodities can be stored in a shared location and assigned a unique 

identifier. For example, the monthly tomato price for Karnataka has id ktmid1, for Maharashtra, and it is 

mtmid1. Depending on the requirement, like predicting the monthly price or weekly price, pass the 

corresponding dataset id to the algorithm as input. Similarly, the prediction algorithms are stored in an array, 

in this case, ARIMA, SARIMA, stacking and gradient boosting are stored in an array of algorithms. The error 

is initialized with 100 (maximum percentage). 

Let D contains the price data set for different commodities. 

 

D = {pd1, pd2, … , pdn} (2) 

 

where, pd1, pd2, … pdn are the data set ids for the commodities. 
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Algorithm 1. Dynamic forecasting algorithm selection 
function select Forecast Algorithm (datasetId) 

{ 

input: datasetId // Each dataset assigned with unique Id 

output: forecasted price 

var algorithms [] = {ARIMA, SARIMA, Stacking, Gradient Boosting} 

var error = 100 

var final = 0 

dataset = readData(datasetId) // Read the data /tmp/tomato_weekly.csv 

var updated = isUpdated (datasetId) // Check whether data got modified 

if (! updated) 

{ 

var result = readResult(datasetId) 

if(result) 

    return result 

} 

for i=0; i< len(algorithms); i++  

{ 

 var prederror = runPrediction (dataset, algorithms[i]) 

 if (error > prederror)  

           { 

  error = prederror 

  final = i 

} 

} 

var fprice = forecast (dataset, algorithms[final], period) 

store (datasetId, fprice) 

            return fprice 

} 

// This is the actual prediction algorithm, like SARIMA to be used to predict the price. 

// Just the steps given, not the actual implementation of the algorithm 

function runPrediction (priceData, predAlgorithm)  

{ 

            size = int(len(priceData) * 0.8) 

   // Partition the dataset in to training set and testing set 

            train = priceData [0: size]  

            test = priceData [size:] 

   // Train the algorithm with training data set 

            fit1 = predAlgorithm(train).fit() 

   // Predict the price using testing data set 

            var predict_price = fit1.predict(len(test)) 

   // Calculate accuracy 

            error = mean (abs (test - predict_price)/abs(test))* 100 

            return error 

} 

// Price forecast using finally selected algorithm 

function forecast (dataset, algorithm, period)  

{ 

            fprice = forecast the price using dynamically selected algorithm 

return fprice 

} 

 

Let A is the set containing n number of prediction algorithms. In our study, it is ARIMA, SARIMA, 

stacking and gradient boosting. 

 

A = {a1, a2, … … , an} (3) 

 

When the dynamic algorithm selection model invoked with dataset id, based on the identifier, find whether the 

data got modified considering the updated date and the last result date. If the data is not modified, then no need 

to execute the whole model and train the different predictions. This will save the training of different 

prediction algorithms as well as the execution time of algorithms and finds the best fit. Instead of that just 

retrieve the result of the previous run for the given data. For example, if ten queries come in a day to get the 

forecasted monthly price for tomatoes, it is not required to run this algorithm ten times. Only once execute the 

dynamic algorithm selection model, train the given set of prediction algorithms, find the best fit for the given 

data set and store the forecasted price. For the next nine queries, the same forecasted result can be used. This 

greatly reduces the time required to train the prediction algorithms and forecast the price. In our study, if the 

data set given is the monthly price of potatoes for Maharashtra, then, in the first run the data set is used to train 

SARIMA, stacking and gradient boosting algorithms and the final prediction is carried out with gradient 

boosting and predicted values are stored. In the subsequent execution, if the price data is not modified, the 

model will fetch the stored predicted. 
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Let pdi be the dataset used for forecasting then, select the prediction algorithms from set A and find 

the prediction accuracy for each algorithm. 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑎𝑐𝑗) = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡 (𝑝𝑑𝑖, 𝐴𝑗) (4) 

 

where, j=1 to n and 0<i<n 

In the first run, the model will invoke individual prediction algorithms with the given price data. The 

price data set is divided into 80% for the training set and 20% for the data considered for the testing set. Each 

prediction algorithm is trained separately and predicts the price and finds the accuracy. Later, compare the 

error value or accuracy of the individual algorithms and the model selects the prediction algorithm with better 

accuracy and final forecasting happens. 

Let ac1,ac2 …. acn  are the prediction accuracy of the different algorithms for the given data set pdi, then, 

 

𝑎𝑐 = ℎ𝑖𝑔ℎ𝑒𝑠𝑡(𝑎𝑐𝑖) (5) 

 

𝑎𝑙 = 𝐴[𝑖] (6) 

 

where, ac is highest accuracy. al is final prediction algorithm selected from set of algorithms A. i=1 to n. 

Finally forecast the price using the dynamically selected algorithm with the highest accuracy. 

 

𝑓𝑝𝑟𝑖𝑐𝑒 = 𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡(𝑝𝑑𝑖, 𝐴𝑖) (7) 

 

The above proposed data-driven algorithm selection logic is very flexible. At any point in time, new 

algorithms can be added, and still, the final selection is based on prediction accuracy. The performance of the 

algorithm is not static, if the data gets changed and the error parameter MAPE gets changed, then the  

best-performed algorithm will get selected for forecasting. This proposed algorithm is flexible and independent 

of data, forecasting period, and type of commodity. Since, with the first run, the model considers all the given 

prediction algorithm in the list and predict the price and compare the accuracy, the execution complexity or time 

complexity is O(n), where n is the number of prediction algorithms considered. The final forecasting happens 

with the best-fitted algorithm and the complexity is O(1). 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Data set  

The monthly average price data for tomatoes and potatoes contains 10 years of historical average 

price from January 2011 to December 2020. We have collected weekly average price data for tomatoes and 

potatoes, for 5 years, from January 2016 to December 2020. Both the monthly and weekly price data are for 

Karnataka, Maharashtra and Madhya Pradesh, the major producing states in India. With the collected price 

data 80% of the price data was used as a training set and 20% of the data was considered as a testing set as 

given in Table 2. 

In this study, our goal is to show why dynamic algorithm selection is important based on the input 

price data, and we have proposed an algorithm which selects a forecasting algorithm based on the price data. 

For this purpose, we have considered the traditional forecasting method seasonal ARIMA (SARIMA), and two 

advanced techniques, stacking and gradient boosting. 

 

 

Table 2. Training set and testing data used by monthly and weekly prediction 
Temporal scale Training Data Testing Data 

Monthly January 2011 to December 2018 January 2019 to December 2020 

Weekly January 2016 to December 2019 January 2020 to December 2020 

 

 

3.2.  Seasonal ARIMA (SARIMA) 

This is an extension of the ARIMA model with the additional seasonal component. With SARIMA, 

the effect of seasonality will be considered [44]. The SARIMA model can be represented [45] as, 

 

ARIMA (p, d, q) (P, D, Q) m⏟ 
 ↑ ↑ 
 Non-seasonal part Seasonal part 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Data driven algorithm selection to predict agriculture commodities price (Girish Hegde) 

4677 

where, trend components: p is autoregression order, d is differencing component, and q is moving average 

value. Seasonal components: P is AR component with seasonality, D is differencing component with 

seasonality, Q is MA component with seasonality, and m is the time steps for a single seasonal period. 

We can represent the SARIMA model mathematically as (8). 

 

𝛷𝑝(𝐵𝑠)∅(𝐵)𝛻𝑠
𝐷𝛻𝐷𝑋𝑡 =  𝛩𝑄(𝐵𝑠)𝜃(𝐵)𝑤𝑡 (8) 

 

For example, SARIMA (1,0,4) (2,0,2)12 can be expressed as (9). 

 

(1-∅1𝐵)(1 − Φ1𝐵12 −Φ1𝐵12 − Φ2𝐵24)𝑥𝑡 =  θ0 + (1 −  θ1𝐵 − θ2𝐵2 − ⋯ −
                                                                                    θ4𝐵4(1 − Θ1𝐵12 − Θ2𝐵24)𝑤𝑡 (9) 

 

𝑥𝑡 = θ0 + ϕ1𝑥𝑡 − 1 +  Φ1𝑥𝑡 − 12 − ϕ1Φ1𝑥𝑡 − 13 + 

Φ2𝑥𝑡 − 24 − ϕ1Φ2𝑥𝑡 − 25 + 𝑤𝑡 − θ1𝑤𝑡 − 1− . . θ4𝑤𝑡 − 4 − Θ1𝑤𝑡 − 12 + 

                          θ1Θ1𝑤𝑡 − 13 + ⋯ + θ4Θ1𝑤𝑡 − 16 − 

         Θ2𝑤𝑡 − 24 + θ1Θ2𝑤𝑡 − 15 + ⋯ +  θ4Θ2𝑤𝑡 − 28 (10) 

 

In the case of SARIMA, the non-seasonal part is the same as ARIMA. The SARIMA model also 

expects stationary data. Like ARIMA we can make the data stationary by differencing and choosing the value 

for d. Along with the non-seasonal component, we must consider the seasonal trend and perform the seasonal 

differencing and set the value for D. The trend components p, q and P, Q are to be chosen by observing the 

autocorrelation function (ACF) and partial ACF (PACF) graphs such that the value of Apollo intermediate 

chart (AIC) is minimized. 

 

3.3.  Stacking 

Sometimes the traditional models may not perform well and need to consider the group of 

algorithms or ensemble techniques we need to use for perdition. In the case of stacking prediction will 

happen on two levels. In level 0 multiple weak learners are used called base learners. The level 1 model is 

called a meta learner. Multiple algorithms fit with the same training dataset at level 0. The result of the base 

learner is used to train the meta learner for final prediction. Figure 2 shows the simple stacking model. 

 

 

 
 

Figure 2. Stacking model 

 

 

With the target Y and input X, we can represent the linear ensemble prediction as (11). 

 

𝑏(𝑔)=𝑤1 ∗ 𝑔1 + 𝑤2 ∗ 𝑔2 + ⋯ + 𝑤𝑀 ∗ 𝑔𝑀 (11) 

 

where 𝑔1 𝑔𝑀 are predictions learned from M machine learning algorithms and 𝑤1 to 𝑤𝑀  are model weights. 

In regression models, the model weights can be found by (12). 

 

𝑚𝑖𝑛 ∑ (𝑦𝑖 − (𝑤1 ∗ 𝑔1𝑖 + 𝑤2 ∗ 𝑔2𝑖 + ⋯ + 𝑤𝑀 ∗ 𝑔𝑀𝑖))2 𝑁
𝑖=1  (12) 

 

In this paper for our study, we have used k-nearest neighbors (KNN), decision tree (DT) and support 

vector regression (SVR) algorithms as base learners and trained the models with training price data set. At 
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level 1 we have used the linear regression model as a meta learner. The linear regression model is trained 

with the results of base learner algorithms and the final prediction result is generated. 

 

3.4.  Gradient boosting 

The gradient boosting algorithm is one of the powerful techniques used for prediction. The idea is 

originated from Leo Breiman and subsequently improved by Friedman [46]. In the case of gradient boosting, 

many models are getting trained gradually and sequentially. In gradient boosting, each predictor corrects its 

predecessor’s error. This algorithm will reduce bias errors. 

We can generate a diverse set of models by using many different machine learning algorithms at 

various hyper parameter settings. The gradient boosting method is based on combining diverse decision tree 

models. The boosting algorithm sequentially adjusted the residuals. That means at each level the prediction 

will happen and the residuals calculated as observed value-predicted. This residual is used for the next level 

decision tree and the process will continue till getting the improved model. Figure 3 shows how gradient 

boosting works. For our study, we have used the scikit learn gradient boosting regressor model. 

 

 

 
 

Figure 3. Gradient boosting model 

 

 

3.5.  Model performance evaluation 

To measure the model performance, we have used a statistical parameter, mean absolute percentage 

error (MAPE), mean absolute error (MAE), mean standard error (MSE), root mean square error (RMSE) and 

coefficient of determination metrics (R2). The MAPE is one of the commonly used statistical parameters to 

measure the performance or accuracy of forecasting algorithms. The value of MAPE is near zero means the 

accuracy of the algorithm is high. 

 

𝑀𝐴𝑃𝐸 = 100

𝑛
∑ |(𝐴𝑡 − 𝐹𝑡)/𝐴𝑡|𝑛

𝑖=1       (13) 

 

where, n is number of elements in the data set, 𝐴𝑡 is actual value, and 𝐹𝑡 is predicted value. 

The MAE indicates the average of the residuals in the given dataset. This represents the average of 

the absolute difference between the actual and predicted values in the dataset. 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦 ̂𝑖 − 𝑦𝑖|𝑛

𝑖=1  (14) 

 

where, n is number of elements in the data set, 𝑦𝑖  is actual value and 𝑦 ̂𝑖 is predicted value. 

The RMSE gives the standard deviation value. The RMSE is nothing but the square root of MSE. 

This helps us to evaluate the usefulness and accuracy of the prediction model. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − 𝑦 ̂𝑖)

𝑛
𝑖=1  (15) 

 

where, n is number of elements in the data set, 𝑦𝑖  is actual value, and 𝑦 ̂𝑖 is predicted value. 

The R-squared error represents the fraction of variance of actual value instead of residuals. The 

value of this error indicates the quality of the regression or prediction model. This also represents the 

goodness of fit for the regression model. 

 

R2=1–(∑(𝑦𝑖 − 𝑦 ̂𝑖)2/∑(𝑦𝑖 − �̅�𝑖)2) (16) 

 

where, �̅�𝑖 is mean value of actual data, 𝑦𝑖  is actual value, and 𝑦 ̂𝑖 is predicted value. 
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3.6.  Prediction results 

Using the proposed model, we got the following results with the given historical price for different 

commodities and states. Table 3 gives the details of the error values we got with the different prediction 

algorithms for tomato and Figure 4 shows the graphical representation of the performance values. For the 

monthly price data, the value of MAPE is comparable for all the used algorithms. But for the weekly data, the 

performance of stacking and gradient boosting is better than SARIMA. 

Table 4 provides details about the performance of different algorithms for potatoes and Figure 5 is a 

graphical representation of performance values. With experimental results, we can see that with the stacking 

algorithm, we got 85% accuracy for Maharashtra and monthly price data. For the weekly price data gradient 

boosting gave 85% accuracy for Karnataka and Maharashtra. This clearly shows that a single algorithm will 

not provide the same performance for the different datasets. 

The experimental results clearly show that no single algorithm consistently performed well on any of 

the commodity and prediction frequencies. For Karnataka and tomato, the performance of SARIMA and 

stacking is almost the same with a 41% error on monthly data. However, for the weekly data, gradient boosting 

is better than other algorithms with a 12% of error. If we consider the same commodity tomato with monthly 

and weekly data for Maharashtra, gradient boosting is the algorithm with less error. 

 

 

Table 3. Price prediction performance for tomato with different algorithms 
Algorithm State MAE R2 RMSE MAPE 

SARIMA  Monthly Weekly Monthly Weekly Monthly Weekly Monthly Weekly 

Karnataka 573.906 566.433 0.468 0.234 729.153 679.506 41.877 50.12 

Maharashtra 608.538 694.066 0.551 0.06 716.756 778.225 41.607 62.087 
Madhya Pradesh 767.835 797.998 0.305 0.667 1004.07 1087.3 41.089 40.397 

Stacking Karnataka 507.838 191.565 0.079 0.836 625.17 247.667 41.326 15.06 

Maharashtra 555.867 299.127 0.386 0.729 677.452 393.461 37.927 22.061 
Madhya Pradesh 645.669 272.059 0.657 0.831 851.249 346.215 39.919 17.672 

Gradient Boosting Karnataka 608 141.929 0.482 0.89 732.569 202.605 50.381 12.661 

Maharashtra 544.401 302.182 0.339 0.685 665.929 424.501 35.481 21.961 
Madhya Pradesh 750.786 263.58 0.888 0.816 908.633 0.816 57.306 16.662 

 

 

 
 

Figure 4. Price prediction performance values for tomato 

 

 

Table 4. Price prediction performance for potato with different algorithms 
Algorithm State MAE R2 RMSE MAPE 

SARIMA  Monthly Weekly Monthly Weekly Monthly Weekly Monthly Weekly 
Karnataka 1255.64 700.169 0.598 0.908 1890.54 864.046 50.917 29.081 

Maharashtra 759.169 1093.55 0.587 0.506 969.283 1239.74 38.434 44.286 

Madhya Pradesh 701.355 974.116 0.18 0.453 953.341 1155.71 45.463 50.809 
Stacking Karnataka 738.779 425.014 0.351 0.374 1204.83 593.975 40.591 16.82 

Maharashtra 276.29 514.634 0.626 0.573 368.494 732.468 15.7 20.697 
Madhya Pradesh 369.097 600.754 0.135 0.744 600.513 821.268 20.83 28.252 

Gradient Boosting Karnataka 822.895 375.193 0.156 0.149 1373.62 543.068 44.968 15.133 

Maharashtra 312.63 414.072 0.481 0.159 434.199 628.783 16.701 15.518 
Madhya Pradesh 339.887 554.386 0.169 0.569 588.504 779.107 18.359 25.393 
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If we consider potatoes with monthly data for Maharashtra, we can see that stacking gave better 

performance, with a 28% error, instead of gradient boosting, with a 36% error, which performed better for 

tomatoes with a 35% MAPE. However, in the case of potatoes with monthly data, for Madhya Pradesh, gradient 

boosting is the choice with 18% MAPE. Table 5 gives the details of forecasting algorithm selection for the 

different commodities with the above proposed dynamic algorithm, for the given monthly and weekly data set. 

Our experimental results show that stacking is a good option for monthly price forecasting and gradient 

boosting is good for weekly price forecasting. 

 

 

 
 

Figure 5. Price prediction performance values for potato 

 

 

Table 5. Forecasting algorithm selected using dynamic algorithm selection 
  Karnataka Maharashtra Madhya Pradesh 

Commodity Algorithm Monthly Weekly Monthly Weekly Monthly Weekly 

Tomato Stacking       
Gradient Boosting       

Potato Stacking       

Gradient Boosting       

 

 

4. CONCLUSION 

In this study, we proposed a novel dynamic algorithm selection logic that will help to select the 

prediction algorithm based on prediction accuracy for the given data set. From the experimental results, we 

found that users cannot select the algorithm based on the type of commodity like a tomato. For this study, we 

have collected monthly and weekly price data for tomatoes and potatoes. Our experimental results show that for 

long-term forecasting, the performance of the stack ensemble model is good. For the short-term, gradient 

boosting gives better accuracy. For Karnataka, we got 59% and 60% prediction accuracy for the monthly price 

of tomatoes and potatoes respectively with stacking. 

Similarly, for the weekly price we got 88% and 85% accuracy for tomatoes and potatoes respectively 

with the gradient boosting model. For Maharashtra, we got 85% prediction accuracy for the monthly price of 

potatoes with stacking. For tomatoes, it is 65% accuracy with gradient boosting. Similarly, for the weekly price 

we got 79% and 85% accuracy for tomatoes and potatoes respectively with the gradient boosting model. These 

results clearly show the requirement of a data-driven prediction algorithm. 

The advantages of the proposed model are i) dynamically selecting the best-fit algorithm based on the 

prediction accuracy and the given data, ii) no need to execute the individual algorithm and find the best-fit 

prediction model, and iii) unless input data got changed or new prediction model added, it is not required to run 

the prediction algorithm. For further enhancements we are trying to i) use the caching of results; ii) improve the 

prediction accuracy using other factors like weather, production, the arrival of commodities, inflation; and  

iii) predict and forecast the price using advanced techniques like ANN, LSTM, back propagation network, and 

RNN. Since the price data of the commodities will change over time and for forecasting frequency, the dynamic 

prediction algorithm selection logic is very useful and save the prediction and forecasting time. 
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