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Chapter

Edge-Cloud Collaboration for
Industrial IoT: An Online Approach
You Shi, Yuye Yang, Changyan Yi, Bing Chen and Jun Cai

Abstract

In this chapter, we take the Industrial Internet of Things (IIoT) as the background
for studying the energy-saving resource management framework to control the cloud
center (CC), edge server (ES), and terminal equipment in a closed loop. In this
framework, industrial sensors collect data and transmit it to the ES for aggregation.
These data form computing tasks for data analysis. Our goal is to minimize the energy
consumption of the whole system while ensuring satisfied data processing accuracy
and service delay of all IIoT tasks. We formulate the ES preprocessing mode selection,
sensor sampling rate adaptation, and edge cloud computing and communication
resource allocation as a joint optimization problem. Due to the random arrival of data
and time-varying channel conditions, we introduce an online dynamic algorithm with
low complexity, which efficiently solves the problem.

Keywords: edge-cloud collaboration, industrial IoT, preprocessing method selection,
sampling rate adaption, computing and communication resource allocation

1. Introduction

Due to the rapid development of 5G and Industry 4.0, IIoT-sensing devices, such
as smart manufacturing, smart plants, and smart industrial services, have generated a
abundant of data. For traditional cloud computing, it is considerably challenging to
process such massive data efficiently. Fortunately, the edge computing can signifi-
cantly reduce the cloud computing’s computing load, and thus has been proposed as
supplementary paradigm recently [1]. In industrial area, the edge server (ES) close to
the data source can be enabled to process some computing tasks, so as to provide more
effective data processing services and lead to less communication overhead.

Although some researchers have proposed edge cloud collaboration to increase the
industrial systems’ operational and energy efficiencies, there are still some inherent
while unaddressed limitations. Particularly, computing and communication resources
of the edge-cloud collaboration are relatively limited [2]. Hence, if closed-loop opti-
mization is not considered in the management of cloud, ES, and terminal devices,
edge cloud collaboration cannot fully make use of its advantages. Some relevant
researchers have studied the resource allocation problem of IIoT’s edge cloud collabo-
ration [3, 4], including delay awareness, price-based service scheduling [2, 3], and
energy-aware resource allocation [4, 5].
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However, data collection and data analysis have some special requirements which
will be affected by the complex industrial environment, which has been ignored by
most studies: (i) In IIoT system, industrial equipment needs high-precision adjust-
ment. Any small error may cause industrial equipment to make wrong behavior and
cause serious troubles. [5]. Therefore, ensuring the accuracy of data processing in IIoT
service is very important. This motivates the investigation and optimization of edge
cloud management variables such as processing mode and sampling rate. (ii) There
are commonly a variety of industrial noises in practical applications, such as electro-
magnetic noise [6]. Because of these, we cannot analyze the data collected by the
sensor directly [7]. Hence, enabling data preprocessing at ESs is necessary (for exam-
ple, data cleaning [7] and data denoising [6]) before conveying data to the cloud. This
necessitates a balance of optimal resource allocations between the cloud and ESs. (iii)
Since the IIoT system environment is always complex and there are random data
arrival and time-varying channels, we are required to carefully manage the computing
and communication resources with the guarantee of a long-term performance. Other-
wise, the system will soon run out of limited CPU resources and network capacity [8].
As a result, the system efficiency will be seriously affected.

However, solving the aforementioned issues to achieve the closed-loop manage-
ment is very challenging: (i) It is intuitive that the processing accuracy is increasing
with the sampling rate. However, increasing the rate is equivalent to the increase of
the computing load, and thus will also increase transmission delay and computing
energy consumption, leading to the degradation of the system performance [5]. This
implies that sampling rate must be carefully chosen for balancing different perfor-
mance indicators. (ii) In practical applications, different preprocessing methods have
different computing resource requirements and corresponding processing perfor-
mance. In addition, data’s edge preprocessing will bring extra computing delay and
energy consumption. It is difficult to optimize service delay, processing accuracy, and
power consumption with mutual trade-offs. (iii) In response to the random data’s
arrival and the time-varying channel, we need to jointly optimize and dynamically
adjust the selection of preprocessing methods, sampling rate, and resource allocation.
However, it is hard if not impossible to obtain random information of dynamic
network in time, which is a necessary condition for long-term optimization of system
performance. This will obviously lead to incomplete decision information of IIoT
system. Lyapunov optimization method is often used to solve such problems. How-
ever, in IIoT applications, decision variables (such as preprocessing method and
sampling rate) are often integers, and constraints like processing accuracy and service
delay are sometimes nonlinear. This makes the problem much more complex than
traditional ones.

2. Chapter contributions and organization

In this book chapter, we study an IIoT energy resource management framework.
This framework is constructed on the basis of edge cloud collaboration, and aims to
conduct a closed-loop management on the cloud center (CC), ESs, and terminal
devices. To be more specific, in this chapter, we consider to optimize the selection of
ESs’ preprocessing mode, terminal devices’ sampling rates, edge cloud computing and
communication resource allocation for jointly to minimize the system’s energy con-
sumption. Meanwhile, we ensure service delay and accuracy of data processing in the
long term. In addition, considering the random arrival of data and time-varying
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channel conditions, we introduce a dynamic online algorithm with a low complexity
to solve this problem.

In particular, based on the network state of the current time slot, we decompose
the long-term optimization problem into a sequence of deterministic instantaneous
subproblems. After that, we define a continuous probability model and take into
account the future influences, and by such we use the Markov approximation algo-
rithm to solve these subproblems to near optimal. Finally, we theoretically analyze the
system performance in terms of its asymptotic upper bound.

This chapter’s main contributions are listed as follows.

• For controlling the IIoT edge cloud collaboration system in a closed-loop manner,
we formulate a joint optimization with computing and communication resource
allocation of CC, preprocessing method selection of ESs, and sampling rate
adaptation of end terminals to minimize the energy consumption of the whole
system while ensuring that all applications’ service delay requirements and data
processing accuracy demands can be met.

• Based on Markov approximation and Lyapunov optimization, we introduce a
novel online joint optimization algorithm with a polynomial time complexity.

• Theoretical analysis and simulation results evaluate the proposed algorithm’s
asymptotic optimality and show its advantage with the comparison of counterparts.

This chapter’s rest contents are listed below. Section 3 models the IIoT edge-cloud
collaboration’s system. Section 4 formulates the corresponding joint online optimiza-
tion problem for the closed-loop resource management. Section 5 introduces a novel
algorithm with a low complexity based on the Markov approximation and Lyapunov
optimization. Section 6 analyzes theoretical performance. Section 7 demonstrates the
simulation outcomes and Section 8 concludes the chapter.

3. System model

An IIoT system with a remotely located CC and multiple distributed on-site ESs is
considered, as shown in Figure 1. Each ES connects multiple IIoT sensors for a known
purpose (e.g., mechanical bearings’ vibration monitoring) and is used to control
devices (e.g., management of its data sampling rates), preprocessing the gathered
original data, and further analyzing by offloading them to CC. Denote the ESs’s set as
I ¼ 1, 2, … ,Nf g, where ∣I ∣ ¼ N. Denote Si as the set of ES i‘s associated devices. For
example, we consider mechanical bearing vibration monitoring task [5], the vibration
sensors sample the conditions of operation in the coverage area managed by ES i with
specific sampling rate. After that, ES i collects vibration signals, then selects an
appropriate mode1 to preprocessing it. Afterwards, to conduct the computation-
intensive data analysis, preprocessed data will be offloaded by ES i to CC. Clearly, this
collaboration between edge clouds needs to be sustained by a good closed-loop
management with three task decisions: (i) sampling rate adaptation of sensors, (ii)
pre-processing mode selection for ESs, and (iii) computational and communication
resources’ allocation.

1 Here, the preprocessing modes potentially denote different data cleaning or denoising methods [9].
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In addition, we investigate a time-slotted operation framework in order to portray
the intrinsic IIoT systems’ time-varying dynamics. Denote τ as time index, and
τ∈ T ¼ 1, 2, … ,Tf g. We show in Table 1 all the important symbols appeared in this
chapter for easy reference.

3.1 Communication model

IIoT devices’ sampling rates can be adjusted according to the purpose of different
applications. Define K ¼ φ1,φ2, … ,φKf g as the candidate sampling rate set, where φK

(measured by Hz) indicates original sampling rate, K as the maximum sampling rate
level. Calculate any level k’s sampling rate as φk ¼ kφK=K, where 1≤ k≤K. In addi-
tion, vK is defined as the original data size generated in each time slot with maximum
sampling rate φK . θ indicates the time slot duration. We define xτi,k ¼ 1, which denotes

that in time slot τ, ES i chooses k-th sampling rate of all its affiliated devices. Else,
xτi,k ¼ 0. Denote λτi,n (measured by every second’s data number) as device n’s data

arrival rate under ES i‘s control. Knowing all devices’ sampling rate, the task size
generated in time slot τ ES i is formulated by combining collected data from every its
affiliated devices in current time slot, which is expressed as

di τð Þ ¼
X

n∈ Si

X

K

k¼1

xτi,kλ
τ
i,nθvKk=K: (1)

Figure 1.
An example of edge preprocessing enabled IIoT.
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Then, ES i will preprocess this task. As data denoising application for
preprocessing [10] usually reduces the computational task size, we particularly focus
on it here. Assuming that my denotes maximum transforming rate in size of the
computational task using the preprocessing mode y∈Y, then after preprocessing, ES
i’s task size in time slot τ is represented as

bi τð Þ ¼ di τð Þ
X

y∈Y
Iτi,ymy

h i

: (2)

All tasks’ input bits should further transmit to CC for learning and analysis. The
wireless channel between CC and ESs remains constant within each time slot and
varies between time slots following independent identical distribution [11]. Based on
the Shannon formula, CC and ES i’s transmission rate is

ri τð Þ ¼
αi τð ÞW log 2 1þ

pESi hτi,c
αi τð ÞWN0

 !

, αi τð Þ>0

0, αi τð Þ ¼ 0

8

>

<

>

:

(3)

where W and N0 denote communication bandwidth and channel noise power

spectral density, respectively. pESi is the predefined transmission power of ES i. From
ES i to CC, channel gain is defined as hτi,c. It includes the effects of small-scale fading,

path loss, and shadowing [12]. Significantly, hτi,c is an environmental state uncontrol-

lably where positive constant hmax has an upper bound [13]. Denote αi τð Þ as ES i‘s
bandwidth allocation ratio over time slot τ. It should satisfy conditions listed below:

0≤ αi τð Þ≤ 1, and
PN

i¼1αi τð Þ≤ 1. The similar definitions appear in [2, 13].

Symbol Definition

λτi,n Device n’s data arrival rate in slot τ

hτi,c Channel gain between ES i and CC in slot τ

xτi,k ES i’s sampling rate vector in slot τ

di τð Þ Task size received by ES i in slot τ

bi τð Þ Preprocessed task size in slot τ

W Bandwidth level

pESi ES i’s transmit power

αi τð Þ ES i’s bandwidth allocation

ci τð Þ Cloud resource allocation

Ei τð Þ ES i’s service energy in slot τ

Ai τð Þ Accuracy of ES i’s task in slot τ

Ath
i

Long-term accuracy requirement

Hth
i

Long-term delay requirement

V Lyapunov parameter

Table 1.
List of important notations.
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Computational task’s transmission delay after preprocessing from ES i to CC is
calculated as

Ftra
i τð Þ ¼ bi τð Þ=ri τð Þ, (4)

and the corresponding transmission energy consumption is

etrai τð Þ ¼ pESi Ftra
i τð Þ: (5)

3.2 Computation model

3.2.1 Edge preprocessing model

ES can provide several optional modes of data preprocessing. Denote y as a feasible
algorithm of data denoising in a complete set Y, and the corresponding CPU compu-
tation speed (cycles/s) for each data denoising algorithm is denoted by f y, ∀y∈Y.

Denote Iτi,y ∈ 0, 1f g as ES i’s selection index of preprocessing mode at time slot τ.

Iτi,y ¼ 1 represents ES i has selected preprocessing algorithm y∈Y. Otherwise, Iτi,y ¼ 0.

It is obvious that we have
P

y∈YI
τ
i,y ¼ 1. It is important to note that the

computational delay for selecting mode y for data preprocessing of ES i at time slot τ
can be indicated as

T
y
i τð Þ ¼ di τð Þβi=f y, (6)

where βi denotes CPU cycles’ number that are needed to compute one bit in ES i.
Thus di τð Þβi is computational resource which is required by preprocessing step. After
that, ES i’s preprocessing computational delay in slot τ is indicated as

F
pre
i τð Þ ¼

X

y∈Y
Iτi,yT

y
i τð Þ: (7)

Therefore, ES i’s CPU computation speed (in cycles/s) is described as f i τð Þ ¼
P

y∈YI
τ
i,yf y: Hence, ES i‘s preprocessing energy consumption in time slot τ can be

characterized as

e
pre
i τð Þ ¼ zESi f 3i τð ÞF

pre
i τð Þ, (8)

where zESi is ES i’s effective switching capacitance, which is dependent on its chip
architecture [14].

3.2.2 Cloud computing model

Tasks received by CC are collected from multiple ESs and each ES’s allocated cloud
resources. Let ci τð Þ be cloud resources’ allocated proportion for ES i. The proportion

should satisfy conditions list below:0≤ ci τð Þ≤ 1, and
PN

i¼1ci τð Þ≤ 1. After that, CC’s
computation delay in processing ES i’s computation tasks should be indicated as

Fc
i τð Þ ¼ bi τð Þεc= ci τð Þf c

� �

, (9)
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where f c and εc respectively denote CC’s CPU computation speed and CPU cycles
number required to compute one bit in CC. In addition, CC’s energy consumption for
processing ES i’s computational task is represented as

eci τð Þ ¼ zc ci τð Þf c
� �3

Fc
i τð Þ, (10)

where zc is effective switched capacitance of CC [14].

3.3 Accuracy model for IIoT data analysis

Tasks’ processing accuracy relies on two factors, ESs’ data preprocessing method
and IIoT devices’ data sampling rate. We hypothesize that g φkð Þ, ∀φk ∈K is the asso-
ciation between sampling rate and accuracy, and gy yð Þ,∀y∈Y is the association

between preprocessing mode and accuracy. Moreover, learning models deployed in
cloud center may have computational errors, resulting in reduced processing accu-
racy, which is denoted by hc ≤ 1 [5].

Because of sampling rate control, cloud process and preprocessing method control
are independent with each other [2]. Task processing’s accuracy for ES i is

Ai τð Þ ¼ g
XK

k¼1
xτi,kφk

� �

�
X

y∈Y
Iτi,ygy yð Þ

h i

hc: (11)

It is important that we can modify the model flexibly in practice to another form
depending on various demands. The analysis framework remains valid. In addition,
data-based experiments allow to obtain accuracy values regarding sampling rate and
preprocessing mode [2].

4. Problem formulation

ESs’ preprocessing mode and sensors’ sampling rate can influence the computing
accuracy, and the computing resources and bandwidth allocation of CC can influence
the efficiency of computing and transmission. Significantly, these decisions are all
closely associated. For example, if the wireless channel condition is poor or computa-
tion load of the system is large, ESs can select efficient preprocessing method and
reduce the sampling rate. Hence, the CC may increase the computing and communi-
cation resources allocation ratios correspondingly. The advantage of the operations is
to decrease the execution delay, transmission delay, and energy consumption. The
disadvantage is that it will lose some processing accuracy. It shows that a trade-off
exists in service delay, processing accuracy, and system energy consumption. For
improving IIoT system’s energy efficiency, we intend to minimize system energy
consumption, which includes ESs’ computing energy consumptions, ECs’ offloading
transmission energy consumption, and CC’s energy consumption, with guaranteed
processing accuracy and service delay. Every ES’s computation task represents an
application. We calculate time slot τ’s energy consumption as

Ei τð Þ ¼ eESi τð Þ þ etrai τð Þ þ eci τð Þ: (12)

Because of the industrial environment’s time-varying features, for minimizing
long-term dynamic energy consumption, we need to manage the IIoT edge cloud
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collaboration system. Therefore, the EC computing system’s average energy con-

sumption is selected as performance measurement, i.e., 1
T

PT
τ¼1

PN
i¼1Ei τð Þ. Then we

jointly optimize sampling rates of sensors, preprocessing method of ESs, and comput-
ing and communication resources of edge cloud, which denotes as

Ji τð Þ≜ xτi,k, I
τ
i,y, αi τð Þ, ci τð Þ

h i

,∀i∈ I , can be represented as

2P1 : min
Ji τð Þ, ∀i∈ If g

1

T

X

T

τ¼1

X

N

i¼1

Ei τð Þ (13)

s:t:0≤ αi τð Þ≤ 1,
X

N

i¼1

αi τð Þ≤ 1, ∀i∈ I , (14)

0≤ ci τð Þ≤ 1,
X

N

i¼1

ci τð Þ≤ 1, ∀i∈ I , (15)

Iτi,y ∈ 0, 1f g,
X

y∈Y

Iτi,y ¼ 1, ∀i∈ I , (16)

xτi,k ∈ 0, 1f g,
X

K

k¼1

xτi,k ¼ 1, ∀i∈ I , (17)

lim
T!þ∞

1

T

X

T

τ¼1

Hi τð Þ≤Hth
i ,∀i∈ I , (18)

lim
T!þ∞

1

T

X

T

τ¼1

Ai τð Þ≥Ath
i ,∀i∈ I , (19)

where (14)-(17) respectively represent the constraints of bandwidth allocation, cloud
computing resource allocation, preprocessing method selection, and sampling rate.

Constraint (18) is average service delay in the long term. Constraint (19) is
processing accuracy. They are the constraints of ES i∈ I which have unique purposes,

where Hth
i and Ath

i are requirements of application related threshold. Hi τð Þ denotes the

ES i’s delay performance, so that Hi τð Þ ¼ FES
i τð Þ þ Ftra

i τð Þ þ Fc
i τð Þ, ∀i∈ I .

Remark P1 is a dynamic stochastic optimization problem and we must decide all
these decisions in the time slot. The problem’s objective is minimizing system energy
consumption in a long-term way in dynamic network. Due to two reasons, solving the
problem is challenging: (i) due to the number of previous information is extremely
large, the statistics of data arrival rates and time-varying channel conditions may be
hard to obtain in IIoT systems; and (ii) because of the quick growth of the ES and IIoT
devices’s number, traditional dynamic programming is difficult to handle its large
state space and action space, which will result in high computational complexity [11].
Lyapunov optimization [15] is used to solve long-term stochastic optimization prob-
lem, but preprocessing mode selection Iτi,y and sampling rate adaption xτi,k are discrete

binary decision variable. Further, constraints (18) and (19) are nonlinear, making P1
be a mixed integer nonlinear programming problems. To handle the problem, heuris-
tic algorithms are a low-complexity solution. However, the solution cannot guarantee
algorithm performance, so in IIoT applications, it is not recommended. To address this
issue, an online algorithm is designed to solve this question in the next section. In the
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first step, according to current network states, we use Lyapunov optimization method
to decompose the long-term optimization problem into real-time optimization sub-
problems. In the second step, based on Markov approximation technology, we devel-
oped an approximation algorithm. We consider the future impact and introduce the
continuous probability model, and obtain the asymptotic optimal solution of the
subproblem within the verified analysis range.

5. Online resource management algorithm

5.1 Lyapunov-based online method

Dealing with the long-term accuracy and delay constraints are main challenges to
solve problem P1. Therefore, we use the Lyapunov optimization method. For IIoT appli-
cations, Lyapunov optimization method constructs overdue delay queues and accuracy
deficit queues. The problem decomposition’s detailed procedure is shown as follows.

First, we define the delay overflow queues and accuracy deficit queues of IIoT
applications. For each ES i, the dynamic changes of the accuracy deficit queue are
represented below:

Q i τ þ 1ð Þ ¼ Ath
i � Ai τð Þ

� �þ
þQ i τð Þ: (20)

Here, if Z is a non-negative value, Z½ �þ ¼ Z. Otherwise, it is 0. Q i τð Þ indicates that
there exists a deviation between the instantaneous accuracy and ESi’s required long-
term accuracy at time slot τ.

We represent overdue delay queue’s dynamic change of ES i below:

Mi τ þ 1ð Þ ¼ Hi τð Þ �Hth
i

� �þ
þMi τð Þ, (21)

where Mi τð Þ represents the i-th ES’s deviation between computation task’s service
delay and long-term required delay in time slot τ.

Then, Lyapunov function is defined according to [15] as

L Θ τð Þð Þ≜
1

2

X

i∈ I

Q i τð Þ2 þMi τð Þ2
h i

, (22)

where Θ τð Þ≜ Q i τð Þ,Mi τð Þ½ �.
Thus, the Lyapunov drift can be represented as

Δ Θ τð Þð Þ ¼  L Θ τ þ 1ð Þð Þ � L Θ τð Þð ÞjΘ τð Þ½ �: (23)

Accordingly, we represent the Lyapunov drift-penalty function as

ΔV Θ τð Þð Þ ¼ Δ Θ τð Þð Þ þ V �  Ei τð ÞjΘ τð Þ½ �, (24)

where V ∈ 0,þ∞ð Þ is a control parameter. Next, the upper bound of ΔV Θ τð Þð Þ is
derived for any feasible solution Ji τð Þ, ∀i∈ I , which is written in Theorem 1.1.

Theorem 1.1 ΔV Q τð Þð Þ has an upper bounded for any Ji τð Þ,∀i∈ I , which can be
written as
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ΔV Θ τð Þð Þ≤Bþ 

X

N

i¼1

Q i τð Þ Ath
i � Ai τð Þ

� �

þMi τð Þ Hi τð Þ �Hth
i

� �

jΘ τð Þ
� 	

þV �  Ei τð ÞjΘ τð Þ½ �,

(25)

where B is a positive constant which can adjust the tradeoff between the satisfac-
tion degree of the long-term accuracy and service delay constraints and the energy
consumption cost.

Proof:We square two sides of accuracy deficit dynamics and we have

Q2
i τ þ 1ð Þ ¼ Ath

i � Ai τð Þ
� �þ
h i2

þQ2
i τð Þ þ 2Q i τð Þ Ath

i � Ai τð Þ
� �þ

≤ Ath
i � Ai τð Þ

� �2
þQ2

i τð Þ þ 2Q i τð Þ Ath
i � Ai τð Þ

� �

:

(26)

We subtract Q2
i τð Þ from two sides and then multiply by 0.5. Then, for

i∈ I ¼ 1,2,3, … ,Nf g, we sum up these inequalities. So, we have

1

2

X

N

i¼1

Q2
i τ þ 1ð Þ �Q2

i τð Þ
� �

≤
1

2

X

N

i¼1

Ath
i � Ai τð Þ

� �2
þ
X

N

i¼1

Q i τð Þ Ath
i � Ai τð Þ

� �

: (27)

Similarly, for delay overflow dynamics in (15), we can make such operations

M2
i τ þ 1ð Þ ¼ Hi τð Þ �Hth

i

� �þ
h i2

þM2
i τð Þ þ 2Mi τð Þ Hi τð Þ �Hth

i

� �þ

≤ Hi τð Þ �Hth
i

� �2
þM2

i τð Þ þ 2Mi τð Þ Hi τð Þ �Hth
i

� �

:

(28)

We subtractM2
i τð Þ from two sides and multiply by 0.5. Then, for i∈ I , we sum up

these inequalities:

1

2

X

N

i¼1

M2
i τ þ 1ð Þ �M2

i τð Þ
� �

≤
1

2

X

N

i¼1

Hi τð Þ �Hth
i

� �2
þ
X

N

i¼1

Mi τð Þ Hi τð Þ �Hth
i

� �

: (29)

Combine (22) and (23), we can get

L Θ τ þ 1ð Þð Þ � L Θ τð Þð Þ≤
1

2

X

N

i¼1

Ath
i � Ai τð Þ

� �2
þ

1

2

X

N

i¼1

Hi τð Þ �Hth
i

� �2

þQ i τð Þ Ath
i � Ai τð Þ

� �

þMi τð Þ Hi τð Þ �Hth
i

� �

:

(30)

Finally, V � Ei τð Þ is added to two sides of (30) and take expectation of two sides of

Θ τð Þ as the condition. Then, desired result can be obtained in (25), where B ¼

1
2

PN
i¼1 Ath

i � Ai τð Þ
� �2

þ 1
2

PN
i¼1 Hi τð Þ �Hth

i

� �2
:

The online joint preprocessing method selection, sampling rate adaption.
and resource management algorithm aims to minimize ΔV Θ τð Þð Þ‘s upper bound in
Theoerm 1.1. The service delay and processing accuracy should be maintained at
an expected level. At the same time, we can minimize the CC and ESs’ system
energy consumption. Algorithm 1 shows the details. Note that P2’s constraints and P1’s
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constraints are the same. The P2‘s objective function corresponds to the right side of
(25). In every time slot τ, we solve P2 to obtain the optimal preprocessing method
selection, sampling rate adaption, and resource management. Then, we update over-
due delay queues and accuracy deficit queues.

Algorithm 1: Online Joint Sampling Rate Adaption, Preprocessing Mode and
Resource Management Algorithm (OSPRA).

1.Initialization: At the beginning of slot τ, collect the status information of CC,
ESs, and each sensors.

2.Observe the queue set Θ τð Þ, channel gain hi τð Þ, and data arrival rate λn τð Þ of n-th
device.

3.Determine xτi,k for each sensor, Iτi,y for each ES, αi τð Þ for each edge cloud link, and

ci τð Þ for cloud computing by solving

P2 : min
Ji τð Þf g

Ui τð Þ ¼ Bþ 

XN

i¼1
Q i τð Þ Ath

i � Ai τð Þ
� �

þMi τð Þ � Hi τð Þ �Hth
i

� �

jΘ τð Þ
� 	

þV Ei τð ÞjΘ τð Þ½ �

s:t: 14ð Þ � 19ð Þ:

4.Update queue Q i τð Þ and Mi τð Þ depending on (20) and (21).

5.Return the best value of Ji τð Þ.

6.τ ¼ τ þ 1.

Sampling rate adaption xτi,k and preprocessing method selection Iτi,y are discrete

binary decision variable. Meanwhile, the CC’s bandwidth and computation resource
allocation is nonlinear. Therefore, problem P2 is mixed integer nonlinear program-
ming (MINLP) problem.

Theorem 1.2 Problem P2 is NP-hard.
Proof: Firstly, we discuss a specific problem case. In this case, we fix the CC’s

bandwidth and computation resource allocation. Therefore, sampling rate and
preprocessing method are selected discretely in problem P2. We can easily reduce the
case to a multiple knapsack problem and the problem is known as NP-hard [16].

To address this issue, network configurations are set up as a time-reversible
continuous-time Markov chain’s states. We can prove that after a finite number of
iterations, the CC’s preprocessing method selection, sampling rate adaption, and the
bandwidth and computation resource allocation can achieve stable states.

5.2 Approximately optimal solution for P2

Denote feasible solutions’s set as J, and the feasible solution of problem P2 satisfy
j∈ J. Denote the probability of adopting solution j at time slot τ as qj. Then, problem P2

can be converted into the equivalent form:
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min
q≥0

X

j∈ J

qj
X

i∈ I

Ui j, τð Þ

s:t:
X

j∈ J

qj ¼ 1,
(31)

where
P

i∈ IUi j, τð Þ is qj‘s weight. The optimal solution of problem (31)

results in minimum weight. We may transform the problem continuously by using
log-sum-exp approximation [17].

First, convex log-sum-exp function Gδ j, τð Þ is used to approximate the
optimization objective Ui j, τð Þ, which is represented below:

Gδ j, τð Þ ¼
1

δ
log

X

j∈ J

exp δ
X

i∈ I

Ui j, τð Þ

 !" #

, (32)

and we analytically show its approximation gap in Theorem 1.3.
Theorem 1.3 The convex log-sum-exp function Gδ j, tð Þ in (32) can approximate the

optimization objective in (31) by

min
j∈ J

X

i∈ I

Ui j, τð Þ �
1

δ
log∣J∣ ≤Gδ j, τð Þ≤ min

j∈ J

X

i∈ I

Ui j, τð Þ,

where δ is a positive constant and the approximation gap is upper-bounded
by 1

δ
log∣J∣.

Proof: Given the constant δ, inequality holds:

min
j∈ J

X

i∈ I

Ui j, τð Þ ≥
1

δ
log exp δmin

j∈ J

X

i∈ I

Ui j, τð Þ

 !" #

≥ min
j∈ J

X

i∈ I

Ui j, τð Þ �
1

δ
log∣J∣:

(33)

Convex log-sum-exp function’s value precisely approximates min function’s result,
when δ approaches infinity, i.e.,

min
j∈ J

X

i∈ I

Ui j, τð Þ ¼ min
δ!∞

1

δ
log

X

j∈ J

exp δ
X

i∈ I

Ui j, τð Þ

 !" #

: (34)

What’s more, the value of the problem’s optimal solution and log-sum-exp
function Gδ j, τð Þ are equal according to Theorem 1.3, which is represented as follows:

min
q≥0

X

j∈ J
qj
X

i∈ I
Ui j, τð Þ þ

1

δ

X

j∈ J
qj log qj,

s:t:
X

j∈ J
qj ¼ 1:

(35)

Namely, we can convert problem (31) to problem (35).
By solving the KKT condition [17] of problem (35) can be represented as follows:
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X

i∈ I
Ui j, τð Þ �

1

δ
log q ∗

j þ
1

δ
þ η ¼ 0

X

j∈ J
q ∗
j ¼ 1,

η≥0,

(36)

We can obtain the probability distribution q ∗
j of optimal solution as follows:

q ∗
j ¼

exp �
P

i∈ IδUi j, τð Þ
� �

P

j0 ∈ J exp �
P

i∈ IδUi j
0, τð Þ

� � , ∀j∈ J: (37)

We can see that the different solutions’s probabilities have direct ratio with
corresponding weights Ui j, τð Þ. Every solution j∈ J is paired with a specific state, we
construct a time-reversible Markov sequential chain [18] which has a stationary dis-
tribution q ∗

j . Switching one solution to another and transitioning between two states

are equal. ES selecting new preprocessing mode and sampling rate and CC adopting
new computation and communication resource allocation decision trigger it.

Algorithm 2: Markov Approximation-Based Algorithm for P2.

1.Initialization: Initialize Ui j, τð Þ by initializing sampling rate xτi,k, preprocessing

mode Iτi,y, and resource allocation in ESs and cloud center.

2.End initialization

3.Loop:

4.Select a random solution and perform the following steps:

5.Compute all other feasible solutions for the bound Ui j, τð Þ.

6.Using the probability derived from (37), choose a feasible solution.

7.Update the feasible solution.

8.Record the optimal solution j ∗ when Ui j
∗ , τð Þ is the smallest.

9.End Loop

We must guarantee that random two states can convert if we want to build a time-
reversible Markov sequential chain. Therefore, we limit one preprocessing method
selection and sampling rate in ES and CC’s one communication and computation

resource allocation in time slot. If we make a decision of preprocessing mode I
y
i τð Þ,

sampling rate xki , computation and communication resource allocation αi τð Þ, ci τð Þ,
previous solution j converts to new solution j0 of transition rate qj,j0 non-negatively. To

satisfy the time-reversibility feature, we have designed a transition rate which can
satisfy the equation which is written as follows:
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q ∗
j � qj,j0 ¼ q ∗

j0 � qj0,j, ∀j, j
0 ∈ J, (38)

The feasible solution’s transition rate is represented as

qj,j0 ¼ ϑ exp �
1

2
δ U j0, τð Þ �U j, τð Þð Þ


 �

, ∀j, j0 ∈ J (39)

where ϑ is a positive constant. Transition rate qj,j0 increases if weight gap j0 � j

increases. It means that adopting a lower-weight solution has higher probability.
Algorithm 2 shows the algorithm based on Markov approximation which intends

to solve problem P2. It can be executed on network platform. It can collect large
amount of network state information to make real-time decisions. The algorithm
combines in feasible solutions randomly to update time-reversible Markov sequential
chain’s state in update iterations. If Ui j

∗ , τð Þ is minimized by a feasible solution j ∗ , it
will be recorded and the algorithm explores the following combination in solutions
until all combinations have been attempted.

6. Performance analysis

The algorithm combines Markov approximation and Lyapunov optimization and
the performance of algorithm is analyzed theoretically.

6.1 Time complexity analysis

The introduced algorithm includes two algorithms (algorithms 1 and 2) mainly. In
algorithm 1, Lyapunov optimization is used to resolve resource management,
preprocessing method selection, and sampling rate adaption in dynamic environment.
Therefore, algorithm 1 generates many feasible solutions. In solution update iteration,
algorithm 2 records the optimal solution found up to now until it explores all feasible
solutions. The Markov approximation algorithm converges with linear rate quickly,
through adjusting appropriate parameters. Therefore, we can get the asymptotic opti-
mal solution quickly. In the process of iteration, a solution is chosen by the system
randomly for updating control information. Because long-term problem is
decomposed into some instant subquestions by using Lyapunov optimization, we
focus on solving approximate solutions’ complexity. As we defined in Section III,
Sampling rate adaptation has K feasible solutions at most, and preprocessing method
has y feasible solutions at most. There are yK feasible solutions at most in set U j, τð Þ,
because both are discrete. Each ES traverses all the solutions. Denote ρ as the ESs’
average iteration number which aims to get the stationary Markov chain. Moreover,
OSPRA algorithm’s complexity of time can be represented as O Kyρð Þ.

6.2 Optimality analysis

Theorem 1.4 We set up coefficients δ and V, the optimality gap of initial problem’s
optimal solution and introduced algorithm’s approximate solution theoretically is
written as follows:

X

T�1

τ¼0

 Ei τð ÞjΘ τð Þ½ �≤ p ∗ þ B=V þ log∣J∣= δVð Þ, (40)
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where p ∗ means the optimal solution theoretically.
Proof: Since executing drift-penalty algorithm can get accuracy strategies Hi τð Þ

and time delay Ai τð Þ in time slot τ, we presume that accuracy actions H ∗
i τð Þ and time

delay A ∗
i τð Þ are in the best decision.

Based on Theorem 1.1, the both sides’ expectations can be represented as

ΔV Θ τð Þð Þ ¼ Δ Θ τð Þð Þ þ V �  Ei τð ÞjΘ τð Þ½ �

≤Bþ 

X

N

i¼1

Q i τð Þ Ath
i � A ∗

i τð Þ
� �

þMi τð Þ H ∗
i τð Þ �Hth

i

� �

Θ τð Þ
� 	

þ V �  E ∗
i τð ÞjΘ τð Þ

� �

≤Bþ V � p ∗ :

(41)

Then, by getting the summation of above derivation (41), we get

Bþ V � p ∗ð Þ � T ≥
X

T�1

τ¼0

 ΔV Θ τð Þð ÞjΘ τð Þ½ �

¼  L Θ τð Þð Þ½ � þ V �
X

T�1

τ¼0

 Ei τð ÞjΘ τð Þ½ � �  L Θ 0ð Þð Þ½ �:

(42)

Finally, we move  L Θ 0ð Þð Þ½ to the inequality’s left side, and divide two sides by V.
Since  L Θ 0ð Þð Þ≥0½ , we can find Theorem 1.4’s conclusion.

From Theorem 1.4, if V(the control parameter) is sufficiently large, the
algorithm can obtain the approximate solution which reaches the optimal solution
p ∗ infinitely.

7. Simulation results

We carry on simulations to evaluate the proposed online algorithm’s performance
on joint preprocessing method selection, sampling rate adaption, and resource man-
agement in IIoT systems with the support of edge-cloud collaboration. Particularly,
we show the performance of energy consumption, service delay, and processing
accuracy, respectively.

7.1 Simulation setup

We setup an IIoT system with edge-cloud collaboration which has a remote CC and
multiple distributed ESs on site. For example, in bearing vibration fault monitoring
applications, each ES connects to 10 IIoT devices and is used to collect mechanical
equipments’s data of bearing vibration. Then, by one of the three preprocessing methods,
the raw data can be preprocessed (which are WT [19], BiNOSP [20], CLPM [10]) and
are offloaded to CC for further data analysis. We define that there are three candidate
sampling rates for IIoT devices, which are initial sampling rates 33, 66, and 100%, and set
the initial sampling rate φK=18 kHz [5]. Referring to [5], 0.59, 0.73, and 0.884 are
respectively the three sampling rates’ corresponding processing accuracies (Table 2).

Besides, we simulate the following benchmarks for comparison, aiming to show
the advantage of the OSPRA algorithm.
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• Accuracy-Guaranteed Resource Management Algorithm (AGRMA): It does
not preprocess data at edge servers and simply solves the joint sampling rate
adaption, computing and communication resource allocation at the cloud. A deep
reinforcement learning (DRL) method is used to address the random data arrival
pattern and dynamic channel variation for guaranteeing long-term service
accuracies [5].

• Lagrangian-Based Offloading Scheduling Algorithm (LOSPA): It applies the
Lagrangian dual decomposition method in a definitive way to solve a resource

Parameter Value Parameter Value

λτi,n [0.5, 1] data/s N 10

φK 18 kHz Ath
i

0.8

hc 0.9 f
y
i

1.2, 1.7, 2.2G cycles/s

W [5, 25] MHz gy yð Þ 1.3, 1.5, 1.7

f c 2.8 G cycles/s PES
i

500 mW

my [0.7, 0.95] βi, εc 550, 1200 cycles/bit

zESi , zc 10�7 , 10�27 N0 �174 dBm/Hz

Table 2.
Simulation parameters.

Figure 2.
Introduced algorithm’s accuracy performance.
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management problem and optimal offloading decision for an edge-cloud
collaboration framework. However, it ignores the network uncertainties [21].

7.2 Performance evaluation

Here, we consider the computation tasks’ average processing accuracy in ESs over
a long run, and illustrate the algorithm’s convergence performance in Figure 2. This
figure shows that the initial average accuracy maintains in a high level, as the initial
accuracy value is initially defined as zero. Furthermore, since the obtainable commu-
nication and computation resources are sufficient at the beginning, this algorithm
tends to increase the average accuracy to the target value very rapidly. Moreover,
despite the fluctuations, the computation tasks’ average accuracy converges to the
target value quickly after some time slots. Therefore, it can be concluded that the
algorithm’s stability is verified by the simulation.

Considering that the arrival rate of the end terminal’s data traffic is an uncontrolled
environmental variable while it directly affects each computation task’s size, the
impact of various data arrival rate on the final data processing accuracy can signifi-
cantly affect the adaptability of OSPRA in such complicated and noisy environments.
Figure 3 demonstrates the box-plot distribution of the data processing accuracy under
different rates of data arrivals. By increasing this rate, the distribution range of the
accuracy only fluctuates very slightly. In particular, it shows that the maximum
probability of error is smaller than 0.7. Moreover, the average value of the processing

Figure 3.
Introduced algorithm’s accuracy performance in terms of data arrival rates.
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accuracy can be well controlled within a restricted range between 0.8 and 0.802,
which indicates a good robustness of the proposed OSPRA to the instantaneous vari-
ations of the task size.

The average energy consumption of the proposed algorithm with various accuracy
requirements is shown in Figure 4. It can be observed that if the accuracy require-
ment improves, the system has to in turn increase the sampling rate or choose a
superior denoising performance in edge preprocessing method. As a result, the aver-
age energy consumption increases. LOSPA algorithm overlooks network uncer-
tainties, so that the average energy consumption reduces smoothly. Changing
processing accuracy does not have decisive performance impact. Oppositely, the
average energy consumption increases for both OSPRA and AGRMA algorithms.
However, in terms of minimizing the energy consumption, the proposed OSPRA
obviously performs better. The reason is that AGRMA does not choose to preprocess
at ESs, so that the sampling rate must increase when accuracy requirements increase.
Oppositely, OSPRA can reach a trade-off between the preprocessing method selection
and sampling rate, and therefore it can decrease the energy consumption and satisfy
the accuracy requirements concurrently.

Figure 5 evaluates the energy consumption of the overall system with the increase
of the Lyapunov control parameter V for different algorithms. When V ≤ 50, the
average energy consumption rapidly reduces as V increases. When V ≥ 100, the aver-
age energy consumption prefers to be stable, because computing resources and chan-
nel capacity have an upper limit. The asymptotic optimality of the proposed algorithm
can be seen as there exists a bounded deviation between the proposed algorithm’s

Figure 4.
Introduced algorithm’s average energy consumption in terms of different accuracy requirements.
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average energy consumption and the optimal one, which numerically verifies Theo-
rems 1.1 and 1.3. Besides, in this figure, we can find that the proposed OSPRA can
control parameter V for adjusting the energy consumption weights of different users.
That is to say, it guides us to select the parameter V according to various application
requirements. It is worth noting that although we also draw the other two benchmark
schemes’ performances for comparison, both of them are independent of the control
parameter V.

8. Conclusion

In this chapter, we have investigated a joint optimization problem of preprocessing
method selection, sampling rate adaptation, and computing and communication
resource allocation for IIoT systems with edge-cloud collaboration. With the objective
of minimizing the energy consumption of the whole system while guaranteeing all
applications’ long-term service delay and data processing accuracy, a novel algorithm,
called OSPRA, has been proposed. It has been proved that this proposed algorithm can
solve the formulated problem in a dynamic way under network uncertainties. In
addition, the feasibility and superiority of OSPRA have also been verified by extensive
theoretical analysis and simulations.

Figure 5.
Average energy with different parameter V.
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