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ABSTRACT 

Arshad, Bassam Syed, Accelerating Object Extraction and Detection using a Hierarchical 

Approach with Shape Descriptors. Masters of Science (MS), August, 2016, 38 pp., 31 Figures, 33 

references. 

Automatic object recognition is a fundamental problem in the fields of computer vision 

and machine learning, that has received a lot of research attention lately. While there are different 

methods, that build upon various low level features to construct object models, this work explores 

and implements the use of closed-contours as formidable object features. A hierarchical technique 

is employed to extract the contours, exploiting the inherent spatial relationships between the parent 

and child contours of an object. Fourier Descriptors are used to effectively and invariantly describe 

the extracted contours. A simple hierarchical, shape label and spatial descriptor matching method 

is implemented, to determine the nearest object-model. Multi-threaded architecture and GPU 

efficient image-processing functions are adopted making the technique efficient for use in real 

world applications. The technique is successfully tested on common traffic signs in real world 

images, with overall good performance and robustness being obtained as an end result. 
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CHAPTER I 

INTRODUCTION 

1.1 Motivation 

Automatic computer-based object detection and recognition is an intellectually intriguing 

and technologically challenging problem, in the fields of computer vision and machine learning, 

which finds a variety of applications in, advanced military systems, state of the art surveillance 

methods for law enforcement, fundamental robotics-related tasks, assembly line manufacturing 

and quality control systems, and critical medical imaging software’s used in the diagnosis and 

treatment of many diseases. The problem proves to be particularly gripping, to an investigator, 

given the fact that it is a very intuitive activity for us humans, whereas it translates into a complex 

and tedious task for machines. This particular area has generated a lot of research interest in the 

last couple of decades, going hand-in-hand with advances in electronics, imaging modalities, 

computing hardware, as well as, distributed and parallel computing. Various techniques and 

approaches have been proposed in order to tackle the problem, which at times can be based upon 

fundamentally different building-blocks.  

Fig 1.1: An object recognition pipeline 
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The object recognition problem can be effectively divided into three separate sub problems: 

Feature Detection, Feature Description and Feature Classification. The three sub problems are 

described briefly, in context of digital image processing and computer vision applications, below:  

Feature Detection – The goal of this problem is to detect low-level image features. Features here 

are points or regions of interest, which for a known object will occur consistently across different 

images and scene, irrespective of changes in scale, translation and rotation. There are different 

types of features that can be defined in images, and we go over them in the next chapter. 

Feature Description – The goal here is to find a robust mathematical description of the previously 

obtained feature, which will offset the effects of spatial and affine transformations, for similar 

feature. Also, a low-dimensionality feature descriptor is desired that is efficient to compute, and 

match, over a database of similar descriptors. 

Feature Classification – This step deals with the labelling or matching of query feature descriptors 

previously evaluated, across a database of already labelled feature descriptors. This step 

encompasses standard algorithms and techniques from the area of machine learning, as well as, 

basic matching methods specific to the feature descriptor being used.  

After an initial review of the many proven methods, that aim to solve the object recognition 

problem, it is quite evident that the primary step of feature detection plays a decisive role in 

determining the success of the process. In the next chapter we will go over the various types of 

features that can be used to quantify an object in an image or a scene. 

Contours are reliable and highly descriptive features, that are derived from image edge 

maps. While objects have previously been represented by their outer contours/silhouettes, inner 

contours which can formulate a hierarchical representation of an object have not been explored. In 
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this work we particularly focus on the hierarchical relationships between the outer contour/shape 

of an object and the inner contours contained by it. These parent-child contour relationships can 

later be successfully described and built into a model to uniquely represent various objects. 

For the technique to find real world practical applications, it requires the description of the 

detected features, in our case contours from the object, to be invariant to changes in translation, 

rotation and scale. In real world images and scenes, objects can appear at different distances, tilts 

and perspectives. While to us human beings, thanks to our well-developed perceptive abilities, that 

evolve incrementally with age and experience, we can distinguish objects successfully in different 

scenarios. In order for a machine to be able to make these type of distinctions, algorithms and 

techniques are devised that can successfully model object features into formats that offset the 

effects of these transformations. The Fourier Descriptors (FDs) is one such technique that 

addresses the above challenges. 

We select some of the most common traffic signs, as a test case, for our object recognition 

pipeline. Training images, were augmented, by rotating and scaling them to different levels, in 

order to achieve added robustness during the classification step.  Different machine learning based 

classification approaches were implemented in the software, and we discuss the pros and cons for 

them, in context of our feature description method. 

The end goal of this work was to formulate an object recognition technique, based on the 

hierarchical representation of an object's contours.  

MATLAB is one of the most commonly used tool in building and prototyping, image 

processing and computer vision applications. While MATLAB provides greater ease of use and 

quick command-line access to various in-built utilities, getting optimized multi-platform 
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executables and binaries is not always feasible. We implemented this work in the C++ 

programming language, taking advantage of, the in-built STL libraries, and freedom of defining 

complex data structures. The exploration and use of the C++ OpenCV library was crucial in 

achieving the desired results, especially the use of GPU-intensive functions implemented in the 

library. OpenCV provides functionalities to implement almost all the concepts covered in this 

work, right from the basic data structures to store images, functions to extract contours and perform 

DFT’s, to machine learning algorithms like the kNN, SVM and ANN, and GPU optimized routines 

for low-level computationally expensive tasks.  

1.2 Problem Statement 

Algorithmically, using the divide and conquer approach, our problem can be broken into: 

1. Create a new feature extraction model/method, to detect closed object parent-child contours, of 

interest/significance.  

2. Derive the normalized FDs for the obtained object contours.  

3. Create a database of FDs from a collection of known shapes at different scales, translation and 

rotations, to facilitate the effective classification of the FDs, in the later steps. 

4. Match the derived FDs against the database of labeled FDs, and obtain the closest classification. 

5. Develop an algorithm to match the individually classified contours against a stored template of 

the object model. 

6. Implement multi-threading and GPU-based functions where possible, to accelerate the entire 

process. 
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1.3 Contribution 

This work proposes a new hierarchical technique for contour-based feature extraction, in 

which an object is identified by a set of contours representing its overall structure. A custom 

algorithm was developed in order to extract these hierarchical parent-child contours and discard 

false child contours. To implement the new model, a custom tree-like data-structure was created 

to store and retrieve the object features, which facilitated in efficient matching against stored object 

models. While the proposed technique ignores color and texture features (which can be integrated 

in later stages), it does add another level of information in the form of smaller nested contours, 

which make the method more robust and discriminant over existing ones.  The built in GPU-

functionality, that comes integrated into many standard OpenCV algorithms, was used to gain a 

considerable speed-up in the entire process, especially on computer systems with powerful graphic 

cards. In order to test and prove the validity of the proposed technique, common traffic signs were 

selected as sample objects. The results of the tests are later presented in this work, confirming the 

robustness and accuracy of the technique. The C++ and OpenCV platform makes the application, 

in its current form, ready for deployment on RTOS and mobile platforms. Classes and methods 

have been independently defined and implemented for the three different stages of the technique, 

namely: Feature Extraction, Feature Description and Feature Classification, facilitating 

prospective users to define their own objects and models. Finally, the source code for this work is 

being made available publicly for further enhancements and research. 
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CHAPTER II 

 BACKGROUND 

This chapter describes some of the prevalent techniques in the areas of feature 

detection/extraction, feature description and feature classification, in context of the object 

recognition problem, along with a brief introduction to the OpenCV library. We also start building 

a base for the next chapter and will focus on the techniques that we shall be employing. 

2.1 Feature Detection 

In the context of image processing and more specifically the problem of object detection, 

a feature can be defined as a point or region of interest, that can be used to uniquely describe the 

object. A “good feature” appears consistently in images containing the object, is insensitive to 

noise, and is invariant to transformations in scale, rotation and shift, as well as affine 

transformations, of the object. 

Some of the most popular features used today include color, shape, corners/interest-points 

and texture, as reviewed by Tian [1].  While color and texture features, offer good local and global 

discriminative properties, in order to describe the object accurately and invariantly with respect to 

scale, shift and rotation, spatial features like corners [2] and edges have been vastly used. Interest 

points based features, commonly built upon corners and blobs, detected across different scale 

spaces, and refined using non-maximum suppression techniques, account for a formidable portion 

of object detection methods being employed today. The Scale-Invariant Feature Transform (SIFT) 
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by Lowe [4] is probably the best known and widely used technique, in this category.  See [3] for a 

good survey on local invariant feature detectors. 

Edges are some of the lowest-level features that can be extracted from an image. Edges 

originate in areas of the image, with significant gray-level intensity contrast. Typically edge 

detection involves some form of smoothing, followed by taking a derivative or the gradient of the 

image. An in-depth review and comparison of various edge detection methods is provided in [5]. 

One of the most widely used edge detectors is the Canny edge detector [6,7], which is designed as 

an “optimal” edge detector, that is capable of extracting edges at varying scale-levels, by adjusting 

the Gaussian sigma value. It basically extracts the gradient of the image, using a Gaussian 

derivative and then suppresses the non-maximal responses using two given gray-level intensity 

thresholds. It is also important to note here that not all edges might be extracted for a given sigma 

(standard deviation) value, the higher sigma value corresponds to a larger Gaussian blur, hence the 

finer edges are lost. A lower sigma yields more detail, but at the same time, we deal have to deal 

with more noise. A Gaussian pyramidal approach is often used in conjunction with edge detection 

techniques and is referred to as multi-resolution edge detection [31], which basically extracts edges 

at different scales, corresponding to a Gaussian sigma value and varying-resolution of the gray-

image, at each level of the pyramidal data-structure.  

Object contours can be defined as the distinctive set of edge-boundaries that differentiate 

the object from its surrounding scene. Contours are of high significance, and can describe 

important shape attributes of the object. Various techniques and state of the art approaches for 

contour detection, are discussed in-depth in [8]. It is important to note that the contour detection 

problem is significantly more complex than basic edge detection.  
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Fig.2.1 An object and its corresponding canny edge map image. 

 

Fig.2.2 Parent and Child contours of the object. 

A contour detector should be able to distinguish between texture edges, region boundaries 

and object contours. We achieve this by applying a host of pre-processing operations on the image 

first: smoothing the image using a Gaussian filter - this enhances the edge detectors response while 

distinguishing between region boundaries, applying texture smoothing filters - bilateral filter or a 

mean-shift filter - to suppress texture edges, finally some sort of morphological operations - 

dilation or closing might be required to obtain good closed object contours.   

Having obtained well-defined object contours we can now start building on top of these 

shape features, which can then be described using different techniques. 
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2.2 Feature Description 

Having obtained the features, that are discussed in the previous section, we will now focus 

on the various feature descriptors, laying particular emphasis on feature descriptors for closed 

shapes or contours. 

A good feature descriptor is a one that can embed/encode a high-level of 

information/characteristics about the feature, normalizing the effects of shift, scale, rotation and 

affine-transformations, into a low-dimensionality/lightweight feature vector.  

Quite intuitively for color features, RGB/HSV histograms are popular feature descriptors. In case 

of the RGB histogram we obtain a three-dimensional feature vector, with 256 bins for each 

channel. 

Interest points based features, can also be uniquely described in terms of their local 

neighborhood. A simple but naive approach would be to extract a gray-level intensity histogram, 

around a 3x3 or 5x5 neighborhood centered over the interest point. More refined and complex 

approaches exist that take into account the spatial characteristics of the neighborhood around the 

interest point. The SIFT feature descriptor, constructs a gradient orientation histogram over a 

16x16 window centered over the interest point. The resultant feature vector is further normalized 

to make it robust to photometric variations and to reduce the effects of contrast/brightness 

variations [4]. These type of spatial histogram based feature descriptors have been proven to be 

insensitive to deformations in the object, and invariant to changes in scale and rotation.  

Shape descriptors can be broadly classified into two categories region based and 

contour/boundary based. Both these categories can be further subdivided into local and global 

methods.  Global methods aim at describing the entire shape as a whole, while local methods 
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partition the shape into sub-parts which are then described individually and provide robustness to 

partial object occlusion. [9,10], cover shape based feature description and matching in great detail. 

Region based methods are targeted towards generating a more global description of the 

entire object, including areas encompassed within the object. Some of the popular region based 

approaches focus on the calculation of image moments, like the Hu’s Moments [11] or the Zernike 

Moments [12]. 

Contour or boundary based methods concentrate on the description of each given contour, 

individually. These methods fall into the category of local methods, and have their own 

advantages, like better invariance to occlusion and an ability to define global abstraction for the 

object model. Individually invariant contour descriptions, can be later used, along with the spatial 

information of the individual contours, to build more complex models of objects. Nested 

hierarchies can be defined amongst these contours and models can be built accordingly, which can 

be later matched, based on the level of abstraction defined by the user. 

Some of the popular methods in practice for contour description are chain codes, curvature scale 

space(CSS), shape context and the Fourier descriptors, FD’s. 

Chain codes are one of the oldest techniques for contour description, originally proposed 

by Freeman in the 1960s [13,14]. For the calculation of chain codes, given a connected contour, a 

4-neighbor or 8-neighbor pixel connectivity is defined. A number/code is assigned, indicating the 

direction of the movement between each adjacent pixel. This is continued until the starting pixel 

is reached again. Start-point invariant codes can easily be extracted, which makes this technique 

rotation and shift invariant, but such representations are quite susceptible to noise and achieving 

scale-invariance is also a problem. 
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Shape context is also a popular technique among contour based feature descriptors [15]. 

The contour is first sampled for a set number of points, and then a log-polar histogram of edge 

energy is derived around the sampled points. Individual histograms can then be matched by using 

chi-square test statistics. Shape context is moderately invariant to small non-rigid deformations. 

The Fourier descriptors (FDs) [16, 17] is a classic and valid method for contour description. 

The shape description and classification using FDs are simple to compute, robust to noise.  The 

key concept is application of the Fourier transform to a periodic, continuous and closed 

representation of the contour, which will then give us a shape descriptor in the frequency domain. 

The low-frequency components of the Fourier spectrum correspond to the general shape of the 

contour while the finer details are described in the high frequency components. This property is 

especially useful in two ways. Firstly, while matching two different shapes, a comparison between 

a few low-frequency components can give us a good similarity distance, between the two shapes.  

Secondly, the effects of noise can be nulled to a certain extent, while matching similar shapes i.e. 

effects of minor deformities are generally represented by the higher frequency components.  

The first step here is to resample the contour to a fixed number of points, this is also known 

as the 1D parameterization of the contour. This can be achieved in different ways, 

curvature/perimeter based, distance to the contour centroid, angular steps etc. In the second step 

the resampled contour coordinates are represented as complex numbers, the x-coordinate usually 

corresponding to the real part of the complex number and the y--coordinate as the imaginary part. 

Various techniques for the calculation and representation of FDs are explained and reviewed by 

Nixon et. al. in [19]. 
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1 

Fig.2.3 Shows the reconstruction of a shape using increasing number of Fourier coefficients1 

 

We will not divulge into the details behind the mathematics and concepts regarding the 

Fourier series and Fourier transform, which have been covered in great depth, in the standard text 

by Bracewell [20], we will discuss applications, analysis and properties of the Fourier spectrum, 

derived from the resampled contours points. 

         

       Original Contour                   n=10                                 n=20                                n=50 

Fig 2.4: Smoothing effect of FDs-based reconstruction of a noisy contour (Contour resampled over 

512 points, n number of coeffs used for reconstruction). 

                                                           
1 F. Larsson, M. Felsberg, and P.-E. Forss´en. “Correlating Fourier descriptors of local patches for road sign recognition”. IET 

Computer Vision, 5(4):244–254, 2011. 
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     Original Contour                   n=10                               n=20                                n=50 

Fig 2.5: Smoothing effect of FDs-based reconstruction of a noisy contour (Contour resampled over 

512 points, n number of coeffs used for reconstruction). 

 

As described in the work of D. Zhang et.al. [21], the Fourier spectrum can be easily made 

invariant to changes in scale, translation and rotation. Scale invariance is obtained by simply 

dividing the entire spectrum by the dc-component or zero-frequency term, present in the Fourier 

transform.  By ignoring the phase information and using only the magnitude of the coefficients, 

the descriptor achieves invariance to shift and rotation. 

The one-dimensional, fixed length, Fourier descriptor feature vector, is lightweight and 

computationally inexpensive, when it comes to feature matching and classification.  

2.3 Feature Classification 

Having obtained a feature vector (FV), whether it be a one-dimensional FD, 128-

dimensional SIFT descriptor or a 3-dimensional RGB/HSV color histogram, there exist multiple 

techniques, that can be used to find the closest match for a given query FV, against a database of 

FV’s.  
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Some of the popular techniques, again in context of the object recognition problem are: 

Support Vector Machines (SVM), k-Nearest Neighbor approaches (kNN), Artificial Neural 

Networks(ANNs), or various distance measures (Euclidean, Chi-Squared, Cosine-similarity etc.). 

We will focus on some techniques used in classifying or matching 1D FDs. 

FV obtained from the FDs, in their basic form (normalized Fourier coefficients), can be 

fed into a SVM, kNN or an ANN classification algorithm. SVM have been used successfully to 

classify shapes, using FDs in [22], the paper analyzes the implementation technique over the 

standardized MPEG-7 test database of various object shapes [24]. Similarly, the kNN method has 

also been used quite frequently in order to classify FDs, an application of the same to the character-

recognition problem is presented in [25].    

One of the limitations of the SVM is that they do not natively support multi-label or multi-

class classification, as the classification is performed in a one vs all fashion. However, there exist 

implementations of the SVM algorithm that try to circumvent this limitation, one such is the 

LIBSVM [26].  

When trying to classify shapes using FDs one common issue is the size of the FV, that we 

would like to retain and is relevant for matching problem. As we have discussed earlier, based on 

how the DFT is distributed, different term in the Fourier spectrum correspond to different 

characteristics of the object's shape. This property is of more significance especially when taking 

into account, the presence of noise in the queried shape. By comparing just a few low-frequency 

coefficients in the FV we can ignore the effects of noise and incorporate robustness into the system.  

A faster and easily parameterized approach is the use of distance measures [21], between 

the FDs. The number of coefficients to be matched can be parameterized depending on the scope 
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of the problem. Moreover, as shown in [23,27], instead of discarding the phase information in the 

FDs, by taking the absolute value of the complex DFT output, to obtain rotation and shift 

invariance, the same can be obtained by estimating the least-squared error for rotation and shift.  

2.4 OpenCV 

OpenCV is an open source library consisting of standard and start of the art implementation 

of computer vision algorithms. Originally started as a research project at Intel in 1999 with the 

goal of mainstreaming computer vision application development, it is currently managed by the 

non-profit organization OpenCV.org [28]. OpenCV provides for its own efficient data structures 

to store and manipulate images, and functions that perform complex linear algebra operation on 

the same. Apart from optimized function for matrix algebra, the library also provides standard 

frequency-domain signal processing functions, like the DFT (Discrete Fourier Transform), and in-

house implementations of machine learning algorithms, like the SVM, kNN and ANN. Recently, 

and more importantly, the library has been implementing GPU-intensive variants of standard, as 

well as complex, computer vision algorithms. These variants work in partnership with the NVIDIA 

CUDA platform [29], for now, and a considerable performance boost can be obtained over several 

just CPU-intensive algorithms. A detailed overview of the OpenCV library has been presented in 

[30].  
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CHAPTER III 

OVERVIEW OF THE PROPOSED TECHNIQUE 

A method will be developed to extract candidate parent and child contours, based on their 

hierarchical relationships. The inherent spatial relationships between the outer and inner contours 

of an object can be accurately defined and matched against a stored template. We will inscribe 

these details into our feature descriptor, along with the FDs, to invariantly describe the closed 

contours of an object. As an offline one-time task, we will extract FDs from a database of training 

shape-images, that we have created separately, and store them in a serializable data structure. 

Classification of the queried FDs is performed against the offline database, and the nearest match 

is returned. The predicted classification shape-labels are then matched against stored models of 

pre-defined objects, in a hierarchical fashion. The final results are then presented.  
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Fig 3.1: Flowchart of proposed object recognition technique (part 1) 
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Fig 3.2: Flowchart of proposed object recognition technique (part 2) 
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CHAPTER IV  

METHODOLOGY AND RESULTS 

In the first step we will design a contour extraction technique that will look for candidate 

parent contours. Once a closed contour, above a certain area threshold is detected, we look for the 

closed child contours it encompasses. Here again we set an area threshold, while looking for 

candidate child contours, with respect to the parent contour, this is done in order to discard small 

noisy child contours. We also calculate spatial descriptors for the child contours with respect to 

the parent contours. We define three metrics here: child-parent contour centroid distance 

(normalized by parent perimeter), child contour aspect ratio and child contour orientation. A 

hierarchical data structure is used to store the parent contours and their respective children, along 

with the spatial descriptors for each of them. 

Fig 4.1: Algorithm to extract parent and child contours 
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Fig 4.2: Query Image 

 

Fig 4.3: Smoothed using Gaussian filter (σ = 1.5) 

 

Fig 4.4: Canny Edge Detector applied (kernel size =3) 
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Fig 4.5: Parent Contour 

 

Fig 4.6: Child Contours 

 

In the second step, we calculate the FDs for the parent and child shapes extracted. This is 

done as shown in [23], wherein, we will first resample the contours to either 256, 512 or 1024 

points, then convert each point into a complex coordinate and finally calculate the DFT. The reason 

behind the selection of these numbers, is to facilitate the implementation of the optimized radix-2 

FFT algorithm. The Fourier coefficients obtained are divided by the dc-component of the 
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spectrum, which the OpenCV function places at index 0 of the one-dimensional vector.  

Furthermore, we take an absolute value of the resultant complex Fourier coefficients. As explained 

earlier, the above operations will make the Fourier coefficients invariant to changes in scale, 

translation and rotation. 

 

Fig 4.7: Algorithm to calculate Normalized Fourier Descriptors 

 

The successful working of any classification technique or model is directly dependent on 

the quality of features used to train it. The FDs are in themselves a scale, translation and rotation 

invariant technique to represent contours, but in order to obtain added invariance to affine 

transformations and improve the accuracy of our method, in order to be applied to real world test 

cases, we used a data augmentation method [32] to supplement our original shape dataset. We 

created a database of more than 200 shapes for each label, and FDs were extracted for each label 

and stored in a two-dimensional C++ vector, which was later serialized into an OpenCV supported 

.yml file.   
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Fig 4.8: Algorithm to construct offline database of FDs 

 

The dataset we have created is essentially a collection of shape-labeled one dimensional 

float-valued arrays, representing the normalized Fourier coefficients. There are many machine-

learning based methods that can be implemented to classify this labeled-dataset. We implemented 

the SVM, kNN and distance measure based methods. The SVM and kNN were adapted from the 

OpenCV implementation. The best classification results were achieved while using distance 

measures, both Euclidean and Chi-squared, along with the flexibility of parameterizing the number 

of Fourier coefficients to be matched. For example, at the parent level, we do not look for a very 

exact match, and it was observed that by matching 20-30 coefficients, a general shape match can 

be accomplished. On the other hand, the SVM and kNN methods take into account the entire 

feature vectors, of length 256, 512 or 1024, to build and classify the models, which at times will 

give “over-fitted” or inaccurate results. Optimization in this process was achieved by randomly 

selecting a set number of feature vectors from the database, for comparisons, and implementing a 

multi-threaded model to compare individual child contour feature vectors.   
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Fig 4.9: Algorithm for classification of queried FDs 
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Fig 4.10: Classification results – labeled contours 

 

We now embed the output of the previous step i.e. the predicted shape labels of the 

contours, with the spatial descriptor information for each contour as calculated in the very first 

step. This is now a combined feature vector that will be used to match against a stored template of 

a known object. We will accomplish this “model matching” is a fairly straightforward and intuitive 

way. We start off with first matching the obtained parent shape label to the parent labels of the 

stored object models, once we have a match, we delve deeper into the model and start comparing 

the individual child shape labels, along with their spatial descriptors, with their stored template 

counterparts. If more than half the child labels are matched in this way, we can conclude that the 

parent-child contour combination belongs to the known object template. We will then draw a 

bounding box over the queried contours along with individually predicted labels of the parent and 

children. The model can be modified easily and depending on the type of the problem, more 

tolerance can either be built into the model matching process or it can be made to follow stricter 
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norms. In our example we use traffic signs, which are pretty robust and reliable models, 

consistently offering good feature to extract. This type of model matching is also invariant to a 

certain degree of noise and occlusion, which might make the child contours either undetectable or 

deformed (due to the noise). 

 

 

Fig 4.11: Algorithm to match query-labels against stored object models. 
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Fig 4.12: Result -  Nearest Object Model after label-matching 

 

Below are the results from some of the tests that were conducted: 

         

Original                                 Contour-labels                         Object-model 

Fig 4.13: Stop Sign -1 
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Original                                 Contour-labels                         Object-model 

Fig 4.14: Stop Sign – 2 

 

         

Original                                 Contour-labels                          Object-model 

Fig 4.15: Stop Sign - 3 
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                                   Original                   Contour-labels                Object-model 

Fig 4.16: Stop Sign – 4 

 

       

                                             Original        Contour-labels    Object-model 

Fig 4.17: Stop Sign – 5 
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Original                                 Contour-labels                         Object-model 

Fig 4.18: Pedestrian Walk Sign – 1 

 

       

                         Original                              Contour-labels                     Object-model 

Fig 4.19: Pedestrian Walk Sign - 2 
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                 Original                                    Contour-labels                             Object-model 

Fig 4.20: Pedestrian Walk Sign - 3 

 

       

                 Original                                    Contour-labels                             Object-model 

Fig 4.21: Yield Sign - 1 
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                 Original                                    Contour-labels                             Object-model 

Fig 4.22: Yield Sign - 2 

 

 

       

                 Original                                    Contour-labels                             Object-model 

Fig 4.23: Yield Sign - 3 
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CHAPTER V   

CONCLUSION AND FUTURE WORK 

The goals of this thesis were to implement a hierarchical method for contour extraction and 

designing an object recognition technique. The implemented technique further utilized a proven 

contour-description method, the Fourier descriptors, and popular classification algorithms were 

used to determine the shape labels. A simple hierarchical object-model matching algorithm was 

also implemented, along with the utilization of unique spatial characteristics of contours, to 

recognize objects.  We built object-models of some common traffic signs and tested the technique 

on the same. From the experiments conducted, it was found that the technique performs quite well 

on a range of different test images, including ones from real-life scenarios. Performing well even 

in cases where the child contours were either occluded or deformed by noise, with the FDs based 

method adding towards the robustness of the system.  

Contours are features that represent vivid information about an object and its spatial 

characteristics. Contour detection is a difficult problem, that gets especially complex, when trying 

to consistently extract contours at different scales and in presence of textured backgrounds. 

Recently very good results have been achieved, by using deep features learned from convolutional 

neural networks, to detect contours [33]. More accurate contour detection methods, like the one 

referred above, will add to the consistency of the object recognition technique presented in this 

thesis. 
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An application to recognize traffic signs has already been presented in this work. This work 

can be easily incorporated into robotic and assembly line applications, that involve detection and 

recognition of known objects, for quality and safety purposes. The algorithm can easily be adapted 

for real time object recognition and tracking purposes. A wide variety of applications can be 

thought of, especially where the contours of the object being recognized remain relatively 

consistent. The use of the OpenCV library makes it very easy to adapt to Real Time Operating 

Systems (RTOS) and other mobile operating platforms, like Android etc.  

There is a lot of scope for both future enhancements and collaborations with this technique. 

At the feature description level, both local and global color and interest-point based features, can 

be used in conjunction with shape descriptors, to come up with a more detailed feature vector for 

the object. Learning algorithms like deep-neural networks can be trained and tested based on the 

feature descriptors derived from this technique. An immediate work item could be an efficient 

GPU implementation of the minimum distance measure used to classify the FDs.   
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