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ABSTRACT 

 

Leal, David L., Router Security Effect on Performance of a Network. Masters of Science 

Engineering (MSE), December, 2016, 81 pp., 24 figures, 77 References. 

Recently many of the devices that create a computer network offer security to help protect 

networks from hackers, such as computers, servers, firewalls and even routers.  In most cases when 

protecting a network from hackers having more security is not always the best, because the more 

resources of the device is used by the security in inspecting connections, and it can compromise 

performance of the network.   

This thesis investigates performance benefit of having security on a router and its impact 

on the connection rate of the network when it is under security attacks.  In this thesis, different 

security features and configurations offered by the router are tested to see how they affect the 

connection rate of the network under different security attacks, and compare with the benchmark 

network performance when there was no security used at all in the router.
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CHAPTER I 

 

 INTRODUCTION 

 

In the world of networking, computer hacking has become one of the major growing 

concerns when it comes to protecting a person’s personal information all the way to preventing 

the internet from being taken down.  In many cases people think that hackers are people who 

use a computer to steal people’s information through the internet, but that is not entirely 

accurate since a hacker is a person who wants to find and exploit the weaknesses in a computer 

network or computer system [1-6].  Over the years many companies would find ways to 

improve network security in order to prevent hackers from damaging a computer, server or 

network.  One of the main problems with trying to improve security to prevent Denial of 

Service (DOS) attacks which consist of Ping attack, and TCP/SYN flood attack is that the 

increase in security could affect the quality of the network by reducing the speed and connection 

rate of the computer, server or network that it is trying to protect [7-8].  This is why companies 

have tried to find ways to add security in different devices that make up a network in different 

locations, and by doing this they are able to increase network security without having to place 

too much of a burden on one spot of the network [9-26].  One of the devices used and that we 

will be looking at is the Juniper J4350 router with Junos Software Release [9.2R1.10] (Export 

edition) Enhanced Services OS is one of the few routers with its very own built in firewall 

security [27-28]. 
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This experiment is to understand the configuration of the Juniper Router OS called Junos 

[29], and it’s built in Firewall that can be modified to be used as a Static Packet Filtering 

firewall or Stateful firewall. We are going to see how the changes in the Juniper router security 

settings will affect the network in exchange for the protection that it offers for the network. 

1.1 Motivation 

 

In the world of networking, computer hacking has become one of the major growing 

concerns when it comes to protecting a person’s personal information all the way to preventing 

the internet from being taken down.  In many cases people think that hackers are people who use 

a computer to steal people’s information through the internet, but that is not entirely accurate 

since a hacker is a person who wants to find and exploit the weaknesses in a computer network 

or computer system.  Over the years many companies would find ways to improve network 

security in order to prevent hackers from damaging a computer, server or network.  One of the 

main problems with trying to improve security to prevent Denial of Service (DOS) attacks which 

consist of Ping attack, TCP/SYN flood attack is that the increase in security could affect the 

quality of the network by reducing the speed and connection rate of the computer, server or 

network that it is trying to protect.  This is why companies have tried to find ways to add security 

in different devices that make up a network in different locations, and by doing this they are able 

to increase network security without having to place too much of a burden on one spot of the 

network.  One of the devices used and that we will be looking at is the Juniper J4350 router 

which is one of the few routers with its very own built in firewall security.  This experiment is to 

understand the configuration of the Juniper Router OS called Junos [29], and it’s built in firewall 

that can be modified to be used as a Static Packet Filtering firewall or Stateful firewall. We are 

going to see how the changes in the Juniper router security settings will affect the network in 
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exchange for the protection that it offers for the network. In the rest of the network we used a 

simulated server and a single processor Apple iMac Pro Server with an Intel Xenon 2.8 GHz 

quad-core processor, and had a 12 Giga Bytes of RAM compatible with the operating system 

Microsoft “Windows Server Enterprise 2012 R2[30].  A Cisco SRW2024 24-port Gigabit Switch 

which can handle up to 1 Giga bits per second on each port [31]. 

1.2 Statement of the Problem 

 

Over the years many companies have been creating and selling security features on a lot of 

their networking products, such as routers to help people think that by merely having these 

features on the products that their computer networks will be protected from any threat from 

hackers.  In the last decade many companies have noticed that some of the devices that have be 

sold to improve the security of the network have become a weak link in the network when they 

become vulnerable when DDoS attacks are sent through the network [1] [32-37]. 

1.3 Thesis outline 

 

For this thesis I organized the thesis in to five chapters, starting with Chapter I which is an 

organized introduction, and the motivation for completing the thesis on this topic.  In Chapter II 

we cover the background of how ICMP flood and TCP/SYN Flood DDoS attacks are created and 

how they affect targeted computers and servers.  We also covered the security features of the 

Juniper J4350 router with Junos Software Release [9.2R1.10] (Export edition) Enhanced 

Services OS Junos and how the security setting should help protect a network that is under DDoS 

attacks and why some of these security features are necessary for certain attacks and which ones 

were not necessary.  
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When using the Juniper Router which can handle up to 1Giga bits per second of data, we 

had to create simulated users to help push the router close to the limit of traffic allow able for the 

router.  This help to create a more realistic situation for the network experiment and to have the 

DDoS attacks to have more of an effect on the router since the attack traffic could only reach a 

Giga bit per second worth of traffic.   

In Chapter III we focused on using a simulated server in the experimental setup of the 

experiment which had simulated clients on a different network trying to communicate with the 

server on its very own network.  While at the same time we had a separate network sending 

DDoS attack traffic to the server to see how the router would affect the network when the only 

form of security on the network is the router.  For each attack simulation for the ICMP and 

TCP/SYN Flood attacks we used a range from 0 Gbps to 1 Gbps with increments of 0.1 Gbps 

and then recorded the data acquired in Microsoft Windows Excel 2013.  For Chapter IV we used 

the same set of attack traffic as in Chapter III and  replaced the simulated server on the network 

with an Apple iMac Pro Server with an Intel Xenon 2.8 GHz quad-core processor with a 12 

GBytes of RAM using the operating system Microsoft “Windows Server Enterprise 2012 R2” 

server.  The Apple iMac Pro Server allowed us to see if the protection offered on the network 

was from the router or if the firewall on the server was handling most of the DDoS attack traffic.  

In Chapter V we removed the router from the network and kept the Apple iMac Pro Server in the 

network while we focused the TCP/SYN flood attack, and when we finished collecting the data 

from the experiment we compared the results that we acquired from Chapters 3, 4, and 5 that 

covered the DDoS attacks to see how the router was affecting the network. Chapter VI consists 

the conclusion for the thesis and our experiments, along with contribution that can be added for 

future experimentations. 
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CHAPTER II  

 

DISTRIBUTED DENIAL OF SERVICE ATTACKS 

 

2.1  Background Information on Distributed Denial of Service Attacks 

Distributed Denial of Service attack is an improved version of a Denial of Service attack 

which is used to bring down a network, server, or computer by forcing the victim device to use 

up its resources to prevent it from working at full capacity [38-44].  When creating a DoS attack 

a hacker would use his computer to create useless traffic that will ether flood the target with 

unnecessary traffic or send packet  that will confuse the target on what action it should take when 

deal with that kind of traffic.  Now a days most devices such as firewalls and routers contain a 

DoS attack detection and prevention built in them which search high threshold of traffic coming 

from a single source [45-46] or if there was a packet or connection that did not seem as if it came 

from a legitimate source which would mean that server or computer was under attack and then 

the targeted victim would stop traffic coming from that source. The thing that make Distributed 

Denial of Service attacks more dangerous is that, while DoS attacks are made from the hackers 

computer, in DDoS the hacker uses botnets which is when the hacker takes control of 

unknowingly victims computers and then uses them to created small amounts of attack traffic 

that will be sent to the targeted victim or server and those small attacks combined will equal one 

big attack. Since the attack traffic from each source is small the victim will not know that it is 

being under attack until the victim server or computer is flooded with traffic and has to use all of 

its resources to stop the traffic and restore itself to full working condition. 
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 Even if the victim computer or server does manage not to be affected by the DDoS attack 

does not mean the attack was not dangerous, because in some cases the attacks are not meant to 

bring down the target.  When a computer or server is under attack depending on the manufacture 

and the OS they will deal with certain attacks differently, and this will allow hackers to find out 

more about the targeted victim and help them to determine which attacks will be most effective 

against the target. I will cover more on how DoS attacks are used to get more information on a 

victim computer or server in Section 2.3.4 and how the router helps to protect the router from 

such attacks. 

2.2 Background Information on Different DDoS Attacks 

2.2.1 Ping Flood Attack 

When dealing with DDoS attacks one of the most common and hard to detect is the ping 

flood attack.  A ping which is also known as an Internet Control Message Protocol (ICMP) echo 

request [39][40][45] [47-50]which is used by networking specialist as  a way to make sure that 

computer and network devices are connected and communicating with each other. We can see an 

example of an ICMP packet in Figure 2.1. 
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Figure 2.1. IP Header Datagram [51] 

Since an ICMP packet is a commonly used method for testing networks most networks do 

not consider this type of attack to be a threat.  The whole point of a ping flood DoS attack is for 

the attacker to flood the network by sending many ICMP echo request packets to a victim 

computer or server. Over the years the amount of traffic that a network can handle has increased 

to Giga bytes which means that attackers would need to send a very large amount of ping traffic 

to cause any effect to the victim computer/server network. This means the effectiveness of the 

attack is very dependent on the bandwidth of the attacker’s network and the victim’s network 

which means the attacker would need a bigger bandwidth than the victim’s network.  Otherwise 

the attacker will have to find other ways to send a large enough attack such as botnets or use 

other victim computers to help sent the attack. 
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2.2.2 TCP/SYN Flood Attack 

The second attack that we will use will be the TCP/SYN flood attack which the TCP stands 

for Transmission Control Protocol and the SYN is the name of the flag on the headers of the TCP 

that are sent to the target, which is where the attacker prevents the completion of the Three Way 

Handshake as we can see in Figure 2.2 [41] [43] [45] [52] [53] [54] [55]. 

 

 

Figure 2.2: Three Way Handshake [56] 

 

The three way handshake is a method for computers to establish a connection before traffic is 

sent between the computers as shown in Figure 2.2.  The three way handshake starts with the 

client sending a TCP packet to the server; with the SYN flag, which is like the computer asking 

if the sever can have a connection with the client. The server then replies with a TCP packet that 

has SYN+ACK flag where the ACK is the server saying that it can make a connection with a 

client and the SYN is the server making sure if the client can make a connection with the 

receiver. Then the client responds with a packet that has an ACK flag confirming the connection 

with the server shown in Figure 2.2.  Now the TCP/SYN flood attack is done when the attacker 

only sends packets with the SYN flag and never finishes the three way handshake by never 

sending a packet with the ACK flag when the receiver sends a packet with SYN-ACK Flag 

creating half open connections shown in Figure 2.3. 
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Figure 2.3: TCP/SYN Flood Attack [38] 

 

When the attacker creates these half open connections, this prevents actual users from being 

able to create connections with the server and consumes the server’s resources and reducing the 

connection rate.  One of the extra features offered by the Juniper J4350 Router firewall to help 

stop TCP/SYN flood attacks other than the threshold for TCP packets is the SYN-Proxy-Proxy 

which allows the user to set a threshold of how many half open connections there can be in the 

router.  When the number of half open connection reaches the threshold set by the user the router 

stops the TCP connections between the networks and creates separate TCP connections between 

its self and the network to make sure that the connections are legitimate connections. If the TCP 

connections are legitimate the router will establish the connections with the router, but if the 

three way handshake is not completed between the router and client the connection is dropped 

before even reaching the network the server is on (Figure 2.4).  
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Figure 2.4 Firewall SYN-Proxy-Proxy [57] 

 

2.3 Router Security Offered 

When setting up the configuration of many devices manufactures tend to put a 

recommended setting to help the user to consider what would be a proper setting for new users to 

use [27][29] [58] - [67] .  Most people that set up security configurations that are not too familiar 

with what protections the security offers and whether they really need the protection end up 

putting more security than they really need.  In most cases having more security may sound 

good, but is the extra security really worth using more of the routers resources. For this section 

we will discuss what protection the security offers [45] which we can see in Figure 4 and how 

the settings should help prevent hackers from harming the network [58].  

 

Section 2.3.1  Scan/Spoof/Sweep Defense 

One of the difficulties hacker deal with is finding the location of a victim computer or server 

that they want to attack, and since they cannot just go up to people and ask for their IP address 

and Port number they use a method called Sweeping and Scanning.  This is a process used to 
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find locations of computers they can reach from their network, the attacker sends ICMP packets 

to random IP address or scans for ports.  The Juniper J4350 Router uses the scan/spoof/ sweep 

defense to monitor the traffic that passes through itself and if a single source sends more than 10 

ICMP packets to different host or scan for more than 10 ports in the time frame of 5000 

microseconds the router will stop letting ICMP packets with that source address from going 

through the router.  This security setting helps make it harder for attackers to find victim 

computers or servers, and the setting can be adjusted to allow more or less time for 10 ICMP 

packets to pass through the router with the same source but different destination IP or scan for 

ports port destination.  Although the smaller the time threshold the sooner the attacker can send 

another 10 ICMP packets or scan for 10 more ports. 

 

Section 2.3.2 MS-Windows Defense 

This defense helps protect a computer on a network that uses the Operating System Windows 

from a DDoS attack known as Win Nuke Attack.  An attacker sends a TCP packet to the victim’s 

computer with the Destination Port 139 which is NetBIOS and has the URG flag set which 

declares the Urgent Pointer field as important. This creates a NetBIOS fragmentation overlap 

which could force a computer running a Windows OS to crash, and be forced to restart their 

computer and lose any unsaved data.  The Win Nuke attack defense which is part of the MS-

Windows Defense will scan for packets with a destination port of 139 and if the URG flag is set 

then the firewall will unset the URG flag and continue to send the packet.  The firewall will mark 

that a Win Nuke attack was attempted and blocked on the routers log. 
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Section 2.3.3  Denial of Service Defense 

The Denial of Service Defense helps with the protection of the most easily detectable of 

DDoS attacks, because the attack require making a very noticeable changes to packets that are 

being sent to create the attack.  The changes can be to change the size of the packet to be very 

large or small, or making and creating many sessions and half open connections.  Many 

networking companies create routers that can easily detect the many of the attack depending on 

the user, and if the user wants to use the recourses of the router to detect these easy to detect 

attacks all they have to do is click to turn the settings on.  Most of these attacks are the Land 

Attack, Teardrop Attack, ICMP Fragment, Ping of Death Attack, Large Size ICMP Packet and 

Block Fragment Traffic.  The Source and Destination IP Based Session Limit is to help monitor 

how many sessions are being created by the source and destination because computers and 

servers can only handle so many until they begin to close them. Which is why the user can set 

how many session can be allowed through the router before the router starts closing them to 

reduce the strain on the victim’s network. Next with TCP/SYN attack the hacker creates half 

open connections by not completing the THREE WAY HANDSHAKE which forces the victim 

to use up the limited number of connections that are available.  The SYN-ACK-ACK Proxy 

Protection allows the user to set the threshold of how many half open connections can pass 

through the router, and when the number of half open connections reaches the threshold the 

router takes the place of the server/computer and waits for the completion of the THREE WAY 

HANDSHAKE. If the handshake is not completed the router will drop the connection, and if the 

connection is completed the router will send the connection to the server/computer. 
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Section 2.3.4  IP Option Anomalies 

In some cases hackers use attacks to learn more about their victims Operating System and 

network, because some OS deal with certain attacks differently than others.  When a hacker 

learns about a victim’s network and OS they are able to determine which kind of DDoS attack 

will be effective in causing the most harm.  One of the methods is creating anomalies in ICMP 

packet header options section which we can see in Figure 2.5, and see what happens.  The 

Juniper routers firewall uses IP Option Anomalies to set the firewall to search the options section 

of the ICMP header for any unwanted commands such as Bad IP, Record Route, Timestamp, 

Security, Stream, Loose Source Route, Strict Source Route and Source Route. 

 

Section 2.3.5  TCP/IP Anomalies 

TCP/IP Anomalies is used to monitor if there are any strange flag setting in the head of the 

TCP packet.  As we can see in Figure 2.5 there are six flags that can be set on the header of a 

TCP packet, the flags are used so that the devices on the network know what to do with the 

connection that is being created such as URG which declares the Urgent pointer field as 

important, ACK states that the computer received the first packet with SYN flag and more data is 

being sent, PSH is to push data that is buffered to the receiving application, RST is to reset a 

connection, SYN which is set on the first packet sent by both computers wanting to create a 

connection and FIN is use to state the end of data transfer and end the connection.  These 

commands can only be set in certain combinations and if packets are sent with flag setting that 

could be considered an attack the connection will be closed.  The flag combinations that the 

TCP/IP Anomalies looks for is if the first packet sent does not have a SYN flag, the SYN and 

FIN flag are both set, a packet with FIN flag set without one with the ACK flag being sent, and a 
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packet without a flag set. Finally the Unknown Protocol Protection checks to see if the protocol 

section of the header is 137 or greater otherwise the packet is dropped. 

 

 

Figure 2.5: TCP Header Flags [68] 

 

Section 2.3.6  Flood Defense 

The Flood Defense is as the name suggest where the firewall helps to reduce how many 

ICMP, UDP and TCP packets will flood the network.  In some cases DDoS attacks are not done 

on purpose, but instead that too many users are trying to communicate with the network due to 

popularity.  This is similar to when a lot of people use a very popular website at the same time 

and the website runs very slowly. The user uses the settings in the flood defense to determine 

how many ICMP packets, UDP packets and TCP packets with the SYN flag can pass through the 

router per second.  Since the TCP packets are used to create connection the Flood Defense also 

monitors the number of connections. 
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2.4 Chapter Summary 

In this chapter we explained what a Denial of Service (DoS) attack is and the improved 

version of DoS attack which is known as Distributed Denial of Service (DDoS).  The DDoS 

attacks are more dangerous do to that fact that the attack is created by using a combination of 

different sources to cause harm to the same target source which makes them harder to detect than 

DoS attacks.  We also explained the ICMP Request packet flood attack and the TCP/SYN flood 

attack and how those attacks cause trouble for the network and that we will be using for the 

experimentation in this thesis.  The Security features of the Juniper J4350 router were reviewed 

to explain how we used the different security features to create the different security settings that 

will be used during the different experimentations for the this thesis. 
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CHAPTER III  

 

 

COMPARISON OF NETWORK PERFORMANCE USING ROUTER WITH DIFFERENT  

 

SECURITY SETTINGS 

 

 

3.1 Introduction 

 

The purpose of this lab was to understand and see how the Juniper J4350 router with Junos 

Software Release [9.2R1.10] (Export edition) Enhanced Services OS Junos with built in firewall 

would help a network that is under Distributed Denial of Service (DDoS) attack [69] [70].  We 

first started by using [29] [58] [59] [60] [61] [62] [71] to help us configure the router to be able 

to interact with the networks that we wanted to work with as shown in Figure 3.1.  Since the 

router was able to have the firewall act as a Stateless or a Stateful firewall, we chose to configure 

the router as a Stateful since that is one of the most common firewall configuration used today.  

This allowed the router to use flow base forwarding and worked more in handling with the 

connections that are going through the router instead of monitoring every packet, and allowed us 

to use the security features that we discussed in Chapter II and to create the trusted and untrusted 

zones for the networks that are connected to the router, this also allowed us to set different levels 

of security for the different networks depending on how trust worthy they were. We created three 

subnetworks where one of them will contain simulated users on 192.168.2.0/24 with the range of 

192.168.2.1-192.168.2.254 that want to communicate with a web server that will be located on 

the subnetwork 192.168.3.0/24 with the IP address of 192.168.3.2. 
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Then we used the remaining network 192.168.1.0/24 as the network being used by the 

hackers that are trying to send attack traffic to the server and allowed us to have the attack traffic 

use random IP and MAC addressing that would fall in the 192.168.1.0/24 network range.  The 

experiments would start off with having the clients communicate with the simulated server for 7 

minutes without DDoS attack traffic being sent in the network.  Then we would start sending the 

attack traffic through the router and to the simulated server, while we would increase the DDoS 

attack by 1% of 1 Gbps after letting each attack size run for 5 minutes until the attack rate 

reached 1 Gbps.  Then we allowed the test to run for 3 extra minutes to allow any remaining 

connection to finish traveling through the network, which had each test running for 110 minutes 

or 1hour and 40 minutes. This setup would mean that the networks have to go through the router 

in order to communicate with each other as we can see in Figure 3.1.  The simulated clients and 

the server networks were placed on the trusted zones and were not given that much security 

when they send traffic through the router, which is similar to employees of a company 

communicating with the server owned by the company in the companies very own building.  

While the networks that are sending the attack traffic is placed in the untrusted zone  and given 

more security setting when they try to communicate with network on the trusted zone.  As 

mentions in the previous chapters ICMP packets are a common tool used to test network to make 

sure that they are working to the best efficiency, but even then many firewalls are able to prevent 

ICMP packets from passing through the devices that use the firewall by making adjustments to 

the policies placed on the router.  The questions still remains if the solutions to prevent Ping 

Flood attack is really the best solution to prevent the attack from reaching the attack target, 

because setting this type of solution still requires the consumption of the routers resources to 

identify the ICMP packet that are passing through the router. In order to initiate this type of 
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security feature the router had to be configured to use flow based forwarding which is commonly 

used in routers now a days instead of packet based forwarding [72] [73].   

When dealing with the security setting of the router we will be referring to four different 

setting known as No Security, No PING through, Default, and Default Everything.  The security 

setting called NO Security is as the name suggests, and where we no security is activated to 

check the traffic that is passing through and allowing all connections to pass through the router 

including attack traffic.  The next security setting would be the NO PING Through in which the 

policies of the router are configured to prevent and ICMP packets from passing through the 

router, but would still have the router check all the traffic that pass through to determine which 

traffic is ICMP packets.  When using the Default security setting the router will only be allowed 

to use firewall protection that relates to the type of attack that is being used in that experiment 

with the setting recommended by the Juniper company, so if TCP/SYN flood attack is being used 

the router will only be able to protect against TCP/SYN attack traffic and no other attack.  In the 

final security setting Default Everything the firewall will be configure to protect the network 

against all types of attack even if the attack possess no harm to the network such as the WIN 

nuke attack which does not harm the devices but only helps attackers determine the type of 

software used by the target. The values used in setting the Default Everything were the settings 

recommended by the Juniper Company when using this router model. 

Configuring the router to work in flow based forwarding was the only way to configure the 

policies to have the router prevent ICMP packets from passing through the router,  but even if the 

ping packets are prevented from entering the network the larger the DDoS ping flood attack the 

more rescores are consumed, by the router to scan for ICMP packets and block them form 
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passing through, that makes it slower for the authentic traffic to pass through the router and can 

cause the connection to time out and results in the loss of the connection this security method is 

“NO PING THROUGH”.   

The next security settings would be to set the recommended level of security that is requested 

by the router to prevent any and all forms of DoS attacks and different versions of those attack 

that would travel through the router.  This means that the router will also be configured to protect 

against TCP/SYN flood attacks and other kinds of DDoS attacks while the experiments will only 

be testing to see how the router handles ICMP flood attacks, and this security method will be 

considered as “Default Everything”.  Since this security setting is also configured to protect the 

network from TCP/SYN flood attack, this security setting will also be used for the section of this 

chapter when using the TCP/SYN flood attack to see how this setting will handle any situation.  

The third security setting is similar to the setting Default Everything except that this setting 

was configured to focus on protecting the network for the attacks that we were testing in the 

experiment.  The main purpose of this setting is that in some cases the DDoS attacks that are 

used do not harm the network, but are used to test and see what kind of Operating System is 

being used in the network by how the OS deals with that type of attack.  This should help the 

router reserve more of CPU and memory to be used against all of the more dangerous DoS 

attacks, and this security setting is called “Default”.  For the final test of the experiment was to 

have no security settings set on the router while the network was under DoS attacks, because this 

allowed us to see how the attacks were affecting the network to get a better understanding of 

how the security setting are helping the network. 
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For the experiments using the TCP/SYN flood attack we had to make changes to some of the 

previously mentioned security setting that were being used for the ICMP flood attack, since the 

Default Everything security setting already had protection for all types of DoS attack including 

ICMP and TCP/SYN attacks the setting remained the same for both DoS attacks.  When having 

no security on the router does not differentiate between the different types of attack the 

configuration for the security setting No Security will also be used for the TCP/SYN flood 

attack.  Unlike the ICMP flood attack we cannot configure the router to prevent TCP traffic 

through the router even though the policies on the router will allow us to make that kind of 

configuration.  In chapter II which explains that the TCP/SYN flood attack works by creating 

half open connection which lowers the number of connections available for the clients, but when 

dealing with web servers the clients send TCP packet to the server to create connections between 

the two and allows data to be sent faster.  This mean that if we configured the router to prevent 

TCP traffic form going through the router, then that would also stop all traffic from passing 

through the router making the situation similar to as if we removed the cable that connects the 

router to the simulated web server.  That is why that security setting was not used in the 

TCP/SYN flood attack experiments as you can see in section 3.4.2.  The final change made in the 

security settings for the TCP/SYN flood attack experimentation was to the “Default” security 

settings, because as mentioned earlier the Default setting was configured to focus on protecting 

the network from the DDoS TCP/SYN flood attack that is being tested.  The changes that were 

made to the Default setting were to have focus on mitigating the TCP/SYN flood attack instead 

of the ICMP flood attack.  During the test of the TCP/SYN flood attack we will focus on the 

three security setting Default Everything, Default (for TCP/SYN), and No Security. 
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Figure 3.1: Experimental Setup for Juniper Router with Simulated Server 

 

 

3.2 Experimental Setup 

3.2.1 Hardware 

Router: 

The Juniper J4350 router [28] [69] that was used is one of the J series with 4 fixed Giga 

Ethernet ports which support gigabit networking, has a built in firewall, uses the OS Junos, and 

has a built in:  

 

Processor- to run the JUNOS internet software and maintains the routing protocol and 

routing tables.  The processor also create the packet forwarding switch fabric used by the 

router. 

DRAM- provides storage for forwarding tables, routing tables, other routing engine 

processes, and is used to buffer incoming packets 

EPROM- where the serial number of the routing engine is stored. 
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Crypto Accelerator Module- the cryptographic algorithms that are used by the IPsec (IP 

security) services, are enhanced by the processor card.  The supported algorithms are 

AES, 3DES, DES, HMAC-MD5, and SHA-1. 

Compact flash- the primary storage for microcode, configuration files and software 

images, which is kept in a slot on the motherboard of the router.  

3.2.2 Software 

The software used by the Juniper Router is the Junos Software Release [9.2R1.10] (Export 

edition) Enhanced Services OS, and Microsoft Excel 2013 [74] was used to record the collected 

date form the performance monitor of the router and the simulated web server and create the 

graphs for the data.   

 

3.3 Parameters of Performance Comparison 

In this chapter of the thesis we will be comparing the connection rate of successful 

connections received by the simulated web server and the CPU Utilization of the Juniper J4350 

router. 

 

Connection Rate ( connections per second) – This allowed use to keep track of how many 

connection were created between the simulated server and the simulated clients through the 

Juniper Router, and monitor how many of the 10,000 connections per second being sent 

between the two are being dropped because of the DDoS attack. 

CPU Utilization- the central processing unit was the second most important parameter to 

record during the experiments of this chapter.  This allowed use to see how the attack traffic 

was affecting the router and see how the router was able to handle the stress. 
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CPU User Usage (%)- The router only used the User Usage when the Idle Time showed that 

almost all of the CPU remaining resources was about to be used in an attempt to control the 

traffic that was going through the network and preventing the attack traffic from passing 

through to the router. 

CPU Real Time (%)- The Real Time of the CPU allowed us to record how much of the 

CPU’s resources were being used when the DDoS attacks were being sent, and at what size 

of the attacks were forcing the CPU to consume most of the resources.  This also allowed us 

to see how much of the routers resources were still unused during the DDoS attack 

throughout the network to show how close the router was to use the User Usage %. 

 

3.4 Results and Discussions 

 

For this section we gathered the data of the connection rate that we obtained in the tests and 

compared them to see which security method offered the best connection rate to the network for 

the simulated users. One of the problems that we encountered during the test was that sometime 

when the attacks would reach high enough the baseline connection rate was affected as seen in 

Figure 3.2 which is the baseline before the attack. 
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Figure 3.2: Baseline without any DDoS attack 

 

In normal cases the network should have shown errors through either the users or the server, 

but both showed that there was no error.  This was showing that with the used of random MAC 

addresses along with random IP addresses would cause the ARP table to fill up, and would make 

things difficult for the router to store new addresses.  We had to clear the ARP table after every 

complete experiment to make sure that the ARP table would not affect the experiment results.   

 

3.4.1 Ping Flood Attack 

 

In order to get a better understanding on how preventing ping traffic from entering the router 

would affect the connection rate of the legitimate users, we also ran a test that would allow ping 

traffic through the router without having the security activated to represent the baseline for the 

network which turned out to be 10,000 connections per second. Then we recorded the connection 

rate of the network as the attack traffic was sent through the router, and recorded the connection 

rate in Figure 3.3.  As we look at the connection rate of each network using the different security 

settings, we can see that there was not much of a difference between the four security setting as 

the results kept fluctuating between which one was the best.  This also meant that using the 
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security setting NO Security was able to give the same results as if all of the firewalls security 

was activated.  This does not leave out the fact that even if it was giving close to the same 

connection rate, using NO Security could be forcing the router to use up more resources to have 

that kind of connection rate.  

Next as we take a look at Figure 3.4 which show the Real Time Usage of the Juniper 

Routers CPU we can see that by the attack speed of 20% of 1 Gbps the router was close to using 

up almost all of its own resources with all of the attacks which shows that most of the loss of the 

connection rate that was happening in Figure 3.3 from the attack speed of 20,000 Mbps and up in 

the network was happening at the router.  In Figure 3.4 we can see that all four security setting 

used for the ICMP flood attack were all consuming close to the same amount of resources 

throughout the tests and could lead some people to think that if all the security setting are 

affecting the router in the same way then it does not matter how much security is place on the 

router as long as everything is protected. 

It is not until we look at Figure 3.6 that we can see the big difference between the four 

security settings and how they are having an effect on the router.  As mentioned Section 3.2 the 

CPU User Usage show when the router is unable to handle the use of its resources and tries to 

reduce the stress that is placed on the router and then when we look at the next increment of 

DDoS attack speed in Figure 3.4 we can see that the Real Time Usage would decrease by a little 

which explained how the four security settings would seem to be consuming close to the same 

amount of resources.  We are able to see in Figure 3.5 that the security setting of “Default” and 

“NO Ping Through” forced the router to be pushed to the limit at a low DDoS attack speed of 

10,000 Mbps and 20,000 Mbps.  While the Default and No Ping Through put the most strain on 
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the router, the security setting for Default Everything and No Security only put a strain on the 

router when the when the DDoS attack traffic reach 60,000 Mbps and 70,000 Mbps with the No 

Security setting performing the best of the four security settings. 
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Figure 3.3:  Comparison of Security Setting for ICMP Flood Attack Connection Rate
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Figure 3.4: Comparison of Security Setting for ICMP Flood Attack CPU Real Time Usage 
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Figure 3.5: Comparison of Security Setting for ICMP Flood Attack CPU User Usage 
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3.4.2 TCP/SYN Flood Attack 

 

The first thing we had to consider was the removal of the security setting that would prevent 

any form of traffic that resembled a similarity to the attack traffic from entering, because when 

dealing with a web server almost all communication between a web server and any other devices 

begins with creating a connection. A completion of the three way hand shake is necessary for 

creating connections, and the TCP/SYN Flood attack creates the first half of the three way hand 

shake and prevents the completion of the rest.  If we configure the Juniper router from allowing 

TCP traffic from entering the router, we would just end up stopping any connection from 

entering the network which the server is on, and this would be the same as removing the Ethernet 

cable that connects the router to the server. 

As we look at Figure 3.6 we can see that the TCP/SYN flood attack created a greater loss of 

the connection rate than the Ping flood attack showing how more dangerous the TCP/SYN attack 

is in comparison. 

Unable to use the security setting of preventing and TCP traffic from passing through the 

network, we were left with only three remaining security setting for the TCP/SYN flood attack. 

The experiments were simulated and recorded in Figure 3.6 where we have blue for Default 

Security, Red for NO Security and yellow for Default with Everything Security.  The connection 

rate of the three security methods reach half at 30,000 Mbps showing  that the TCP/SYN flood 

attack has more of an effect on the network than the ICMP flood attack which did not get the 

network connection rate to drop by half until the attack reached 50% to 60% of the 1 Giga bit per 

second.  Throughout the experiment using the TCP/SYN flood attack the connection rate 

between the three security setting the results show that there was a small difference between the 

connections created.  Since the three different security settings did not have much of a difference 
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on the security people could use the Default Everything security setting which would help 

against the other DDoS attacks that are used to gather data about the networks.  The question still 

remains on how much of a strain is placed on the router due to the use of these security settings, 

and which one is really helping the router to protect the network while under the DDoS attack.  

Next as we take a look at Figure 3.7 which show the Real Time Usage of the Juniper Routers 

CPU we can see that by the attack speed of 20% of 1 Giga bps and similar to the ICMP 

experiment in section 3.4.1 the router was close to using up almost all of the resources available 

to the router  with all of the attacks which shows that most of the loss of the connection rate that 

was happening in Figure 3.6 from the attack speed of 20,000 Mbps and up in the network was 

happening at the router which could mean that the router is preventing the attacks from reaching 

the server and preventing the server from suffering any problems.  In Figure 3.7 we can see that 

all four security setting used for the TCP/SYN flood attack were all consuming close to the same 

amount of resources throughout the tests and again could lead some people to think that if all the 

security setting are affecting the router in the same way then it does not matter how much 

security is place on the router as long as everything is protected. 

When we look at Figure 3.8 we can see the big difference between the three security settings 

and how they are having an effect on the router.  As mentioned Section 3.3 the CPU User Usage 

show when the router is unable to handle the use of its resources and tries to reduce the stress 

that is placed on the router by either dropping the connection or some of the attack traffic passes 

through the router.  Then when we look at the next increment of DDoS attack speed in Figure 3.7 

we can see that the Real Time Usage would also decrease as in section 3.4.2.  In Figure 3.6 we 

are able to see that the security setting of “No Security” and “Default Everything” forced the 

router to be pushed to the limit at a low DDoS attack speed of 10,000 Mbps and 30,000 Mbps.  
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While the No Security and Default Everything put the most strain on the router, the security 

setting for Default only put a strain on the router when the when the DDoS attack traffic reach 

50,000 Mbps with the Default security setting performing the best of the four security settings. 
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Figure 3.6: Comparison of Security Setting for TCP/SYN Flood Attack Connection Rate 
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Figure 3.7: Comparison of Security Setting for TCP/SYN Flood Attack CPU Real Time Usage 
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Figure 3.8: Comparison of Security Setting for TCP/SYN Flood Attack CPU User Usage 
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3.5 Chapter Summary 

As we review the results that we gained from the ICMP Flood and the TCP/SYN Flood 

attack experiments that were simulated in this chapter to test the limitations of the router by 

using a simulated clients and server.  After all the testing and collection of the data form the 

router and the server, we were able to see that when we look at the connection rate most of the 

attack did not show much of a difference in the drop of the connection rate from the different 

security setting that were used on the router.  When we took a closer look at how much of a 

strain that the DDoS attacks were putting on the router by observing the CPU User Usage we 

were able to see that there was a much greater difference on how the different security setting 

were having on the router.  For the ICMP flood attack the results showed that using the Default 

security setting forced the router to be pushed to its limits at only 100Mbps, as was followed by 

the security setting that prevented the ICMP packets from passing through the router which 

caused the router to use the CPU User Usage when the attack reached 200Mbps.  This showed 

that these two would be the least affective in helping to protect the network during a DDoS 

ICMP flood attack, while the Default Everything and the No Security did a little better even 

though the loss in the connection rate was nearly similar to the other two during the lower half of 

the attack range. In the TCP/SYN flood attack we noticed that in Figure 3.6 the three security 

settings did not have much of a difference when it came to protecting the connection rate in the 

network which could be misleading for those who are not too familiar with configuring security 

settings.  In Figure 3.8 we were able to get a better understanding between the differences of the 

three security setting which showed that the NO Security setting ended up putting more of a 

strain on the router by forcing the router to drop connection at an attack of 10% of the 1Gbps. 

This was followed by the Default Everything security setting pushing the router to its limits at an 
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attack of 30% of the 1Gbps, which meant that the security setting Default was able to help 

protect the network with the same efficiency as the other two and put the less strain on the router. 
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CHAPTER IV 

 

 

 COMPARISON OF NETWORK PERFORMANCE USING A SERVER WITH  

 

MICROSOFT’S WINDOWS 2012 ENTERPRISE R2 WITH AND WITHOUT FIREWALL 

 

 

4.1 Introduction 

For the experiment, we configured the Juniper J4350 router with Junos Software Release 

[9.2R1.10] (Export edition) Enhanced Services OS Junos in a star topology network as seen in 

Figure 4.1, and used Category 6 Ethernet cables to connect all the network devices. 

 

 

Figure 4.1: Experimental Setup for Real Server with router. 
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We first started by using [29] [58] - [62] to help us configure the router to be able to interact 

with the networks that we wanted to work with as shown in Figure 4.1.  We configure the router  

as a Stateful since that is one of the most common firewall configuration used today that allowed 

the router to use flow base forwarding and worked more in handling with the connections that 

are going through the router instead of monitoring every packet as in Stateless configuration.  

Since the Juniper J4350 router is able to handle up to a Gigabyte per Second of traffic at each 

port which is why we used two networks to simulate TCP/SYN attack on the 192.168.1.0/24 

network and then had the network labeled as untrusted, while we kept 192.168.2.0/24 and 

192.168.3.0/24 networks containing the server and simulated clients on the trusted zone.  

Network 1192.168.2.0/24 was used by the simulated clients and the server was placed on 

network 192.168.3.0/24.  The attacking network was placed on a different network to allow us to 

simulate DDoS traffic that would use random source MAC and IP addresses with in the network 

range without causing collisions between the legitimate traffic and the attack traffic, and used a 

more real world DDoS attack traffic which will make it even harder for the router to stop the 

attack traffic.  In Chapter 2 we were able to see that using the Security Setting  “Default 

Everything” did not always give the best results on the works connection rate it was still very 

close, and in most cases many users would sacrifice a little bit of the quality for quantity we 

decided to use it on the router for this chapter.  Using the Default Everything security setting as 

the only security setting on the router would mean than any changes on the network performance 

would be cause by any changes made to the server.  Next we configured the Apple iMac Pro 

Server with an Intel Xenon 2.8 GHz quad-core processor with a 12 GBytes of RAM using the 

operating system Microsoft “Windows Server Enterprise 2012 R2” server on network 

192.168.3.0/24 to work as a web server that allowed us to use http traffic, and the legitimate 
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users on client network 192.168.2.0/24 would use the GET command to retrieve a 1 byte web 

page from the server.  Using the smallest size web page allowed the router to handle a higher 

connection rate baseline, which was 10,000 Connections per Second when there was no attack 

traffic.  The attack network was used to create ICMP Echo Request and TCP/SYN flood attack 

that ranged from 0 to 1 Gbps with increments of 0.1 Gbps with random source MAC and IP 

addresses and was sent to the server on network 192.168.3.0/24. For the first test in the 

experiment we started with using the Apple iMac Server and compared the performance of the 

server with and without the firewall activated and compared the connection rate of the network 

along with the routers CPU performance while the network was under an ICMP echo request 

flood attack.  The we chose to leave the server with the option of the firewall that gave the best 

results and compared the real server against the simulated server on a network that under a 

stronger DDoS attack known as the TCP/SYN flood attack to see if using the real server would 

have a better effect on the network and help reduce the strain that is being placed on the router. 

 

4.2 Experimental Setup 

4.2.1 Hardware 

Router: 

The Juniper J4350 router [28] [69] that was used is one of the J series with 4 fixed Giga 

Ethernet ports which support gigabit networking, has a built in firewall, uses the OS Junos, and 

has a built in:  

 

Processor- to run the JUNOS internet software and maintains the routing protocol and 

routing tables.  The processor also create the packet forwarding switch fabric used by the 

router. 
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DRAM- provides storage for forwarding tables, routing tables, other routing engine 

processes, and is used to buffer incoming packets 

EPROM- where the serial number of the routing engine is stored. 

Crypto Accelerator Module- the cryptographic algorithms that are used by the IPsec (IP 

security) services, are enhanced by the processor card.  The supported algorithms are AES, 

3DES, DES, HMAC-MD5, and SHA-1. 

Compact flash- the primary storage for microcode, configuration files and software images, 

which is kept in a slot on the motherboard of the router.  

Server: 

The server we used is an Apple iMac Pro Server with an Intel Xeon 2.8 

GHz quad-core processor, a Broadcom NetXtreme Gigabit Ethernet adapter [15], and 12 GBytes 

of RAM.  The Apple iMac Pro is able to use the Microsoft’s “Windows Server Enterprise 2012 

R2” operating system [30] [75] [76]. 

 

4.2.2 Software 

The software used by the Juniper Router is the Junos Software Release [9.2R1.10] 

(Export edition) Enhanced Services OS, and Microsoft Excel was used to record the collected 

date form the performance monitor of the router and the simulated web server and create the 

graphs for the data.   

 

4.3 Parameters of Performance Comparison 

In this chapter of the thesis we will be comparing the connection rate of successful  

connections received by the simulated web server and the CPU Utilization of the Juniper J4350 

router. 
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Connection Rate ( connections per second) – This allowed us to keep track of how many 

connection were created between the simulated server and the simulated clients through the 

Juniper Router, and monitor the rate of connections per second between the clients and server 

and record loss of connections due to DDoS attacks. 

CPU Utilization- the central processing unit was the second most important parameter to 

record during the experiments of this chapter.  This allowed use to see how the attack traffic 

was affecting the router and see how the router was able to handle the stress. 

CPU User Usage (%) - The router only had an increase in the User Usage when the Real 

Time Usage showed that almost all of the CPU remaining resources was about to be used, the 

router would attempt to control the traffic that was going through the network by dropping 

connections in an attempt to restore the connections being created by the clients. This is 

recorded in Figures 4.4 and 4.7 in the Results and Discussions Section. 

CPU Real Time (%)- The Real Time of the CPU allowed us to record how much of the 

CPU’s resources were being used when the DDoS attacks were being sent, and at what size 

of the attacks were forcing the CPU to consume most of the resources.  This is recorded in 

Figures 4.3 and 4.6 in the Results and Discussions Section. 

 

4.4 Results and Discussions 

4.4.1 Ping Flood Attack 

In this experiment we wanted to see if having the firewall active on the server would cause 

any affect to the networks performance while under an ICMP flood attack, and to do this we 

replaced the simulated server that we used in chapter two with an Apple iMac Pro server that 

uses the Microsoft’s “Windows Server Enterprise 2012 R2” operating system as shown in Figure 

4.1.  Then we ran an experiment where we had the ICMP flood attack range from 0 to 1 Gbps 
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with increments of 0.1 Gbps with random source MAC and IP addresses being sent to the server 

that had the firewall deactivated called “Real Server no Firewall” and the results were collected 

in Microsoft Excel which was used to graph the data in Figure 4.2 using the blue bars.  Then we 

repeated the experiment with the firewall activated called “Real Server w/ Firewall” on the 

server and recorded the data in Figure 4.2 using the orange bars.  As we look at Figure 4.2 we 

can see the comparison of having the firewall active and not active in the server during the 

experiment, which shows that during the low DDoS attack range from 0 to 40 percent of Gbps 

having no firewall on the server did better.  This lead to the conclusion that there was a chance 

that maybe the router was intercepting the attack traffic that was trying to pass through the 

router, and that the reason the connection rate was dropping was that there was a bottle neck 

being created at the router causing a lot of connections were being dropped.  This would mean 

that the “Real Server no Firewall” simulation was doing better because the firewall was not 

consuming the servers resources and reducing the connection rate.  When the attack range 

reached 50 % of Gbps the ICMP flood attacks started to reach the server and began to have an 

effect on the performance of the networks connection rate which shows when having the firewall 

activated had a better connection rate than not having the firewall activated.  Since the 

experiment “Real Server no Firewall” had the firewall deactivated there was no way for the 

server to deal with the attack traffic that it was receiving and caused the loss of even more 

connections on the network.  When we look at the attack range from 50% to 90% we can see that 

the gap in connection rate between the two is slowly shrinking as the attack increases, which 

shows in the orange bars that the firewall is consuming more of the servers resources in order to 

prevent the attack traffic from harming the server.  At the attack of 90% we can see the both of 

the simulations have close to the same connection rate, meaning that the attack speed that was 
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getting to the router was high enough that the firewall was forced to consume enough of the 

servers resources that it caused the connection rate to drop as low as if it did not have the firewall 

activated.  Then when the attack reached 100% the server was receiving enough of the attack that 

instead of just dropping the traffic that was entering the server to reduce the strain that is being 

placed on the server as in the Real Server no Firewall simulation, the firewall kept consuming 

the servers resources in an attempt to prevent the server from dropping traffic but only ended up 

making the connection rate even worse. 

Next we take a look at how much of the routers resources are being used by checking Figure 

4.3 which shows the Real Time Usage of the Juniper routers CPU,  and before we event sent any 

attack traffic through the network we can see that the router is using 76% of its CPU resources.   

This shows that the traffic being sent from the simulated users to the server already has the router 

working well over 50%, but when we started sending TCP/SYN flood attack traffic through the 

router had an average of 90% CPU usage.  This means that the router started to show signs of 

being affected by the attack traffic at a low level even when using the Apple iMac server. As the 

attack range increased the routers CPU usage slowly increased from a low 90% to a high 90%, 

but would not reach 100% because this would mean that the router would not be functional. As 

we look at Figure 4.3 we can see that having the server with the firewall deactivated connected to 

the network helped improve the network performance during the low attack range 40% 

bandwidth and lower.  In the attack range of 50% to 80% we can see that the server with the 

firewall activated was doing better out of the two options, and this can be explained as we look 

in Figure 4.4 which shows that at the attack bandwidth 40% the router started dropping 

connection in the network with the firewall deactivated which reduced the stress of the router to 

help the connection rate which was proven when the CPU User Usage increased.  When the 
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attack reached the high range of 90% and up Figure 4.3 shows the network that had the firewall 

activated was consuming more of the routers resources only, because the network that had the 

server firewall deactivated was forcing the router to drop more connections and reduce the 

amount of the routers CPU resources that are being consumed to help protect the network.   

Next we will be looking at Figure 4.4 which shows the Juniper routers CPU User usage 

which represents when the router is being pushed to its limits and is forced to start closing 

connections of all traffic that is entering the router in an attempt to reduce the strain that the 

network and attack traffic is placing on the router.  This allows the router to reclaim some of the 

resources that were being consumed due to the attack traffic and explains why as the attack range 

increased in Figures 4.2 and 4.3 the performance of the two simulation would switch on which 

was giving better results.  In Figure 4.4 we can see that by having the firewall deactivated had 

the router use the CPU User usage increase at the attack range of 40%, and caused the router to 

start dropping connection in an attempt to stop the attacks and restore the connections with the 

simulated server. From the attack range of 50% - 80% the network that had the firewall on the 

server deactivated and the network that had the firewall on the server deactivated seemed to 

place the same amount of a strain on the Juniper router until the attack range reached 90% and 

higher.  This is where we see the biggest difference between the two network experimental setup 

showing that the experiment with the server firewall deactivated was the least favorable for the 

network by increasing that strain placed on the router by six times than the other network setup.  

Since the having the firewall deactivated was worse for the performance of the network we 

decided to leave the firewall activated for the rest of the experiments the will be using the Apple 

iMac server. 
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Figure 4.2: Comparison of Firewall Activated and Deactivated Connection Rate 
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Figure 4.3: Comparison of Firewall Activated and Deactivated CPU Real Time Usage 
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Figure 4.4: Comparison of Firewall Activated and Deactivated CPU User Usage 
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4.4.2 TCP/SYN Flood Attack 

In the previous experiment we found that having the firewall activated on the server help 

give the best performance for the network compared to having the firewall deactivated on the 

server. For this experiment we now wanted to see if having the Apple iMac server connected to 

the network would really help the performance of the network compared to having the simulated 

server, which does not offer and security or help to the network, connected in place of the real 

server. In this experiment we wanted to see if having the server with the firewall activated would 

have a better performance on the networks compared to using a simulated server, and help us get 

a better understanding if the firewall of the server is really improving the network performance 

or if the router is dealing with all of the attack traffic. Once again the Default Everything security 

setting will be placed on the router throughout this experiment to create a controlled testing 

environment that will not have the router because any affect to the networks performance while a 

TCP/SYN flood attack is passing through the network.  We used the results that we gathered 

from the network experiment in chapter 3 for the network that used the simulated server and had 

the Default Everything security setting, while TCP/SYN flood attack was passing through the 

network and called it simulated server which is represented by the blue bar in Figure 4.5.  This 

network setup was used because the TCP/SYN flood attack had more of an effect on the network 

than the PING flood attack and the Default Everything is the security setting that we are using in 

this experimentation.  In order to compare the simulated server with the real server we had the 

Apple iMac Pro server that uses the Microsoft’s “Windows Server Enterprise 2012 R2” 

operating system as demonstrated in Figure 4.1. We also kept the firewall using the Default 

everything security setting.  Then we ran an experiment where we had the TCP/SYN flood attack 

range from 0 to 1 Gbps with increments of 0.1 Gbps with random source MAC and IP addresses 
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being sent to the Apple iMac Pro server that had the firewall activated called “Real Server no 

Firewall” and the results were collected in Microsoft Excel which was used to graph the data in 

Figure 4.5 using the red bars.  As we look at Figure 4.5 we can see the comparison of having the 

Apple iMac Pro server with the firewall active “Real Server with Firewall” on the network and 

having the simulated server attached to the network.  In Figure 4.5 we can see that when the 

attack range was low and below 30% of the attack bandwidth the simulated server helped the 

network to have a better connection rate than the network that used the Apple server. As the 

attack bandwidth increased from 10% to 20% the gap in the difference between the connection 

rates started to drop until the attack range reached 30%, which mean that maybe the router was 

able to prevent the attack traffic from reaching the servers in exchange for reducing the 

connection rate.  Then that would mean that the reason the network with the Apple server has a 

lower performance is because the software on the server is consuming the servers CPU resources 

which is also affecting the connection rate of the network.  The performance between the two 

networks switch when the attack bandwidth reached 30% which had the network with the Apple 

server helping the performance of the network, which also means that some of the attack traffic 

was starting to get past the router and reaching the servers. Since the simulated server has to 

protection against the TCP/SYN flood attack it was affected the most and dropped more 

connections at the server side of the network causing the performance of the network to fall 

more. This continued for the attack range of 30% to 90%, and as the attack bandwidth kept 

increasing more of the attack traffic kept passing through the router and reaching the servers.  

While attack range increased more and more TCP/SYN flood attack kept reaching the Apple 

server with the firewall, and the more the firewall worked to protect the connections and stop the 

DDoS attacks from harming the server.  This resulted in the consumption of the Apple server’s 
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CPU resources which then lowered the number of connections that can be established with the 

server, and caused the gap in the connection rate between the two networks to slowly close.  

When the attack range reach 90% there was barely a difference of 100 connections per second 

which did not show much of a difference between the two servers used in this experiment.  After 

the attack range reached 100% the firewall of the Apple server still refused to give up on 

dropping the connections to reduce the strain that was being placed on the server, and consumed 

more of the servers CPU resourced causing the connection rate of the network to drop below the 

connection rate of the network that used the simulated server. 

Next we take a look at the at the CPU consumption of the router that is being caused during 

the DDoS attack when we had the servers connected to the network which is represented in 

Figure 4.6 which show the Juniper routers CPU Real Time Usage.  In Figure 4.6 we can see that 

the network that used the Apple server helped to reduce the strain that was placed on the Juniper 

router since the Real Time Usage had an average of 60% while the network that used the 

simulated server had a Real Time Usage close to 90% throughout the experiment.  This showed 

that even if the connection rate for both networks was close during the TCP/SYN flood attack the 

network that puts less of a strain on the Juniper routers CPU would be the best option.  In order 

to make sure that the low CPU Real Time Usage was because the router was connected to the 

network we have to compare the CPU User Usage of the two networks in Figure 4.7 to see if the 

low Real Time Usage was not caused by the router increase in the CPU User Usage in an attempt 

to drop connections and reduce the strain on itself.  In Figure 4.7 we can see that the network that 

used the simulated network put the most strain on the router causing it to use the CPU User 

Usage at a low attack bandwidth of 30%, which means the router started to drop connection to 

reduce the amount of CPU resources that was being consumed by the router.  Since the network 
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that used the Apple iMac Pro Server did not force the Juniper router to use the CPU User Usage 

until the attack range reached 60%, that means in Figure 4.6 the low use of the CPU Real Time 

Usage was thanks to the help from the Apple server.  The use of the Apple iMac Pro server with 

the firewall activated not only helped to improve the connection rate, but also helped to reduce 

the strain on the router compared to using the simulated server on the network.  
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Figure 4.5: Comparison of Simulated Server vs Real Server with Firewall Connection Rate 
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Figure 4.6: Comparison of Simulated Server vs Real Server with Firewall CPU Real Time Usage 
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Figure 4.7: Comparison of Simulated Server vs Real Server with Firewall CPU User Usage 
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4.5 Chapter Summery 

We reviewed the results that were obtained from the ICMP echo request flood attack 

experiments that we tested in this chapter to compare the effects on the networks performance 

with having the firewall activated and deactivated on the Apple iMac Pro server that was 

configure with the Microsoft “Windows Server Enterprise 2012 R2” operating system.  We 

configure the Juniper J4350 routers firewall to use the Default Everything security setting that 

we used in chapter three for all the experiments in this chapter which would mean that any 

changes in the network performance would be caused by any changes in the server.  The results 

proved that having the firewall activated not only improved the connection rate of the network, 

but also put less of a strain on the router by helping it use less of the routers CPU resources.  In 

the next experiment we wanted to see if using the Apple iMac Pro Server with the firewall 

activated was really helping the network by comparing the server to the simulated server that we 

used in chapter 3.  For the experiment we configured the router to use the Default Everything 

security setting that we used in the previous experiment and had the simulated attackers send 

TCP/SYN flood attack through the network to the server while first having to pass through the 

Juniper Router.  When we compared the results of the network that used the simulated server and 

the network using the Apple iMac Pro server with the firewall activated, we found that having 

the Apple server helped improve the performance of the network and helped reduce the amount 

of resources consumed by the router CPU.  This showed that the firewall from the Apple iMac 

Pro server helped improve the network performance while under DDoS attack.  One of the 

problem that we still need to take a look in is that even though the changes we make to the 

network have had different effect on the performance of the network the connection rate would 
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still drop.  When the connection rate would reach 100% attack bandwidth for either the ICMP 

echo request flood attack or the TCP/SYN flood attack the connection rate dropped from 10,000 

connections per second to close to 1,000 connections per second. 
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CHAPTER V 

 

 

 COMPARISON OF NETWORK PERFORMANCE UNDER SECURITY ATTACKS  

 

USING SIMULATED SERVER, A SERVER WITH MICROSOFT’S WINDOWS 2012  

 

ENTERPRISE R2, AND SERVER WITHOUT ROUTER. 

 

 

5.1 Introduction 

For the experiment, we configured the Juniper J4350 router with Junos Software Release 

[9.2R1.10] (Export edition) Enhanced Services OS Junos in a star topology network as seen in 

Figure 5.1 and 5.2, and used Category 6 Ethernet cables to connect all the network devices. 

 

Figure 5.1: Experimental Setup for Router with simulated server.
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We first started by using [29] [58] - [62] to help us configure the router to be able to interact 

with the networks that we wanted to work with as shown in Figure 5.1 & 5.2.  Since the router 

was able to have the firewall act as a Stateless or a Stateful firewall, we chose to configure the 

router as a Stateful since that is one of the most common firewall configuration used today.  

 

 

Figure 5.2: Experimental Setup for Router with Real Server. 

This allowed the router to use flow base forwarding and worked more in handling with the 

connections that are going through the router instead of monitoring every packet. Having the 

router in Stateful allowed us to create trusted and untrusted zones and configure policies that will 

control how different zones interact with each other.  The Juniper J4350 is able to handle up to 1 

Gigabyte per Second of traffic at each port which is why we used two networks to simulate 

TCP/SYN attack on the 192.168.1.0/24 network and had it placed as untrusted networks, while 

we kept 192.168.2.0/24 and 192.168.3.0/24 networks on the trusted zone.  The attacking network 

were placed on different network to allow us to simulate TCP/SYN traffic that would use 

random source IP addresses and MAC addresses within the range of the network, so that there 
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will not be any collisions between the legitimate traffic from the clients and the attack traffic 

from the attackers, and use a more real world TCP/SYN flood attack traffic which will make it 

even harder for the router to stop the attack.   

Figure 5.3: Experimental Setup for Real Server without router. 

Next we configured a simulated server and an Apple iMac Pro Server with an Intel Xenon 

2.8 GHz quad-core processor with a 12 GBytes of RAM using the operating system Microsoft 

“Windows Server Enterprise 2012 R2” server on network 192.168.3.0/24 and be switched 

between the two too work as a web server that will allow us to use http traffic, and the legitimate 

users on network 192.168.2.0/24 would use the GET command to retrieve a 1 bite web page 

from the server.  Using the smallest size web page allowed the router to handle a higher 

connection rate, which was 10,000 Connections per Second.  Together the attack networks were 

used to create TCP/SYN flood attack that ranged from 0 to 1,000 Mbps with increments of 100 

Mbps with random source IP addresses and was sent to the server on network 192.168.3.0/24 

with an IP address of 192.168.3.2. For the first test used in the experiment we started with using 
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a simulated server without having a firewall active, which would leave the router with the only 

form of security on the network to prevent the DDoS attacks from reaching the simulated server.  

In the second test that we performed the simulated router was replaced with the Apple iMac Pro 

Server with an Intel Xenon 2.8 GHz quad-core processor with a 12 GBytes of RAM using the 

operating system Microsoft “Windows Server Enterprise 2012 R2” server which had the firewall 

and repeated the first test.  In the third experiment we kept the Apple iMac Pro Server in the 

network and replaced the Juniper J4350 router with the Cisco SRW2024 24-port Gigabit Switch.  

This allowed us to see how much of the connection loss was happening from the server side of 

the network during the DDoS attacks and allow us to compare the three sets of results and see 

how the router affected the network. 

 

5.2 Experimental Setup 

5.2.1 Hardware 

Router: 

The Juniper J4350 router [28] [69] that was used is one of the J series with 4 fixed Giga 

Ethernet ports which support gigabit networking, has a built in firewall, uses the OS Junos, and 

has a built in:  

 

Processor- to run the JUNOS internet software and maintains the routing protocol and 

routing tables.  The processor also create the packet forwarding switch fabric used by the 

router. 

DRAM- provides storage for forwarding tables, routing tables, other routing engine 

processes, and is used to buffer incoming packets 
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EPROM- where the serial number of the routing engine is stored. 

Crypto Accelerator Module- the cryptographic algorithms that are used by the IPsec (IP 

security) services, are enhanced by the processor card.  The supported algorithms are 

AES, 3DES, DES, HMAC-MD5, and SHA-1. 

Compact flash- the primary storage for microcode, configuration files and software 

images, which is kept in a slot on the motherboard of the router.  

Server: 

The server we used is an Apple iMac Pro Server with an Intel Xeon 2.8 GHz quad-core 

processor, a Broadcom NetXtreme Gigabit Ethernet adapter [15], and 12 GBytes of RAM.  The 

Apple iMac Pro is able to use the Microsoft’s “Windows Server Enterprise 2012 R2” operating 

system. 

 

Switch: 

  We used the Cisco Linksys SRW2024 24- port Gigabit Switch  to help us connect all of 

the Simulated users to help make it easier to send all of the traffic from the simulated users to go 

through the port on the router which is meant for the network that is to communicate with the 

simulated users. The Cisco SRW2024 switch can handle 24 Ethernet connection that can each 

handle Gigabit networks which can be found in [31] [77]. 

 

5.2.2   Software 

 

The software used by the Juniper Router is the Junos Software Release [9.2R1.10] (Export 

edition) Enhanced Services OS, and Microsoft Excel was used to record the collected date form 
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the performance monitor of the router and the simulated web server and create the graphs for the 

data.   

 

5.3 Parameters of Performance Comparison 

In this chapter of the thesis we will be comparing the connection rate of successful 

connections established between the simulated clients and the servers on the other end of the 

network.  The data is then recorded on Windows Microsoft Excel 2013 and then graphed the 

results of the data.   

 

5.4 Results and Discussions 

In most cases when using a network for major companies or for your own personal use, one 

of the main things that comes to a person’s mind is which part of the network is the weakest link 

that hackers try to take advantage of when trying to hack a network.  In the past hackers would 

direct their attack to the computer or server that they wanted to take down using Denial of 

Service attacks.  When people started to use firewall software to detect and stop the DoS attack, 

hackers started to use Distributed Denial of Service attack to make it harder for victims to detect 

the attacks and stop the attacks.  One of the problems that occurred when putting stronger 

security software on the computer and server was that a lot of resources needed to be used to run 

the security software on the server and computer.  Many people would just increase the resources 

that were available in the server and computer which also increased the cost of the devices, but 

some companies decided to distribute firewall software to other devices that are used in the 

network such as the router.  Doing this allowed companies to increase security of the overall 

network without having to put all of the strain on the server and computers.  In this paper we 
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plan on showing if having the extra security on a Juniper J4350 Router would be beneficial for 

the network. 

As we look at Figure 4 in section 3 experiment setup we can see the first experiment setup 

for this paper, and the purpose of this experiment setup was to get a better understanding of what 

the security of the Juniper router offered for the network without having security features that are 

always on in a real server interfering with our data results.  The data was then collected and then 

recorded in Figure 7 represented in the yellow color bars and we can see how the Juniper router 

with a built in firewall affected the connection rate of the network that had traffic for the 

simulated clients and the TCP/SYN flood attack at the different sizes of the DDoS attacks as the 

attacks incremented by 10% of a Gigabyte size attack.  When the data was collected we replaced 

the simulated server in the network with an Apple iMac Pro Server with a single processor Intel 

Xenon 2.8 GHz quad-core processor, and had a 12 Giga Bytes of RAM.  The server was 

compatible with the operating system Microsoft “Windows Server Enterprise 2012 R2”, and as 

explained in section 3 the firewall was enabled since in most cases the firewall is already enabled 

on the devices.  We repeated the same experiment the was done on the simulated server for a real 

server with router using the same increment of the TCP/SYN flood attack and recorded the data 

on Figure 6 using the blue bars.  As we compare the yellow and blue bars that represent the 

networks connection rate we can see that when the TCP/SYN flood attack rate was below 30% 

of a 1 Giga Bite per second the simulated web server that was used without a firewall did better 

than the real server with router with the Windows firewall active.  Even though the connection 

rate was better when the destination was the simulated server, the connection rate was only better 

by nearly 1000 connections per second which showed that for the small attacks the router was 

dealing with the attack traffic going through the network which lowered the connection rate 
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without the servers knowing that there was attack traffic trying to reach the server.  When the 

attack rate reached 30% and above that the Juniper router started to show signs that the router 

could not prevent all of the attack traffic from passing through the router because the simulated 

server began to have a lower connection rate than the real server with the active firewall.  As we 

look at Figure 7 we can see that the servers started to receive some of the TCP/SYN attack 

traffic, because the simulated server started to have a lower connection rate than the real server 

with router which means that the firewall on the real server with router started to work on 

preventing the DDoS attack from causing harm to the connection rate while the simulated server 

which had no firewall was losing more connections. 

While the attack percentage increases we can notice that the difference between the 

simulated server and real server with router is created by the difference of having a firewall on or 

off, but the connection of the real server with router, which is higher than the both, is still 

dropping which show that the router is dropping more of the connections from the simulated 

clients in an attempt to prevent more attack traffic from reaching the server.  In order to show 

that most of the connection loss was happening at the router, we ran the third experiment 

explained in section 3.  In this experiment we removed the router from the network and had the 

router replaced with a Cisco SRW2024 24-port Gigabit Switch that has no firewall, this would 

allow the simulated clients traffic and the DDoS attack to reach the real server with the firewall 

enabled and see how the firewall of the real server without router was helping the server and the 

data was recorded in Figure 6 represented by the orange bars.  In Figure 7 we can see that when 

the DDoS attack rate was between 0% and 90% the real servers firewall prevented the DDoS 

attack from having too much of a loss of the connection rate, which show that the connection rate 

shown for the real server with router for the range of 0% to 90% of the DDoS attack was caused 
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by the router.  When the DDoS attack reach 100% or 1 Giga Bite per second of attack enough of 

the TCP/SYN flood attack was too much for the servers firewall to handle and the connection 

rate began to fall. 



 
 
 

67 
 

 

Figure 5.4: Simulated Server vs Real Server vs Real Server with No Router 
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5.5 Chapter Summery 

As we review the results that we gained from the TCP/SYN Flood attack experiments that 

were simulated in this thesis to test the limitations of the router by using a simulated clients, 

simulated server, a real server and a real server without router.  After all the testing and 

collection of the data on the number on the connection rate of the network between the server 

and clients we were able to see that when we look at the connection rate we were able to see the 

how much the firewall from the real server was able to improve the connection rate of the 

network and by how much it was improving the connection rate of the network.  We were able to 

see how most of the connection that were lost was happening at the router, and this became clear 

when we removed the router with a Cisco SRW2024 Gigabit Switch with 24-port and saw that 

the real server was not affected much by the DDoS attack.  This showed that even though the 

router had a built in operating system and firewall, the router ended up dropping good 

connections in order to prevent DDoS attack traffic from reaching the server. 

 

 

 

 

 

 



 
 

69 
 

CHAPTER VI  

 

 

CONCLUSION 

 

 

Over the years networking companies like Juniper have been working on increasing network 

security by placing firewalls on their networking devices such routers in an attempt to spread the 

network security throughout the network.  This was to help prevent the need of having security 

protection features confined only to servers and computers. More security that was placed at the 

endpoints of the network the more CPU resources were consumed, which lowered the 

performance of the servers and computers. The Juniper J4350 router with Junos Software 

Release [9.2R1.10] (Export edition) came with built in firewall which the company said could 

handle a connection rate of 10,000 connections per second.   

In this thesis the Juniper J4350 router with Junos Software Release [9.2R1.10] (Export 

edition) Enhanced Services OS Junos with built in firewall was evaluated to see if the router was 

able to help improve the security of a network as the Juniper Company claimed.  We examined 

how two of the most common DDoS attacks, the ICMP echo request flood attack and the 

TCP/SYN flood attack, would influence the router’s security and network performance.  The 

firewall was configure to use four of the most common security settings that would work with a 

firewall such as the NO Security, NO Ping Through, Default, and Default Everything and how 

they helped the router.  
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We reviewed the results gained from the ICMP Flood and the TCP/SYN Flood attack 

experiments that used simulated clients and server.  The data form the router and the server, 

allowed us to see that the connection rate did not show much of a difference in the drop of the 

connection rate from the different security setting used on the router.  Then we examined at how 

much of a strain that the DDoS attacks were putting on the router by observing the CPU User 

Usage we were able to see that there was a much greater difference on how the different security 

setting had on the router.  During the ICMP flood attack the results showed that using the Default 

security setting forced the router to be pushed to its limits at only 100Mbps, as was followed by 

the security setting that prevented the ICMP packets from passing through the router which 

caused the router to use the CPU User Usage when the attack reached 200Mbps.  This showed 

that these two would be the least affective in helping to protect the network during a DDoS 

ICMP flood attack, while the Default Everything and the No Security did a little better even 

though the loss in the connection rate was nearly similar to the other two during the lower half of 

the attack range. We discovered that in Figure 3.6 the No Security, Default and Default 

Everything security settings also did not have much of a difference when protecting the 

connection rate in the network.  Figure 3.8 allowed us to understand the differences of the three 

security setting which showed that the NO Security setting ended up putting more of a strain on 

the router by forcing the router to use up more CPU resources and drop connection at an attack 

of 10% of the 1Gbps. The Default Everything security setting was second in pushing the router 

to use the routers CPU User Usage at an attack of 30% of the 1Gbps, which meant that the 

security setting Default was able to help protect the network with the same efficiency as the other 

two and put the less strain on the router. 
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Next we compared the effects on the performance between having the firewall activated and 

deactivated on the Apple iMac Pro server that was configure with the Microsoft “Windows 

Server Enterprise 2012 R2” operating system.  The Juniper J4350 routers firewall was 

configured to use the Default Everything security setting for the rest of the experiments which 

would mean that any changes in the network performance would be caused by any changes in the 

server.  The data gathered showed that the firewall activated improved the connection rate of the 

network, and put less of a strain on the router by reducing the routers CPU resource 

consumption.  In the next experiment we wanted to see if using the Apple iMac Pro Server with 

the firewall activated helped the network by comparing the Apple server to the simulated server.   

Then we configured the router with the Default Everything security setting that was used in the 

previous experiment and sent TCP/SYN flood attack through the network to the server which 

first had to go through the Juniper Router.  We compared the performance of both networks, and 

the results showed that the Apple server helped improve the performance of the network and 

reduce resources consumption by the router CPU.  The results showed that the firewall from the 

Apple iMac Pro server helped improve the network performance while under TCP/SYN flood 

attack.  This still left us with a problem that we still need to look into is even though the changes 

made to the network had different effect on the performance of the network still dropped.  After 

the connection rate would reach 100% attack bandwidth for either the ICMP echo request flood 

attack or the TCP/SYN flood attack the connection rate fell from 10,000 connections per second 

to nearly 1,000 connections per second. 

Collection of the data on the number on the connection rate of the network between the 

server and clients reveled that when we look at the connection rate the firewall from the real 

server was able to improve the connection rate of the network and by how much it was 
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improving the performance of the network.  We saw how most of the connection that were lost 

was happening at the router, and this became clear when we replaced the router with a Cisco 

SRW2024 Gigabit Switch with 24-port and observed that the real server was unaffected by much 

of the TCP/SYN flood attack.  This showed that even though the router had a built in operating 

system and firewall, the router dropped good connections in order to prevent DDoS attack traffic 

from reaching the server. 

When the router was connected to the network using the Default Everything security setting, 

the router had to perform extensive checks on all the connections to prevent any form of attack 

that might pass through the router.  The connection rate of the network to determine the 

performance of the network and noticed that the performance of the network started to decline at 

a low attack bandwidth of 10 Mbps. After the attack range reached to 90 Mbps the connection 

rate was reduced to nearly 1162 connections per second out of the 10,000 cps suggested by the 

company Juniper.  The Juniper J4350 router with the firewall activated the router ended up 

becoming a bottleneck within the network when DDoS traffic was passing through the router. 

After we replaced the router with the Cisco Linksys SRW2024 with 24-port Gigabit Switch 

the Apple server with the firewall activated was left as the only device with security against 

DDoS attacks.  This meant that the server had to protect itself from the TCP/SYN flood attacks.  

The server was able to support the 10,000 connection while being targeted by the DDoS attack, 

until the attack bandwidth reached 90 Mbps which was when the connection rate dropped from 

10,000 cps to 7155 cps. 

Even though the Juniper company data sheet claimed that the Juniper J4350 router could 

support 10,000 connects in a network.  The router was only able to support close to 900 cps 

while the network was under a high bandwidth DDoS attack.  The router with a built in firewall 
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and security protection did not improve the performance of the network, instead the router 

lowered the connection rate of the network.  This is why network companies need to properly 

test their devices, otherwise the extra security that they are placing on their device could be the 

cause of the degradation of the network performance.
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