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Abstract
TheGlauber-Sudarshan P-representation for bosons is well-knownwithin quantumoptics, and is
widely applied to problems involving photon statistics. Less familiar, perhaps, is its fermionic
counterpart, introduced byCahill andGlauber.We present a derivation of both the bosonic and
fermionic distributions and, in doing so, demonstrate the reason for the existence of two distinct
fermionic forms and the relationship between these.We consider both singlemode systems and also
multiparticle systemswithmanymodes. Expressions for themoments involving products ofmode
annihilation and creation operators are obtained. For simplicity only one type of boson or fermion
will be considered, but generalising tomore types is straightforward.

1. Introduction

The coherent states of light werefirst introduced in the context of the quantum theory of optical coherence
[1–6]. These states are remarkable for representing the closest approximation, within quantum theory, to fully
coherent classical light. They form,moreover, an overcomplete set of states and this property has led to their
widespread application in quantumoptics. Of particular interest to us is the representation of the state of a
quantisedfieldmode of the form2

*ˆ ( )∣ ∣ ( )òr a a a a a= ñád P , , 12

where |α〉 is the coherent state parametrised by the complex numberα and the real function P(α) is a real quasi-
probability distribution, and is a function of bothα andα* [7]. This P-representation of the density operator has
beenwidely employed in quantumoptics, particularly in the evolution of open systems, and is usually
introduced as an ansatz in the formof equation (1) [7–15]. It is possible, however, to derive this using a theorem
due toWeyl [16] and presented in the context of quantumoptics byCahill andGlauber [17]. This derivation
seems not to have not beenwidely appreciated and does not appear inmost textbooks on quantumoptics.We
start, therefore, with a presentation of this derivation. Note, however, that not every density operator possess a P
representation [18–20]. Before proceeding, we point out that there a number of ways of introducing phase space
distributions, sometimes based on different choices of coherent states. These includeworkingwith coherent
states based on particle-hole pairs [21], group theoreticalmethods [22] and spin or atomic coherent states [23].
We note also, that a fermionicWigner function has been introduced [24] as has a phase space description for
coupled boson-fermion systems using supercoherent states [25]. A comprehensive introduction to awide variety
of coherent states can be found in [26].

The coherent states for fermions are less familiar, certainly to those in the field of quantumoptics, but are
play an important role in themany-body physics and quantumfield theory of fermions. In these states the
complex c-numbersα for bosonic coherent states are replaced by anticommutingGrassmann variables [27–35].
Remarkably, however, two quite distinct forms have been reported for the corresponding P-representation of a
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fermionic state.When simplified to a single fermionicmode, these represent the density operator either as

*ˆ ( )∣ ∣ ( )òr f= ñád g g g g g, 22

or as

*ˆ ( )∣ ∣ ( )òr = ñá-d g P g g g g, , 32

where g and g* areGrassmann variables. Thefirst of these is essentially that employed by Plimak et al in a study of
Cooper-like pairing of fermions [36], and the latter was introduced byCahill andGlauber [37].We derive both
of these and, in doing so, uncover the reason for the existence of two such representations, when only a single P
representation appears for bosons. The two P functions, appearing in the above representations of the density
operator, are quite distinct and this is the reason forwriting the first asf(g, g*).

2. P-representation for bosons

The P-representation of a density operator for a single bosonmode is given in equation (1). Our task is to derive
this expression and, in doing so, to arrive at the correct formof the function P(α,α*). Note thatwe do not take
themore familiar path of supposing this relation to be true and deriving the requisite properties ofP(α,α*) from
this assumption.We follow closely themethod of Cahill andGlauber [17] in deriving, first a completeness
relation for the displacement operators, and then using this to derive equation (1).We start with just a single
mode, but generalise tomulti-mode states at the end of the section. For simplicity we consider only one type of
boson.

2.1. Completeness of the displacement operators
TheGlauber displacement operator has the form [7]

* *ˆ ( ) ( ˆ ˆ) ( )†a a a a= -D a a, exp , 4

which can bewritten in the normally or antinormally ordered forms:

* * *⎜ ⎟ ⎜ ⎟⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

ˆ ( ) ( ˆ ) ( ˆ) ∣ ∣ ( ˆ) ( ˆ ) ∣ ∣ ( )† †a a a a
a

a a
a

= - - = -D a a a a, exp exp exp
2

exp exp exp
2

. 5
2 2

This unitary operator acts to generate the coherent state |α,α*〉 from the vacuum (or zero particle) state:

* *∣ ˆ ( )∣ ( )a a a añ = ñD, , 0 . 6

To condense the notation, we follow commonpractice and replace |α,α*〉 and *ˆ ( )a aD , by |α〉 and ˆ ( )aD
respectively. Our first task is to show that an operator F̂ can bewritten in the form

ˆ ( ) ˆ ( ) ( )ò
x
p

x x= -F
d

f D , 7
2

where x x x= ¢ d d d2 corresponds to integrating the real and imaginary parts of over thewhole of the complex ξ
plane.Here the function f (ξ) is related to the operator F̂ by

( ) [ ˆ ˆ ( )] ( )x x=f FDTr . 8

Wecan think of the expansion in equation (7) as the operator analogue of a Fourier expansion or transform, in
which the operator is expanded in terms of a complete set of displacement operators in place of a complete set of
functions of the form e ikx [16]. The representation of the operator F̂ in equation (7) is possible when f (ξ) is
square-integrable or, equivalently, when the operator F̂ hasfiniteHilbert-Schmidt norm:

∣ ( )∣ ( ˆ ˆ) ( )†ò
x
p

x = < ¥
d

f F FTr . 9
2

2

Toproceedwith the proof, we followCahill andGlauber [17] by introducing a function of four complex
variables

( ) ∣ ˆ ( )∣ ∣ ˆ ( )∣ ( )òa b g d
x
p

b x a g x d= á ñá - ñI
d

D D, , , 10
2

It is straightforward to use the normally ordered formof the displacement operator, equation (5), and the
overlap of two coherent states [7] towrite this function in the form

2
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* * * *( ) ∣ ∣

∣ ∣ ( )

∣ ∣òa b g d b a g d
x
p

g a b d

= á ñá ñ

= á ñá ñ

x xb x xg x d- - - +I
d

e e e, , , .

. 11

2
2

As the coherent states are complete (ormore precisely overcomplete [7, 38]), we have an identity between two
operators if their coherent statematrix elements are identical. It follows, therefore, that we canwrite the outer
product of operator |α〉〈β| in the form

∣ ∣ ∣ ˆ ( )∣ ˆ ( ) ( )òa b
x
p

b x a xñá = á ñ -
d

D D . 12
2

Any bounded operator, F̂ , can bewritten in the form

ˆ ∣ ∣ ˆ∣ ∣

∣ ∣ ∣ ˆ∣ ( )

ò

ò

a b
p

a a b b

a b
p

a b a b

= ñá ñá

= ñá á ñ

F
d d

F

d d
F , 13

2 2

2

2 2

2

wherewe have used the resolution of the identity operator in terms of coherent states:

∣ ∣ ˆ ( )ò
a
p

a añá =
d

I. 14
2

It then follows that

ˆ ∣ ˆ ( )∣ ˆ ( ) ∣ ˆ∣

∣ ˆ ( )∣ ∣ ˆ∣ ˆ ( )

∣ ˆ ( ) ˆ∣ ˆ ( ) ( )

ò

ò

ò

a b x
p

b x a x a b

a b x
p

b x a a b x

b x
p

b x b x

= á ñ - á ñ

= á ñá ñ -

= á ñ -

F
d d d

D D F

d d d
D F D

d d
D F D . 15

2 2 2

3

2 2 2

3

2 2

2

Finally, we note that the integral overβ corresponds to the trace and sowefind

ˆ [ ˆ ˆ ( )] ˆ ( ) ( )ò
x
p

x x= -F
d

FD DTr , 16
2

which is the expression in equation (7). For fermionswe shall find andmake use of a similar theorem, but in that
case thefinal step leading to a trace operation does not hold.

2.2. Expressing the density operator in terms of the P-function
Wecan complete our derivation of the P-representation of the density operator by applying the general result in
equation (7) to the density operator. This is allowable because the density operator will always have afinite
Hilbert-Schmidt norm: ( ) rTr 12 . Direct application of our theorem gives the form

ˆ [ ˆ ˆ ( )] ˆ ( ) ( )òr
x a
p

r x x= -
d d

D DTr . 17
2 2

2

To obtain the P-representation form from this wefirst write the displacement operators in an ordered form,
normal order for thefirst and antinormal order for the second:

* *ˆ [ ˆ ] ( )ˆ ˆ ˆ ˆ† †

òr
x
p

r= x x x x- -d
e e e eTr . 18a a a a

2

All that remains is to insert the identity in the form given in equation (14) between thefinal two operators:

*

* *ˆ [ ˆ ] ∣ ∣

( )∣ ∣ ( )

ˆ ˆ ˆ ˆ† †
ò ò

ò

r
x
p

r
a
p

a a

a a a a a

= ñá

= ñá

x x x x- -d
e e e

d
e

d P

Tr

, , 19

a a a a
2 2

2

where the P function is

* * * *( ) [ ˆ ] ( )ˆ ˆ†

òa a
x

p
r= x x ax a x- -P

d
e e e, Tr . 20a a

2

2

Note that this function is the Fourier transformof the normally ordered characteristic function [7, 18]

* *( ) [ ˆ ] ( )ˆ ˆ†c x x r= x x-e e, Tr 21a a

and the P-functionwill bewell-behaved only if this Fourier transform exists. In the study of non-classical states
of light this feature has often been used to distinguish between classical and intrinsically quantumproperties of
light [14].We note that the expectation values of normally ordered functions of the creation and annihilation

3
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operators are readily expressed in terms of the P-function. In general we have

* *ˆ ˆ ( ) ( )† ò a a a a aá ñ =a a d P , . 22n m n m2

Wenote, in particular, that this expression includes the normalisation of the P-function (for n= 0=m):

*( ) ( )ò a a a =d P , 1. 232

We shall encounter similar expressions for our fermionic P representations.
It is often the case that we need to describemultimode field states and for this purpose we need amore

general form for our P-representation. To this endwe introduce a complex number,αi, for each of themodes.
The completeness relation for the boson coherent states is

∣ ∣ ˆ ( )ò
a a a

p
ñá =

d
I, 24

n

2

whereα is a shorthand forα1,α2,L αn, so that |α〉 is themultimode state |α1〉|α2〉L |αn〉 and d
2α=∏id

2αi.
Themultimode P-functionwill then be a function of all of the c-numbersαi and *ai . The required form for an n
mode state is simply

*( )∣ ∣ ( )ò a a a a ar = ñád P , . 252

The formof thismultimode P-function is the natural analogue of the single-mode form given in equation (20):

* * * *⎜ ⎟
⎛
⎝

⎞
⎠

( ) [ ˆ ( · ˆ ) ( ˆ)] ( · · ) ( )†òa a x x a x a x
x

p
r= - -P

d
a a, Tr exp exp exp , 26

i

i
2

2

where · ˆ ˆ† †x x= å aa i i i , with similar expressions for the other terms It is straightforward to verify that the
multimode P-function is normalised: ∫d2αP(α,α*)= 1. The normally orderedmoments are given by the
integral ofP(α,α*)multiplied by a product of theαi and *aj , with these variables replacing the annihilation and

creation operators âi and ˆ†aj respectively.

3. P-representations for fermions

The title of this section deliberately employs the plural ‘representations’ as the constructionwe have employed
above gives rise, in the fermionic case, tomore than one expression for any given density operator.We shall find
that the origin of this non-uniqueness lies in the existence ofmore than one integral representation of the
identity in terms of fermionic coherent states.We follow closely the approach outlined in the preceding section
for bosons, startingwith a completeness relation for fermionic coherent states and following this with a
derivation of the P-representations. Aswith the bosonic case, we beginwith just a singlemode before
generalising tomulti-mode states at the end of the section. Again, for simplicity, we consider only systemswith
one type of fermion.

3.1. Grassmann variables and fermionic coherent states
Before proceedingwith our derivation of the P-representation, we present a brief review of the principal
properties of Grassmann variables and of the coherent states constructedwith them. Fuller accounts can be
found in [27, 35–37, 39–41]. Grassmann variables are, in effect, anti-commuting ‘numbers’.3 If g and h are any
twoGrassmann variables then

( )= -gh hg , 27

which implies that the square of anyGrassmann variable is zero. It follows that expressions containing an even or
an odd number ofGrassmann variables behave rather differently: an even expression commutes with other
Grassmann variables, but an odd one anti-commutes: g1g2g3= g2g3g1, but g1g2g3g4=− g2g3g4g1.

We can define complex conjugation forGrassmann variables by introducing g* as the complex conjugate of
g. It is convenient to define this operation to reverse the order of the variables:

* * *( ) ( )=gh h g , 28

which is reminiscent of theHermitian conjugation operation formatrices and operators.We can define
differentiation and integration forGrassmann variables [27, 35].We shall require onlyGrassmann integration,
for which the rules are

3
Grassmann variables were introduced byHermannGrassmann in his ground-breakingwork on linear algebra [42]. An account of this

work and its importancemay be found in [43].

4
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( )
ò

ò

=

=

dg

dg g

0

1. 29

When there ismore than oneGrassmann variable involvedwe need to be careful with the order both of the
variables in the integrand and alsowith the differentials:

( ) ( )
ò
ò ò

=

= - = -

dhdg gh

dhdg hg dhdg gh

1

1. 30

Wedenote the fermionic annihilation and creation operators by ĉ and ˆ†c , which satisfy the
anticommutation relation

{ˆ ˆ } ˆˆ ˆ ˆ ( )† † †= + =c c cc c c, 1: 31

The twopossible fermionic number states are the vacuum, or no particle, state |0〉 and the one particle state |1〉:

∣ ˆ ∣
∣ ˆ∣ ( )

†ñ = ñ
ñ= ñ

c

c

1 0

0 1 . 32

The properties of the annihilation and creation operators are complicated by the fact that they anticommute
with theGrassmann variables in that

ˆ ˆ ˆ ˆ ( )† †= - = -gc cg gc c g . 33

These featuresmean that we need to be careful with the ordering of both ourGrassmann variables and our
operators.

The fermionic coherent states are characterised by aGrassmann variable g rather than a c-number as in the
bosonic case. Specifically, they are generated from the vacuum state bymeans of a unitary transformation
generated by a fermionic displacement operator:

* *ˆ ( ) (ˆ ˆ) ( )†= -D g g c g g c, exp , 34

which can be expressed in normal or antinormal ordered forms as

* *
*

*
*

⎜ ⎟ ⎜ ⎟
⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

ˆ ( ) (ˆ ) ( ˆ) ( ˆ) (ˆ ) ( )† †= - - = -D g g c g g c
g g

g c c g
g g

, exp exp exp
2

exp exp exp
2

. 35

Wenote that these have same form as their bosonic counterparts. Aswith their bosonic counterparts,
equation (6), the fermionic coherent states are given by

* *∣ ˆ ( )∣ ( )ñ = ñg g D g g, , 0 . 36

Againwe simplify the notation by using |g〉 and ˆ ( )D g . It follows that our fermionic coherent states have the form

* *
⎜ ⎟ ⎜ ⎟
⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

∣ (∣ ∣ ) ∣ ∣ ( )ñ = - ñ - ñ = - ñ - ñg
g g

g
g g

g1
2

0 1 1
2

0 1 . 37

The coherent states are right-eigenstates of the annihilation operator with eigenvalue g:

ˆ∣ ˆ ˆ ∣ ˆˆ ∣ ∣ ∣ ( )† †ñ = - ñ = ñ = ñ = ñc g cgc gcc g g g0 0 0 38

and are left-eigenstates of the creation operator with eigenvalue g*:

* *∣ˆ ∣ ∣ ( )†á = á ¹ ág c g g g g . 39

The overlap between two fermionic coherent states is

* *
*⎜ ⎟

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

∣ ( ) ( )á ñ = - - +g h
g g h h

g h1
2

1
2

1 . 40

Wecanwrite this in terms of exponential functions

* *
*⎜ ⎟

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

∣ ( ) ( )á ñ = - -g h
g g h h

g hexp
2

exp
2

exp , 41

which has the same form as for the bosonic coherent states [7].Wemay require that the vacuum state is an even
Grassmann function so that h|0〉= |0〉h. It follows that the one particle state, ∣ ˆ ∣†ñ = ñc1 0 , is odd, and it follows
that our coherent states are evenGrassmann functions and therefore commutewithGrassmann variables:

∣ ∣ ∣ ∣ ( )ñ = ñ á =áh g g h h g g h. 42

5

Phys. Scr. 98 (2023) 044006 SMBarnett and B JDalton



Finally, we can resolve the identity in terms an integral over the coherent states:

* * * *

* * *

∣ ∣ ( )(∣ ∣ )( ∣ ∣ )

( )[∣ ∣ ∣ ∣ ]

∣ ∣ ∣ ∣ ˆ ( )

ò ò
ò

ñá = - ñ - ñ á -á

= + ñá + ñá

= ñá + ñá =

dg dg g g dg dg g g g g

dg dg gg g g

1 0 1 0 1

1 0 0 1 1

0 0 1 1 I, 43

which is the natural analogue of the bosonic expression given in equation (14). In contrast with the bosonic case,
however, this is not the onlyway to resolve the identity in terms of the coherent states. In particular we can also
express the identity as an integral over the operators |g〉〈− g| in the form

* * * * * *

* * *

( )∣ ∣ ( )( )(∣ ∣ )( ∣ ∣ )

( )(∣ ∣ ∣ ∣ )

∣ ∣ ∣ ∣ ˆ ( )

ò ò
ò

- ñá- = - + ñ - ñ á +á

= - ñá - ñá

= ñá + ñá =

dg dg gg g g dg dg gg gg g g

dg dg gg g g

2 1 2 1 1 0 1 0 1

1 0 0 1 1

0 0 1 1 I. 44

We shallfind that it is this existence of a second resolution of the identity that leads to the existence of two
P-representations for fermions.4

3.2. Completeness of the displacement operators
We follow the derivation of the completeness of the bosonic displacement operators, given above, by
introducing theGrassmann function

*( ) ∣ ˆ ( )∣ ∣ ˆ ( )∣ ( )ò= á ñá - ñI g g g g dh dh g D h g g D h g, , , . 451 2 3 4 2 1 3 4

Careful evaluation of thematrix elements andGrassmann integrals gives the same result as found for bosons:

( ) ∣ ∣ ( )= á ñá ñI g g g g g g g g, , , . 461 2 3 4 2 4 3 1

Twooperators are equivalent if their coherent statematrix elements are the same:

∣ ˆ ∣ ∣ ˆ∣ ˆ ˆ ( )á ñ = á ñ  =g A h g B h A B. 47

It follows that

*∣ ∣ ∣ ˆ ( )∣ ˆ ( ) ( )òñá = á ñ -g g dh dh g D h g D h . 481 2 2 1

Toproceedwe can insert the identity operator either before or after the displacement operator ˆ ( )D h and use the
fact that the overlap between two coherent states is an evenGrassmann function towrite

* *

* *

∣ ∣ ∣ ˆ ( )∣ ∣ ˆ ( )

∣ ∣ ˆ ( )∣ ˆ ( ) ( )
ò ò
ò ò

ñá = á ñá ñ -

= á ñá ñ -

g g dh dh dk dk g D h k k g D h

dh dh dk dk k g g D h k D h , 49

1 2 2 1

1 2

where k and its complex conjugate k* are a further pair of Grassmann variables.We can extract a general
relationship for the four independent single-mode operators, |0〉〈0|, |0〉〈1|, |1〉〈0| and |1〉〈1|, and hence for any
operator.We can achieve this either by comparing the coefficients of theGrassmann variables or,more formally,
byGrassmann integration. It follows that for a general single-mode operator, F̂ wehave the identity

* *ˆ ∣ ˆ ˆ ( )∣ ˆ ( ) ( )ò ò= á ñ -F dh dh dk dk k FD h k D h , 50

which has the same form as that given in equation (15) for a bosonic operator. Note, however, that unlike in the
bosonic case, the k-integral does not, in general, correspond to the trace of the operator product ˆ ˆ ( )FD h .

4
It is interesting to note that the doubling of options for the phase space representation of fermionic operators applies generally. One simple

example is the parity operator, forwhichwe have

( ˆ) ( ) ∣ ∣

∣ ∣

ˆ ˆ† å

ò
a
p

a a

- = - ñá

= ñá-

=

¥

n n

d

I 1a a

n

n

0
2

for bosons. For fermionswe have the two representations:

*

* *

( ˆ) ∣ ∣ ∣ ∣
∣ ∣

( )∣ ∣

ˆ ˆ†

ò
ò

- = ñá - ñá

= ñá-

= - ñá

dg dg g g

dg dg gg g g

I 0 0 1 1

2 1 .

c c

6
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3.3. Expressing the density operator in terms of the P-functions
Toderive the P representations we follow our analysis for bosons by ordering the two displacement operators,
ˆ ( )D h and ˆ ( )-D h to give

* * * *ˆ ∣ ˆ ∣ ( )ˆ ˆ ˆ ˆ† †

ò òr r= á ñ- -dh dh dk dk k e e k e e . 51c h h c h c c h

At this point we can insert the identity operator, expressed in terms of coherent states, between the final two
operators and hence obtain expressions for our twoGrassmann functionsf(g, g*) andP(g, g*). Forf(g, g*)we
insert the identity as given in equation (43) so that

* * *

* * *

* *

* * *

ˆ ∣ ˆ ∣ ∣ ∣

∣ ˆ ∣ ∣ ∣ ( )

ˆ ˆ ˆ ˆ

ˆ ˆ

† †

†

ò ò ò

ò ò ò

r r

r

= á ñ ñá

= á ñ ñá

- -

- -

dh dh dk dk k e e k e dg dg g g e

dg dg dh dh dk dk k e e k e e g g . 52

c h h c h c c h

c h h c h g g h

Comparing this with the form ∫dg*dg f(g, g*)|g〉〈g| leads, directly, to an explicit form for theGrassmann function
f(g, g*):

* * * * * *( ) ∣ ˆ ∣ ( )ˆ ˆ†

ò òf r= á ñ- -g g dh dh dk dk k e e k e e, . 53c h h c h g g h

The second possibility is to insert the identity given in equation (44):

* * * *

* * * *

* *

* * *

ˆ ∣ ˆ ∣ ( )∣ ∣

∣ ˆ ∣ ( )∣ ∣ ( )

ˆ ˆ ˆ ˆ

ˆ ˆ

† †

†

ò ò ò

ò ò ò

r r

r

= á ñ - ñá-

= á ñ - ñá-

- -

-

dh dh dk dk k e e k e dg dg gg g g e

dg dg dh dh dk dk k e e k e e gg g g

2 1

2 1 . 54

c h h c h c c h

c h h c h g g h

If we compare this with the form ∫dg*dg P(g, g*)|g〉〈− g| thenwe obtain an explicit formof theGrassmann
function P(g, g*):

* * * ** * *( ) ∣ ˆ ∣ ( ) ( )ˆ ˆ†

ò ò r= á ñ --P g g dh dh dk dk k e e k e e gg, 2 1 , 55c h h c h g g h

which clearly differs from the functionf(g, g*). The twoP functions are simply related to each other, however:

* * *

* * *

( ) ( ) ( )
( ) ( ) ( ) ( )

f
f

= - -
= - -

P g g gg g g

g g gg P g g

, 2 1 ,

, 2 1 , . 56

That this is satisfactory follows directly from the condition that (−2gg*− 1)(2gg*− 1)= 1.

4. Properties of the twoP representations

Wehave two quantities,f(g, g*) andP(g, g*), that are the analogues for fermions of the bosonic quasiprobability
distribution P(α,α*). Like P(α,α*), we cannot expect either of them to be a true probability distribution. This is,
perhaps, yet clearer for our fermionic functions as they depend onGrassmann variables, which have no
interpretation as physical properties of the fermions. Despite this, we can treat bothf(g, g*) andP(g, g*) in a
manner analogous to probability distributions; in particular we can use them to evaluate occupation
probabilities and, inmultimode situations, also correlation functions.We examine here these features off(g, g*)
andP(g, g*).

4.1. Normalisation?
The integral ofP(α,α*) over thewhole of the complex plane gives unity:

*( ) ( )ò a a a =d P , 1 572

and althoughP(α,α*) can take negative values, this normalisation is indicative of its role as a quasiprobability
distribution [7].We can use our explicit expressions forf(g, g*) andP(g, g*) to determinewhether either of these
is normalised underGrassmann integration. Let us start withf(g, g*):

* * * * *

* * *

* * *

*

( ) ∣ ˆ ∣

∣ ˆ ∣ ( )

ˆ ˆ

ˆ ˆ

†

†

ò ò ò ò

ò ò

f r

r

= á ñ

= á ñ

- -

-

dg dg g g dh dh dk dk k e e k dg dg e e

dh dh dk dk k e e k hh

,

. 58

c h h c h g g h

c h h c

Thefinal part, hh*, behaves like aDirac delta function in that it sets h and h* to zero under the integral ∫dh*dh.
This leaves

* * *( ) ∣ ˆ∣
∣ ˆ∣ ∣ ˆ∣ ( )

ò òf r

r r

= á ñ

= á ñ - á ñ

dg dg g g dk dk k k,

0 0 1 1 , 59
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which is not the trace of the density operator r̂ and so is not generally equal to unity.Moreover, if the single
particle probability exceeds the vacuumprobability then this integral will be negative. In order to fulfil the role of
a quasiprobability distribution, we need to introduce aweight function to include on the normalisation and
moment integrals. It is straightforward to show that this weight function is

* *( ) ( )= +w g g gg, 2 1, 60

so that the productw(g, g*)f(g, g*) is normalised:

* * *( ) ( ) ( )ò f =dg dgw g g g g, , 1. 61

The necessity of introducing aweight function appears, also, in the bosonic case, where the identity is given by

∣ ∣ ˆò a añá =a
p

Id2

but the normalisation condition requires theweight functionπ: *( )ò p a a´ =a
p

P , 1d2

. For

the fermionswe have *∣ ∣ ˆò ñá =dgdg g g I but ∫dgdg* w(g, g*)f(g, g*)= 1.
For P(g, g*)wefind

* * * *

* *

* * *

*

*

* *

*

( ) ∣ ˆ ∣

( )

∣ ˆ ∣ ( )

( ∣ ˆ ( ˆ ˆ)∣ ∣ ˆ∣ )
∣ ˆ∣ ∣ ˆ∣ ( )

ˆ ˆ

ˆ ˆ

†

†

†

ò ò ò
ò

ò ò
ò

r

r

r r

r r

= á ñ

´ -

= á ñ +

= á - ñ + á ñ

= á ñ + á ñ

-

-

dg dg P g g dh dh dk dk k e e k

dg dg e e gg

dh dh dk dk k e e k hh

dk dk k c c k k k

,

2 1

2

2

0 0 1 1 , 62

c h h c

h g g h

c h h c

which is the trace of the density operator and hence

* *( ) ( )ò =dg dg P g g, 1. 63

The functionP(g, g*) has the normalisation attribute of a quasiprobability distribution, whilef(g, g*) requires
the addition of theweight functionw(g, g*) to produce a normalisedGrassmann function.

4.2. Evaluatingmoments
For our singlemode problem there are only two possible distinctmoments. These are the zerothmoment, ˆá ñI ,
and thefirstmoment, ˆ ˆ†á ñc c , of the particle number operator. Superpositions of zero and one fermion are not
allowed and so ˆ†á ñc and ˆá ñc are always zero.We have two coherent-state representations of the density operator
for our single-mode state, andwe can use either of these to evaluatemoments.

We consider, first, the zerothmoment ˆá ñI , whichmust equal unity. For the representation in terms off(g, g*)
wehave

* *

* *

* * *

ˆ ( )∣ ∣

( )( ∣ ∣ ∣ ∣ )

( )( ) ( )

ò
ò
ò

f

f

f

á ñ = ñá

= á ñá ñ + á ñá ñ

= +

dg dg g g g g

dg dg g g g g g g

dg dg g g gg

I Tr ,

, 0 0 1 1

, 2 1 . 64

Note that theweight function,w(g, g*)= 2gg* + 1 appears naturally in this expression.Herewe have used the
fact thatf(g, g*)must be an evenGrassmann function and so be formed only of products of even numbers of
Grassmann variables.Were this not the case, thenwewould have non-zero expectation values of ĉ and/or ˆ†c .
For ourGrassmann integral to equal unity (as itmust)f(g, g*)must have the highly restricted form

*( ) ( ) ( )f = + -g u u gg1 2 , 65

where u is a constant. For the representation in terms ofP(g, g*)wehave

* *

* *

ˆ ( )( ∣ ∣ ∣ ∣ )

( ) ( )
ò
ò

á ñ= á ñá- ñ + á ñá- ñ

=

dg dg P g g g g g g

dg dg P g g

I , 0 0 1 1

, , 66

which is the normalisation condition derived above. Aswithf(g, g*), this condition restricts P(g, g*) to a simple
form

* *( ) ( )= +P g g v gg, , 67

where v is a constant. The simple forms off(g) andP(g) arise because the allowed states of a single fermionic
mode are limited to statisticalmixtures of the vacuumand one particle states: ˆ ( )∣ ∣ ∣ ∣r = - ñá + ñáp p1 0 0 1 1 .
These forms follow also directly from equations (53) and (55) for a density operator given by this statistical
mixture.We see that bothP(g, g*) andf(g, g*) are evenGrassmann functions as a consequence of this super-
selection rule.
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Thefirst ordermoment ˆ ˆ†á ñc c is the probability, p, that a single fermion is present in themode. Forf(g, g*)we
find

* * *

* * *

* * * *

* * *

ˆ ˆ ( ) ( )∣ ∣ˆ ˆ

( ) ( ) ˆ∣ ∣ˆ

( ) ( )

( ) ( )

† †

†

ò
ò

ò
ò

f

f

f

f

á ñ = ñá

= ñá

= +

=

c c dg dg w g g g g g g c c

dg dg w g g g g c g g c

dg dg gg g g gg

dg dg g g gg

Tr , ,

Tr , ,

2 1 ,

, . 68

For this to equal the single fermion probability we require u= p so thatf(g, g*)= p+ (2p− 1)gg*. If we use the
representation in terms ofP(g, g*) thenwefind

*

* *

* * *

ˆ ˆ ( )∣ ∣ˆ ˆ

( ) ˆ∣ ∣ˆ

( ) ( )

† †

†

ò
ò

ò

á ñ= ñá-

= ñá-

=

c c dg dg P g g g c c

dg dg P g g c g g c

dg dg P g g g g

Tr

Tr ,

, . 69

For this expression to be the single fermion occupation probability we require v=− p so thatP(g,
g*)=− p+ gg*.We note that, in this singlemode case, the forms of themoments for our two suitably weighted
quasiprobability distributions,w(g, g*)f(g, g*) andP(g, g*), differ only by the ordering of theGrassmann variables
g and g*. For the bosonic case,α is a c-number and so there is no distinction betweenα*α andαα*.

4.3.Multimodemultiparticle states
The Pauli exclusion principlemeans that single-mode states are limited to the presence or the absence of a single
particle.Most physically interesting states are thereforemultimodal. Cold atom states, for example, often span a
very large number ofmodes. To describe such states we requiremultimode generalisations of the expressions
derived above.

The two important completeness relations, equations (43) and (44), become

∣ ∣ ˆ ( )ò ñá =d g g g I 702

and

*( )∣ ∣ ˆ ( )ò ñá- =d fg g g g g, I, 712

where f (g, g*) is

* *( ) ( ) ( )= -f g gg g, 2 1 , 72
i

i i

which is clearly an evenGrassmann function, and *º d dg dgg i i i
2 . Themultimode coherent states are

generated from the vacuum (or zero particle) state by the displacement operator *ˆ ( )D g g, :

* *∣ ˆ ( )∣ ( )ñ = ñDg g g g, , 0 , 73

where

* *ˆ ( ) (ˆ · · ˆ) ( )†= -D g g c g g c, exp . 74

Here the vector quantities g and ĉ denote {g1, g2,L ,gi,L } and {ˆ ˆ ˆ } c c c, , , ,i1 2 respectively. To condense the
notation, |g, g*〉 and *ˆ ( )D g g, will be replaced by |g〉 and ˆ ( )D g . It follows that ourmultimode coherent states
and displacement operators are

∣ ∣

ˆ ( ) ˆ ( ) ( )





ñ= ñ

=

g

D D g

g

g . 75

i
i

i
i

In themultimode case the projector expansion, equation (49), becomes

∣ ∣ ∣ ˆ ( )∣ ∣ ˆ ( )

∣ ∣ ˆ ( )∣ ˆ ( ) ( )
ò ò
ò ò

ñá = á ñá ñ -

= á ñá ñ -

d d D D

d d D D

g g h k g h k k g h

h k k g g h k h , 76

1 2
2 2

2 1

2 2
1 2

so that our single-mode operator identity, equation (50), becomes

ˆ ∣ ˆ ˆ ( )∣ ˆ ( ) ( )ò ò= á ñ -F d d FD Dh k k h k h . 772 2
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If we follow our single-mode analysis and insert themultimode identity, equation (70), into the antinormally
ordered formof ˆ ( )-D h wefind an explicit expression for the density operator in terms of themultimode
quasiprobability distributionf(g, g*):

*ˆ ( )∣ ∣ ( )òr f= ñád g g g g g, , 782

wheref(g, g*) is given by

* * * *( ) ∣ ˆ ∣ ( )ˆ · ·ˆ · ·†

ò òf rá ñ- -d d e e e eg g h k k k, . 79c h h c h g g h2 2

Wenote thatf(g, g*) is necessarily an evenGrassmann function owing to the super-selection rule that the
density operator r̂ has non-zero elements only between Fock states with either just an even or just an odd
number of particles5.

If we employ our second expression for themultimode identity operator, given in equation (71), we obtain
an expression for the density operator in terms of our alternativemultimode quasiprobability distribution:

*ˆ ( )∣ ∣ ( )òr = ñá-d Pg g g g g, , 802

where P(g, g*) has the form

* ** * *( ) ∣ ˆ ∣ ( ) ( )ˆ · ·ˆ · ·†

ò ò r= á ñ-P d d e e e e fg g h k k k g g, , . 81c h h c h g g h2 2

Wenote that the super-selection rule ensures that P(g, g*) is also an evenGrassmann function. It follows that our
twomultimode quasiprobability distributions are related by

* * *

* * *

( ) ( ) ( )
( ) ( ) ( ) ( )

f
f

= -
= -

P f

f P

g g g g g g

g g g g g g

, , ,

, , , , 82

the consistency of which follows from the fact that f (g, g*)f (g,− g*)= 1.
Aswith the single-mode case, the function P(g, g*) is normalised butf(g, g*), in general, is not:

*

*

( )

( ) ∣ ˆ∣ ( )
ò
ò òf r

=

= á ñ

d P

d d

g g g

g g g k k k

, 1

, . 83

2

2 2

If we introduce themultimodeweight factor, * *( ) ( )=  +w g gg g, 2 1i i i
, thenwe obtain a normalisation

condition forf(g, g*):

* *( ) ( ) ( )ò f =d wg g g g g, , 1. 842

Wecan use both quasiprobability distributions to evaluate expectation values and correlations functions.
Our fermionic P representations allow us to calculate normally ordered expectation values. To determine

the forms of these, it is convenient to start with the following operator identity

* * *ˆ ˆ ˆ ˆ ˆ ( ) ( )[( ) ( )]∣ ∣ ( )† †   òr = - - ñá-c c c c d g g P g gg g g g g, , 85m m l l m m l l
2

q p q p
1 1 1 1

which follows from the eigenvalue property of the coherent states togetherwith the fact that P(g, g*) and |g〉
〈− g| are both evenGrassmann functions. The trace of this is the correlation function

(ˆ ˆ ˆ ˆ ˆ ) ( ˆ ˆ ˆ ˆ ˆ ) ( )† † † †   r r=c c c c c c c cTr Tr , 86m m l l l l m mq p p q1 1 1 1

where the equality holds by virtue of the cyclic property of the trace. To determine the formof this trace, it is
helpful to consider first the trace of a general operator

*ˆ ( )∣ ∣ ( )ò= ñá-F d Fg g g g g, , 872

where F(g, g*) is a general Grassmann function, whichwemay split into the sumof an even and an odd
Grassmann function. These contain products of only even or odd numbers of Grassmann variables respectively:

* * *( ) ( ) ( ) ( )= +F F Fg g g g g g, , , . 88e o

5
The range of possiblematrix elements depends verymuch on the physical systembeingmodelled. This is particularly true if we consider

states ofmore than one type of fermion. For cold atoms, the number of atoms is a conserved quantity and so the only non-vanishingmatrix
elements will be those between states with the same number of atoms. In relativistic quantum theory, an intense electric field can create an
electron-positron pair and thereby increase the number of fermions present by two. Similarly, inmodels of solids, an external
electromagnetic fieldmay act to create an electron-hole pair, again increasing the number of effective particles present by two. If this is a
coherent process, then the state can evolve to one inwhich there is a superposition of the vacuum state and a two particle state.
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Aswe have seen, the coherent states are even and so commutewithGrassmann variables and it follows that

*ˆ ∣ ( ) ∣ ( )ò= ñ á-F d Fg g g g g, . 892

Toproceed, it is simplest and clearest to specialise to a singlemode, before generalising to the fullmultimode
problem. For a single-mode operator, F̂1, we have

* *

* * * *

*

( ˆ ) [ ∣ ( ) ∣ ∣ ( ) ∣ ]

[( ) ( ) ( ) ]

( ) ( )

ò
ò
ò

= á ñ á- ñ + á ñ á- ñ

= + -

=

F d g g F g g g g F g g g

d g gg F g g gF g g g

d g F g g

Tr 0 , 0 1 , 1

1 , ,

, , 90e

1
2

1 1

2
1 1

2
1,

wherewe have used the fact that there are twoGrassmann integrations and so the integral of any oddGrassmann
function, such as (1+ gg*)F1,o(g, g

*) and gF1,o(g, g
*)g*, must be zero.

For themultimode case, we canwrite the trace of F̂ , in equation (89), as

*( ˆ) ∣ ( ) ∣ ( ) 


òå n n n n= á ñ á- ñ
n n

F d Fg g g g gTr , , , , , , 91n n
, ,

2
1 1

n1

where |νi〉= |0i〉, |1i〉 are the fermion number states formode i. To proceed further wewrite F(g, g*) as the sum
of even and oddGrassmann functions (as in equation (88)) so that the right hand side of equation (91) is the sum
of two terms For the term involving Fe(g, g

*)we can commute 〈ν1,L ,νn|g〉with Fe(g, g
*) so that thefirst term

becomes *( ) ∣ ∣ ò n n n nå á ñá- ñn nd Fg g g g g, , , , ,e n n
2

, , 1 1n1
. For the term involving Fo(g, g

*)no simple commuta-

tion is possible and this contribution is just *∣ ( ) ∣  ò n n n nå á ñ á- ñn n d Fg g g g g, , , , ,n o n, ,
2

1 1n1
. However, for each

term in the sumover fermion occupancies ν1,L ,νn, the overlap 〈ν1,L ,νn|g〉 is the product of factors
*( )d d+ +n ng g g1 2i i i,0 ,1i i

for eachmode i, whilst 〈−g|ν1,L ,νn〉 is the product of factors
* *( )d d+ -n ng g g1 2i i i,0 ,1i i

for eachmode i. Irrespective of whether νi is 0 or 1, for each term in the sumover
fermion occupancies ν1,L ,νn and for eachmode i, Fo(g, g

*)will bemultiplied by two factors, which are both
odd (when νi= 1) or both even (when νi= 0). The resultingGrassmann functions for every term in the sumover
fermion occupancies ν1,L ,νnwill therefore still be odd. As the integral of an oddGrassmann function is zero, it
follows that the entire second term involving Fo(g, g

*)will be zero. Thismeans that we canwrite the trace in the
form

*

*

*

( ˆ) ( ) ∣ ∣

( ) ( ∣ ∣ ∣ ∣ )

( ) ( )

 

å



ò

ò

ò

n n n n= á ñá- ñ

= á ñá- ñ + á ñá- ñ

=

n n
F d F

d F g g g g

d F

g g g g g

g g g

g g g

Tr , , , , ,

, 0 0 1 1

, . 92

e n n

e
i

i i i i i i i i

e

2

, ,
1 1

2

2

n1

For the present case (see equations (85) and (87)) F(g, g*) is given by *( ) ( )g g P g g,m mq 1
(( ) ( ))- -g gl lp1

.

The physical constraint of the super-selection rule on fermion number requiresP(g, g*) to be an evenGrassmann
function. It follows, therefore, that F(g, g*) is an even function if p and q differ by an even number and F(g, g*) is
an odd function if they differ by an odd number.Hence

* * *( ) ( ) ( ) ( )(( ( )) = = - -F F g g P g gg g g g g g, , ,e m m l lq p1 1
if p− q is even and Fe(g, g

*)= 0 if p− q is odd.

Returning to our correlation functionwe therefore find

* * *( ˆ ˆ ˆ ˆ ˆ ) [( ) ( )( ) ( )]

( )
( ) ( )

† †   òr = - -

-
= -

c c c c d g g P g g

p q

p q

g g gTr ,

even

0 odd. 93

l l m m m m l l e
2

p q q p1 1 1 1

Thus the correlation function is zero unless p and q differ by an even number. This corresponds to the
requirement that the number of annihilation and creation operators in any non-zero correlation functionmust
differ by an even number, which includes zero of course. For the result where p− q is even, we canmove all the
gmi

to the right of the *gli
terms andP(g, g*) and remove theminus signs. The factors ( )-1 pq and ( )-1 p involved

cancel when (p− q) is even. It follows that the normally ordered correlation function is

* * *( ˆ ˆ ˆ ˆ ˆ ) ( )( )( ) ( )† †   òr =c c c c d P g g g gg g gTr , . 94l l m m l l m m
2

p q
p q1 1

1 1

This formula is actually true for (p− q) both even and odd, as in the latter case both sides are zero.
We can proceed in a similar fashionwith our second P representation, noting thatf(g, g*) is also an even

function and that we only need tomove it to the left of the gmi
terms.Weneed, also, to include themultimode

weight functionw(g, g*). Theweight function is given by∏i(〈0i|gi〉〈+ gi|0i〉+ 〈1i|gi〉〈+ gi|1i〉)which replaces
the product in the second line of equation (92) for thef(g, g*) case. Here there is no ( )-1 p factor.Wefind
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* * * *

* * * *

( ˆ ˆ ˆ ˆ ˆ ) ( ) ( ) ( )( )

( ) ( )( )( ) ( )

† †   

 

ò

ò

r f

f

=

=

c c c c d g g w g g

d w g g g g

g g g g g

g g g g g

Tr , ,

, , , 95

l l m m m m l l

m m l l

2

2

p q q p

q p

1 1 1 1

1 1

the formula being true for (p− q) both even and odd. For both representations theGrassmann integrals on the
right-hand sides of equations (94) and (95)will be zero if p and q differ by an odd number, as theGrassmann
integral of an odd functionmust be zero. This corresponds to the correlation function itself being zero in this
case. For our simple analysis inwhichwe consider only one type of fermion, the density operator for states that
complywith the super-selection rule has only non-zeromatrix elements between Fock states with same total
fermion number, and hence is zero unless p= q. Note that if p= 0= q then equations (94) and (95) reproduce
the normalisation conditions for P(g, g*) andf(g, g*) in equations (83) and (84). The differences between the
two forms of the correlation functions and, in particular, the presence or absence of aweight function is due,
ultimately, to the two different resolutions of the identity, equations (43) and (44)

The difference between our two forms for the correlation functions, equations (94) and (95), finallymakes
clear the reasonwhy there are two fermionic P representations but only a single bosonic one. In the bosonic case,
the quantitiesαi and *aj are c-numbers and so commute. In the fermionic case, however, the quantities gi and *gj

areGrassmann variables, whichmeans that the order of thesematters. Correlation functions calculated usingP
(g, g*) evaluate thesewith the conjugate Grassmann variables, *g

i
to the left of the non-conjugated ones, gi, while

forw(g, g*)f(g, g*) it is the other way around. The results in equations (94) and (95) are seen to be the same using
the relationship, equation (82), between P(g, g*) andf(g, g*). They are also consistent with the singlemode
results in Section 4.2.

5. Conclusion

Wehave presented a derivation of the P representation that is valid both for bosons and for fermions. A key
feature of this derivation is the use of an expression for the identity operator, written as an integral over coherent
states. This leads to expressions for the density operator of the form

*ˆ ( )∣ ∣ ( )òr a a a a a= ñád P , 962

for bosons and two forms,

*

*

ˆ ( )∣ ∣

( )∣ ∣ ( )
ò
ò

r

f

= ñá-

= ñá

d g P g g g g

d g g g g g

,

, , 97

2

2

for fermions. The existence of two P representations for fermions derives, simply, from the anticommuting
property of theGrassmann variables. The quasiprobability function P(g, g*) should be used in conjunctionwith
Grassmann variables ordered so that g* occurs to the left of the g. The functionf(g, g*), however, requires a
weight function,w(g, g*), and theGrassmann variables in the other order.We have seen that this difference
holds, also, formultimode andmulti-particle fermionic states. The correlation functions given in equations (94)
and (95)demonstrate the generality of this conclusion. In dynamical problems, itmay bemore natural to employ
P(g, g*) thanf(g, g*) because although both have simple correspondence rules, it is harder to determine
correlation functions in thef(g, g*) case due to theweight functionw(g, g*). It is certainly possible to use either
though. It is also possible to introduce a generalised P representationwith twodistinct Grassmann variables, g
and g+ and the P function P(g, g+) [35]. Such an approach has been used to determine the coherence properties
between twoCooper pair states of a two-mode system [44]. Phase space theories for fermions involving
c-number phase space variables andGaussian state projectors have also been introduced [45]. Here the
c-number elements of the covariancematrix involved in theGaussian state act as phase space variables. Finally, it
has been shown that there exists an underlying c-number interpretation of theGrassmann phase space
theory [46].

The theory presented heremay readily be generalised to treat systems of several types of bosons and
fermions. A second type of bosonwould be represented by a new set of commuting complex variables,β, and a
second type of fermion by a set of anti-commutingGrassmann variablesh. Each typewould be associatedwith
its own set ofmodes.
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