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ABSTRACT  

  

The success of modern medical imaging systems has created a data overload problem, where an 

everincreasing number of examinations, generate more images per study, which all need to be 

evaluated by radiologists or other reporting practitioners. This operational bottleneck has the 

potential to create fatigue and burnout due to the high mental workload that is required to keep 

up with the demand. The focus of this problem centres around the cognitive complexity of the 



 

  

  
3   

radiology reporting workflow, and the associated workstation interactions involved in diagnostic 

report generation.   

There has been a significant body of work evaluating the behaviour of radiologists using controlled 

laboratory-based techniques, but these non-naturalistic studies fail to address the highly context 

dependant nature of the radiology reporting workflow. For example, the early eye-tracking work 

of Charmody et al; the psychometric studies by Krupinksi et al; and also the workstation 

interaction evaluations of Moise et al; whilst highly principled, can be all be questioned on the 

grounds of ecological validity and authenticity.  

This thesis asserts that the only way to truly understand and resolve the radiology data overload 

problem, is by developing a situated method for observing the reporting workflow that can 

evaluate the behaviours of the reporting clinicians in relation to their authentic reporting context. 

To this end, this study has set out to develop a new approach for observing and analysing the 

cognitive activities of the reporters relative to the demands of their genuine working 

environment, and supported through the application of a Critical Realist’s perspective to 

naturalistic workplace observations. This goal was achieved through the development of four key 

project deliverables:  

• An in-depth exploratory study of the radiology overload problem based on an extensive 

literature review and situated observations of authentic reporting workflows.  

• A descriptive hierarchical activity model of the reporting workflow that can be understood 

by both clinicians, application designers and researchers.  

• A generalised methodology and research protocol for conducting situated observations of 

the radiology reporting workflow, using an analysis based on the process tracing of 

sequences of Object Related Actions, captured with eye-tracking and multimodal 

recordings.  

• A set of case studies demonstrating the applicability of the research protocol involving 5 

Radiology Consultants, 2 Radiology Registrars and one Reporting Radiographer at a single 

NHS Hospital within the UK.  

The final workflow evaluation of the case studies demonstrated that activities such as error 

correction, and the collection of supporting radiological information from previous studies is 

complex, time consuming and cognitively demanding. These types of activities are characterised 

by long, low utility actions that correspond to what Kahneman refers to as “Thinking Slow”. Also, 

the participants appeared to be self-optimising their workflow via a sparse use of complex 

functionality and system tools. From these observations, the author recommends that any 

intervention that can reduce the number and the duration of the object related actions used to 

produce radiology reports, will reduce cognitive load, increase overall efficiency, and go some way 

to alleviate the data overload problem.  

This study establishes a new set of situated techniques that are able to capture and quantify the 

complex dynamic activities that make up the radiology reporting workflow.  It is hoped that the 

ability to distil useful and impactful insights from the user’s workstation behaviours can be used 

as the basis for further development in the area of workflow analysis and redesign, which will 

ultimately improve the working lives of Radiologists and other Reporting Clinicians.  Lastly, the 
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generic nature of these techniques make them amenable for use within any type of complex 

sociotechnical human factors study related to the cognitive efficiency of the user.    
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TERMINOLOGY  

  

AI:  Artificial Intelligence  
CAD:  Computer Aided Detection  

CPM:  Cognitive Perceptual Motor (GOMS Analysis)  

CPU:  Central Processing Unit  

CT:  Computer Tomography  

DICOM Viewer:  An application for viewing medical images  
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DICOM:  Digital Imaging and Communications in Medicine (data 

standard)  
DOB:  Date of Birth  

EPR:  Electronic Patient Record  

Exam/Examination:  Imaging of one area of the body  

FDA:  US Food and Drug Administration  

GOMS:  Goals Operations Methods and Selection rules  

GUI:  Graphical User Interface  

HCI:  Human Computer Interaction  

HRA:  UK Health Research Authority  

Imaging Modality:  Any device used to capture medical images  

MRI:  Magnetic Resonance Imaging  

NHS:   UK National Health Service  

ORA:  Object Related Actions  

PACS:  Picture Archiving and Communication System  

RCR:  Royal College of Radiologists  

RIS:  Radiology Information System:  

Study:  A group of examinations of one area of the body  

UCD:   User Centred Design  

Ux:  User Experience  

VR:  Voice Recognition  

  

    

1  INTRODUCTION  

  

The widespread deployment of digital imaging systems within radiology departments since the 

1990s has transformed the way that radiology departments work. The primary focus for change 

has been the use of the radiology workstation and its software environment for image evaluation 

and diagnostic report generation. The clinical success of digital imaging systems has led to an ever-

increasing demand for radiology services, which is referred to as ‘The Radiology Data Explosion 

Problem’, in which the increase in radiological work generates more examinations; each 

examination is composed of more images and supported by previous examinations, reports and 

other clinical informatics resources.  

Today's advanced imaging modalities such as Computer Tomography (CT) scanners are acquiring 

more and more images that must be interpreted in less and less time (Krupinski et al, 2012). This 

situation, compounded by the increasing complexity of radiology informatics systems, has led to 

what is referred to as the data overload problem. Dr Katherine Andriole, who was instrumental in 

setting up the TRIP (Transforming the Image Interpretation Process) Committee in 2004, stated:  

"Image overload may be the single biggest challenge to effective, state-of-the-art practice in the 

delivery of consistent and well-planned radiological services in healthcare today."   
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(Andriole, 2004)  

Given the potentially critical consequences of the radiology data explosion problem, the 

Transforming the Radiological Image Process (TRIP) committee (Andriole & Morin, 2006) 

advocated the comprehensive evaluation and redesign of the radiological interpretation process 

with the aim of improving the efficiency, effectiveness and usability of the radiology workstations 

and their software. Furthermore, Andriole et al (2011) suggests that:  

“We should attempt to understand the radiologist's tasks, and then identify technologies and 

approaches that best fit each task”.  

This thesis is a response to Andriole’s call for research by developing a method for modelling and 

analysing the efficiency of cognitive activity during radiological reporting. In this research, situated 

workplace studies are used to observe the way that Radiologists and Reporting Radiographers 

interact with radiology workstations during routine reporting. The cognitive activity of the 

reporting practitioners is modelled using the complexity and utility of Object Related Actions as a 

proxy for the mental workload characteristics of the clinicians during reporting.  

1.1  THE RADIOLOGY WORKSTATION  

The Workstation and Its Software: The process of Radiology reporting is performed using a 

specialist computer called a Radiology or PACS (Picture Archiving & Communication System) 

workstation. This workstation (As shown in Figure 1) consists of at least two high-resolution 

monitors for viewing images; and a smaller regular computer monitor for viewing textual 

information and additional supporting applications.     
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Figure 1: PACS Workstation (St Vincent’s University Hospital, 2018)  

   

Each workstation comes with a DICOM (Digital Imaging & Communication in Medicine) viewer 

application that provides structured access to the PACS database including the patient’s images, 

diagnostic reports and other examination data. These proprietary systems deliver generic 

functionality such as image display and manipulation, but also other complex functionality that is 

unique to each supplier.   

Many DICOM viewers allow for the addition of third-party add-ons, such as digital dictation 

systems, advanced visualisation packages and computer-aided detection systems. There are also 

software applications that can integrate with other clinical systems at the server level to provide 

complimentary patient information, such as clinical information from the Hospital Information 

System, and appointment details from the Radiology Information System. Finally, there are stand-

alone systems such as web browsers that can offer knowledge support from the extensive 

resources available over the internet.  

A full explanation of enterprise imaging architectures and radiology software ecosystems is 

beyond the scope of this study, see Agrawal et al (2016) and Dennison (2014) for a historic 

breakdown of PACS system development. Suffice to say that PACS systems are highly complex 

(Sharma et al, 2011) and each radiology department has its own unique set-up.  

Desktop Integration: To add further useful clinical information and functionality, 3rd party 

solutions are synchronised with the DICOM viewer (Boochever, 2004; Dreyer et al, 2010) so that 

the two systems remain locked to the same patient and examination that is being reported. The 

value of this level of integration is explained by Herrewynen (2018) who asserts that clinicians can 

make faster and better decisions with the use of fully synchronised records, leading to improved 

patient outcomes. Whilst these systems add value to the workflow, they also add further 

complexity. Rita (2006) points out that this interaction requires a cognitive effort to achieve a 

mental mapping between information displayed on different graphical user interfaces. 

Furthermore, there is the increased technical complexity involved in running two or more 

applications concurrently that can create usability problems (ibid). In a recent review of radiology 

usability problems Dias et al (2017) points out that one of the most common problems described 

by users relates to the number of steps it took to access important patient information on other 

systems.  

Digital Dictation: Most radiology workstations are equipped with some form of digital dictation 

system. Historically, radiologists would dictate the report into a Dictaphone, or to a secretary 

sitting alongside them for transcription. The aim of digital dictation systems is to either automate 

report transcription with the use of Voice Recognition (VR), or to streamline the distribution of 

dictated reports to the available transcription secretaries.  

VR is a complex technology to introduce into the workflow and it is often criticised because it adds 

a further cognitive burden for the Radiologist (White, 2005; Sistrom 2005; Hodgson & Coiera, 

2016). The addition of VR technologies has also added proofreading to the radiologists set of 

responsibilities, and this has substantially increased the number of report errors (ibid). The 

deployment of VR technologies has been something of a double-edged sword in practice, 
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although it provides significant business advantages, it also places extra burdens on the radiologist 

(White, 2005).   

1.2  THE RADIOLOGY REPORTING WORKFLOW    

A workflow is a sequence of processes through which a piece of work passes from initiation to 

completion (Oxford English Dictionary, 2015). The word workflow has been adopted by the 

Radiology Informatics community as a convenient holistic descriptor that encompasses the 

complexity of the processes that make up radiology working practices, particularly those that 

involve the use of technology. However, although the term Workflow is often used within the 

Radiological and Informatics literature, the specific use of the term is not well defined and often 

synonymous with terms such as “work system”, “modelling”, “work-practices” and “work-

processes” (Unertl et al, 2010). Song et al (2006) review the uses of the term in relation to 

computer aided healthcare workflow and set out six different uses of the term: Administrative, 

Financial, Clinical Operational, Clinical Decisional, Clinical Therapeutic and Laboratory Workflows. 

A significant proportion of the literature on the Radiology Workflow relates to financial and 

administrative workflow analysis and optimisation (ibid), whereas this study is related to the 

Operational and Clinical Workflows that are associated with the process of radiology reporting. In 

terms of any organisation, this can happen at three different levels: at the level of the whole 

enterprise, at the level of the team within the organisation, and the level of the individual within 

the team (Holden et al, 2013). Although the Radiologists are working within a team and 

organisation, we are only interested in the individual’s workflow in relation to the radiology 

workstation. Siegel et al (2006) neatly sums up the most obvious element of the workflow as:   

  

“The process that occurs at the interface between the interpreter and the image”   

  

But the entire workflow goes beyond the interpretation of the image. Seltzer & Rubin (1989) go 

further:   

 "Radiology [report writing] is recognized as a complex skill involving the ability to 

combine information gleaned from visual pattern recognition, anatomical knowledge, 

knowledge of pathological processes, and patient-specific information"   

It must be stressed that the choice of the term Workflow in relation to Radiology Reporting is a 

deliberate attempt by the industry to choose a holistic concept which encapsulates the entirety 

of the activities needed to generate a useful output in the workplace, in this case, the radiology 

report.   

  

Workflow Output: The ultimate output and formal record of a radiological examination is not the 

images produced during the examination, but the subsequent radiology report describing the 

main diagnostic findings and any other related information or advice (RCR, 2015). The purpose of 

the report is to provide a specialist interpretation of the images in relation to the patient's current 

clinical symptoms and signs in order to contribute to the understanding of their medical condition 

or clinical state (RCR 2016). This process of evaluating the radiology images and generating the 
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diagnostic report is simply referred to as “Reporting”. Hence the sequence of processes that the 

reporting clinicians perform in order to produce the report can be referred to as the radiology 

reporting workflow.   

Empirical Models of Radiology Workflow: There have been numerous studies devoted to the 

decision-making behaviours of radiologists during the process of image evaluation, but these are 

all laboratory-based studies and will be discussed in a later chapter. However, there is very little 

literature devoted to the holistic workflow of the radiologist as they interact with the radiology 

workstation during report generation.   

Noumeir (2006) captured the radiology workflow using business processing modelling techniques. 

One of the sets of business processes she modelled are the processes required for radiology image 

interpretation. In this section of the model she identified three main steps that result in work 

being performed on the report: interpretation, dictation, and transcription (As shown in Figure 2).   

In doing so, Noumeir provides a description of the overall business process context for the present 

study. Unfortunately, the high-level organisational focus of her study lacks the granularity needed 

to characterise the interactions within the workflow, and is also out of date due to the 

replacement of the transcriptionist (As shown in the lower swim-lane in Figure 2) with speech 

recognition technologies.  

 
Figure 2: Image Interpretation (Noumeir, 2006)  

Similarly, Shukal et al, (2014) utilise a number of process-modelling techniques to capture the 

organisational workflow within a Magnetic Resonance Imaging (MRI) Unit of a large hospital. This 

model is based on a series of interviews with people in the key service delivery roles. One element 

of their organisational model (As shown in Figure 3) describes the report generation workflow. 

Again, due to the organisational focus of the study, the modelling is performed at too higher level 

and is also out of date due to the inclusion of a transcription secretary.   
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Figure 3 Image Interpretation in an MRI Unit (Shukal et al, 2014)  

   

   

Of more interest is the modelling work of Muller (2011) involving laboratory observations of the 

behaviours of Swiss Radiologists to evaluate their workstation interactions. He used a mixed-

methods approach including the use of eye-tracking and interviews. The process chart (As seen in 

Error! R eference source not found.Figure 4) represents one of the project outputs.  
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Figure 4: Image Interpretation Model (Muller, 2011)  

  

Whilst the research of Muller is contemporary and informative with respect to the radiologist’s 

behaviour, their observations were laboratory-based, and there is a potential for bias due to a 

lack of ecological and external validity. For example, the laboratory-based task did not involve live 

imaging with its associated clinical risk; and the observations were not made within an authentic 

working environment with a familiar interface. Nevertheless, the work of Muller represents the 

only attempt to model the decision-making processes involved in the radiologist’s reporting 

workflow to date. Whilst the descriptive work of Muller could be used to inform the design of new 

radiology interfaces at a high structural level; it lacks the granularity needed for the measurement 

and evaluation of the efficiency in relation to the specific components of the interface. Hence, 

one of the main aims of this thesis is to contribute towards new knowledge by performing similar 

workflow observations, but within an authentic ecologically valid working context, at a much 

higher level of granularity.  

Workflow Description: Taking Muller’s (2011) description of the process steps involved in the 

reporting workflow, we have the following fundamental stages or processes: Setup, Patient 

Selection, Reading the Request or Order, Image Interpretation, Report Writing, and Authorisation. 

See Appendix iii for a detailed description of each process. These steps are usually repeated for 

several examinations during a session of reporting, that may last from a few minutes to several 
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hours. The quantity of examinations reported upon during a reporting session depends on the 

complexity and severity of the type of examination being reported upon (RCR, 2016). Finally, the 

overall sequence of events may be interrupted by various other activities such as phone calls, 

consultations and unexpected technical problems (Kansagra et al. 2015).   

  

The following elements of the Radiology UI are derived from the Royal College of Radiologists  

Guidance on Radiology Information Systems (2008); and PACS - A Guide to the Digital Revolution 

(Dreyer et al, 2010):  

Worklists, Examination lists, Patient demographics, Requests/orders, Image display-with hanging 

protocols. (See Appendix iv for a detailed description of each).  

Workflow and the UI: Although Radiology workstations are designed for the same task, the overall 

configuration of the UI is unique to each manufacturer, and they are also setup to meet local, 

organisational and personal needs.  

The relationship between the design of the Radiology UI and the resulting workflow is a common 

theme within the literature. There have always been criticisms of the design of the various 

radiology interfaces, especially in the very early days of PACS deployment at the beginning of the 

2000’s (Bazak et al. 2000; Renier & Siegel, 2008; Renier 2008).   

Weiss (2006) discusses the potential for complex elements of the UI to cause distractions away 

from the diagnostic task, stating that:  

 “The GUI in some PACS software requires significant visual input, whether by keyboard 

search, tool palette, or pull-down menu. This must end. The eyes of the radiologist must be 

kept on the target at all times to allow maximum concentration and diagnostic accuracy.”   

And also:   

“All designers must be aware that complex cognitive processes during image interpretation 

require full concentration and maximum eye dwell time on images. Future hardware and 

software design as well as workflow changes must be based strongly on these principles.”   

On the same theme Renier (2008) states:   

“Much of the time and effort spent by radiologists during the review, interpretation, and reporting 

process is spent performing manual tasks that could potentially be automated”   

Overall, there appears to be a love-hate relationship between the Reporting Clinicians and the 

suitability of the radiology UI, or as Reiner (2008) puts it:  

"The current workflow paradigm can be summarized in two words: extreme variability."   
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1.3  OVERLOAD  

Capacity & Demand: Anecdotally, radiologists from any country will tell you that there are always 

too many examinations and not enough radiologists to report them all, and this concern is borne 

out by the workforce census data here in the UK and internationally. (RCR, 2016)  

Although the consultant radiology workforce in the UK has increased at an average rate of 3% per 

annum over the past six years, this workforce growth has not kept pace with the increase in clinical 

demand. Nearly all (97%) of the radiology departments in the UK stated that they were unable to 

meet their diagnostic reporting requirements in 2016. This points to an insufficient number of 

radiologists to meet the increasing demand for imaging and diagnostic services. (ibid)  

In the US the picture is more complex, there has been a glut of new radiologists in training but 

there has also been greater demand for radiologists and an increase in the number of retirements. 

The American College of Radiologists summarises this situation by stating that, “For practice 

leaders, the market will be much more competitive than it has been in past years.” (Bluth et al, 

2017)  

The International perspective is more complex again, Jershid (2003) reported that the world is 

running low on Radiologists, but she also points out that Radiology is practised differently 

throughout the world, so it is difficult to make any equivocal comparisons. More recently it was 

stressed at the Global Summit on radiology quality and safety that there is a shortage of 

radiologists across the world and the increasing demand for imaging has put a strain on resources 

(ECR & ACR 2016).  

Clinical Risk & Case Complexity: Clinical risk is one of the key overarching concerns in healthcare, 

and part of the Hippocratic Oath which is usually stated as “First do no harm” but more accurately 

“to abstain from doing harm”. In this case, the specific concern is that the data overload problem 

will increase the chance of some sort of medical error occurring because the clinician is 

overwhelmed with an excessive quantity of information to assimilate.  

In the early days of radiology, the radiologist would have access to a small number of images from 

the current examination, the previous images and reports of the same anatomical region, and 

possibly the patient's complete radiological history. Currently, the clinician has access to the 

patient’s entire radiological history including cross-sectional studies with 1000s of images per 

examination, all the radiology reports, and any 3D reconstructions. Furthermore, there is a move 

to integrate nonradiological clinical information from the patient's entire clinical history from all 

specialities and tests (Reilly, 2016). Finally, there is also an international research effort to 

capitalise upon the diagnostic uses of big data analytics, such as radiomics, genomics and 

computer-aided detection/diagnosis systems which will all need integrating into the radiologists 

reporting workflow (Gillies et al, 2015).   

All of this new information and functionality adds to the radiologist's intellectual burden when 

they are generating the report. Hence, the task is becoming too complex and time-consuming for 

any individual to perform in a risk-free manner (Andriole et al, 2011; Reiner & Krupinski, 2012). 

Although the clinician can manage this overload by only selecting the most pertinent information 

from the patient’s history, they are legally liable for the accuracy of the report, either personally 
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or via vicarious liability through their employer (Eisenberg, 2004). Consequently, medico-legal 

pressures, force the clinician to be as diligent as possible in their use of the available information 

resources (Reiner & Krupinski, 2012).  

Finally, the power of medical imaging and the rise of defensive medicine (Rehani, 2011), force the 

radiologists to take on the most significant portion of the clinical risk in relation to the patient's 

care (Hendee et al, 2010). These pressures often result in an overuse of medical imaging, as 

referring clinicians defensively shift the medical risk away from themselves on to radiology 

(Lysdahl & Hofmann, 2009).   

Fatigue & Burnout: Human cognitive resources are limited, and this diminishes cognitive 

performance as individuals are pushed beyond certain limits. As Radiologists strive to maximise 

productivity to meet ever-increasing demands, they are more likely to be pushed beyond their 

cognitive ability. This leads to the associated problems of cognitive overload, fatigue and 

ultimately burnout (Reiner & Krupinski, 2012).  

Waite et al (2017) and Stec et al (2018) have reviewed the current literature and identified a 

number of key factors related to the radiological task that contribute towards fatigue which 

increases the probability of errors. i.e. the reporting task requires prolonged concentration, 

comprehensive image review, varied image loads, demands to read quickly, and reporting using 

3D visualizations of complex anatomy. Krupinski and Reiner (2012) go further by describing the 

effects of persistent decisionmaking. Decision fatigue often results in mental strain, causing the 

brain to take shortcuts which are more error prone. As Gunderman (2006) explains, [the 

radiologist is] confronted with so much information that [their] cognition is dulled, decision 

making is impaired, and mental exhaustion sets in. This state threatens their ability to perform 

effectively.  

The degree to which the problems associated with decision fatigue and cognitive overload are 

exacerbated by the design of the radiology workstation and its graphical user interface (GUI) has 

not been addressed within the literature. But more broadly, Ragu-Nathan et al (2008) describe 

the phenomena of techno-stress within organisations that employ high levels of technology; 

stating that techno-stress results in perceived work overload, demoralized and frustrated users, 

information fatigue, loss of motivation, and dissatisfaction at work. Also, Karr-Wisniewski & Lu 

(2010) provide an excellent exploration of the concept of “Technology Overload” and its 

relationship to the productivity of knowledge workers.   

Technology Overload: A key part of the overload problem centres around the design of the 

radiology workstation GUI. Although each vendor has its own design, and these designs change 

iteratively over successive generations, they all attempt to collate the various forms of patient 

information into a cohesive interface centred around the reporting workflow. The design of these 

interfaces was one of the main areas of discussion at the TRIP Conference (Andriole, 2004), the 

members of the conference recommended that research be devoted into workstation navigation 

and usability. Similarly, in 2006 Weiss suggested that all the PACS GUIs should be streamlined on 

the basis that any use of the workstation’s functionality acts as a distraction from the task of image 

interpretation.   



 

  

  
24   

Dedrick at al (2003) reviewed the “Productivity Paradox” and stated that there is no connection 

between IT investment and productivity. In light of this Karr-Wisniewski & Lu (2010) set out a 

conceptual framework to explain how Technology Overload can “crowd out” the performance of 

knowledge workers instead of enhancing it. They postulate that Technology Overload is a 

phenomenon that occurs when the benefit of adding new technology goes beyond the point of 

diminishing marginal returns (As shown in Figure 5Error! Reference source not found.). Also, 

Grandhi et al (2005) provide a similar definition:  

 “Technology Overload is device proliferation and /or information overload that causes 

cognitive and physical burdens on human beings due to the use of multiple gadgets with 

multiple functions  

to accomplish multiple tasks in everyday activities”  

  
Figure 5 The diminishing returns of adding new technology (Karr-Wisniewski, 2010).  

In the framework of Karr-Wisniewski & Lu (2010), they demonstrate that Technology Overload is 

composed of three distinct components:  

• Information overload: When an individual’s information processing capabilities are 

exceeded by the information processing requirements.  

• Communication overload: When a third party solicits the attention of the knowledge 
worker that causes excessive interruptions to the point where the knowledge worker 
becomes less productive  

• System Feature Overload: When the given technology is too complex for the task at hand  

Furthermore, the theory of Task-Technology fit supports cognitive load theory by observing that 

increased utilization of a system can in fact result in poorer individual performance if the 

technology does not readily support the subset of tasks an individual needs to perform (Goodhue 

& Thompson, 1995). Therefore, a particular technology must fit the task in hand, and adding new 
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features simply increases the marginal utility of the workstation and increase the risk of 

technology overload (KarrWisniewski and Lu, 2010).  

Duncan (2017) evaluates the problem of information overload in Radiology by highlighting the 

difference between data and information. He states that data is objective but lacking context, 

whereas information has the benefit of being “actionable.” With this goal in mind, he argues that 

“Less is more” in relation to the management of the flow of radiological information, but does not 

set out how this can be achieved.  

Medical Imaging has always been at the bleeding edge of technology and also always in demand, 

and that has consequences, as Weiss (2008) concludes:  

“As radiologists, we are struggling with ever-increasing demands on our time and with a 

continuing need to master new technologies that generate an astonishingly high number of  

images. Rapid control and manipulation of these images without distraction is vitally 

important”  

So, task fit and technology overload have always been tacit but unmet concerns within the 

radiology profession.  

1.4  TECHNOLOGY TRENDS & NEW ADDITIONS TO THE WORKFLOW  

The radiology profession is always pushing the technological boundaries of the informatics 

systems that can analyse, automate, and provide decision support for healthcare workflows (Song 

et al, 2006). Harvey (2018) attempts to summarise the entire radiology systems landscape in the 

form of a diagram (As shown in Figure 6), within this context there are a number of general themes 

related to the technology used for reporting (Massat, 2016).   

  

Figure 6: The Radiology Systems Landscape (Harvey, 2018)  

Computer Aided Detection (CAD): Although Computer Aided Detection has been around for some 

time there has been a major resurgence in interest in the last few years due to the development 

of deep neural networks powered by modern Graphical Processing Units (GPUs) (Mayo & Leung, 

2018). These systems aim to reduce clinical risk by automatically detecting pathological 
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abnormalities within the images. Figure 7 demonstrates an example of the use of CAD for the 

detection of lung nodules in CT chest examinations.   

 
Figure 7:Computer Aided Detection of Chest Nodules (Philips, 2018)  

Structured Reporting: The use of structured reporting templates has been recommended by the 

Radiological Society of North America (RSNA) as a means of providing consistent, organized, and 

clear communication (Kahn et al, 2009; Morgan et al, 2014). However, in a review of the 

structured reporting literature Weiss & Langlotz (2008) raise the concern that it could equally 

represent “a productivity nightmare” due to a mismatch between the processes of verbal input 

and keyboard/mouse input.  

Advanced Visualisation: The use of advanced visualization software has become a necessity due 

to the vast image data sets produced by modern radiology systems. Consequently, reporting 

clinicians need solutions that optimise complex tasks, and intelligently present imaging 

information when and where it is needed (Shrestha, 2016). Advanced visualisation software 

simplifies the workflow of the reporting clinician by automatically uploading the large image sets 

related to a study, and then automates and facilitates the manipulation of the image data (Fornell, 

2009). Figure 8 shows an example of the advanced visualisation package from Insignia:  
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Figure 8: Advanced Visualisation of the Head and Neck (Insignia, 2018)  

Knowledge Support: Whilst radiologists have always had access to knowledge support in the form 

of textbooks, Journal articles and collegiate peer review; modern radiologists are becoming 

increasingly reliant on web-based clinical information resources (Bhargava et al, 2013). Many 

publishers are moving their reference books online as either e-books or e-learning resources 

(Pinto, et al 2011). More often, clinicians are turning to open web-based resources, evidence of 

this trend can be seen in the number and quality of resources at the RadiologyEducation meta 

site, which contains over a hundred links (Bandukwala et al, 2011). Finally, although few would 

admit it, almost every clinician will utilise Google as their first port of enquiry (As shown in Figure 

9).  

These additional elements were originally referred to as forms of Clinical Decision Support (Taylor, 

1995; Ben-Tzion, 2009), however the need to combine all the elements into one system, and with 

the ascendance of artificial intelligence systems, they are now being referred to as Augmented 

Intelligence. As Ahmed (2017) explains:  

“Augmented Intelligence is the intersection where clinical knowledge and medical data 

converge on a single platform”.  

Unfortunately, each of these systems is designed for a very specific function with its own GUI, so 

deploying more than one system at the same time can be very problematic (KIm, 2017). From a 

workflow perspective, these algorithms could potentially introduce a high level of extra 

complexity. As Doss (2016) demonstrates:    

“Reading 3D MRI [Magnetic resonance Imaging] often means that radiologists must exit their 

PACS workstations and use a separate program to view the 3D images; they waste precious 

minutes waiting for those programs to load, or while navigating menus”.   
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In a recent review covering the elements of the Radiology GUI, Iannessi et al (2018) state that 

medical information [processing] is tedious and labour-intensive when it is not integrated on the 

same interface and/or computer. However, it is difficult to find many critical voices related to the 

addition of extra functionality and applications to the workflow.  

  

 
Figure 9: Radiological Image examples Provided by Google Images (Google, 2018)  

Diagnostic Acceleration: This is a term introduced by the company Intelerad in 2018 in relation to 

their InteleOne Maestro system. They attempt to take a holistic view of enterprise workflow 

management by using the term Orchestration as a way of describing their approach to diagnostic 

acceleration. This involves the use of SmartLayouts, Multi-method Reporting and CAD in an 

attempt to accelerate diagnostic performance. Although Intelerad are explicit in their holistic view 

of the workflow, undoubtedly this approach is also being pursued by other manufactures, e.g. 

Agfa’s Task Based Workflow Optimisation (Ahmed, 2017).   

Like the members of the TRIP Committee (Andriole, 2004), Weiss (2008) and then Ng et al (2008) 

call for a paradigm shift in the way that image interpretation is performed. More recently, Dr Rasu 

Shrestha at the Society for Imaging Informatics in Medicine, stated that current systems are 

examination focused rather than patient focused, so there is too much information and not 

enough intelligence (Documented by Haar, 2015). In his keynote speech the following year, he 
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reiterated this view by advocating the principles of design thinking to empower the radiologists 

and other clinicians to increase value and to rethink the place of radiology within the entire 

healthcare process (Imaging Technology News, 2016).  

The possibility of full automation is being viewed as a distant prospect within the profession 

(AbramsKaplian, 2017; Harvey, 2018) but there is a call for the development of what is currently 

being referred to as Augmented Intelligence as an overarching framework (Liew, 2018). Whatever 

form this approach takes, it must increase the efficiency and reduce overload. On the same 

themes Ahmed (2017) of Agfa Medical Systems asserts:  

“We should free our experts to undertake expert work by removing as many non-essential 

tasks for them as possible.”  

This thesis will respond to this situation and the broader workflow problems, by conducting the 

kind of operator modelling and analysis that is needed to optimise the design of the radiology 

workstation GUI in relation to information overload.  
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2  PROJECT OVERVIEW  

  

2.1  AIM  

  

• To develop a method for modelling, measuring and analysing the efficiency of cognitive 

activity during the radiology reporting workflow. The ultimate goal of the development of 

this technique is the evaluation and optimisation of the radiology GUI with respect to 

cognitive demands. Enabling radiology departments to meet the demand for service 

delivery, despite the explosion in the quantity of radiology data.  

  

2.2  OBJECTIVES  

The project has four main objectives, each with an associated deliverable:  

Objective  Deliverable  

To perform an exploratory research project to uncover the 
authentic situated characteristics of the Radiology Reporting 
Workflow.  
  

A holistic project report in the 

form of a Ph.D thesis  

To produce a generalised meta-theoretical model of the 
radiology reporting workflow, based upon situated 
observations.  
  

A generalised conceptual 
workflow model in the form of a  
diagram  

To devise a formal research methodology for the situated 

measurement, data modelling and analysis of radiology 

reporting workflows with respect to the cognitive 

characteristics of the workflow activity.   

The development of a 

generalised research protocol 

for situated workflow 

evaluations   

To apply the research methodology for the evaluation of the 
reporting workflow within one NHS Radiology Department 
as a demonstration of the power and versatility of the overall 
technique.   
  

Set of Radiology Case Studies  

  

  

2.3  REQUIREMENTS OF THE METHOD AND MODEL  

To usefully evaluate the reporting workflow, the method and model must have the following 

requirements:  

• Applicable to any radiology reporting context  

• Able to record the timeline of the reporting workflow in a reproducible way  

• Able to record situated ecologically valid information which relates to the participants 

mental workload  
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• Able to be extended via the addition of other metrics and measurement systems  

• Derived from a meta-theoretical approach that can connect with established theoretical 

frameworks  

• Provide an easily understandable and explainable description of the workflow   

• Able to inform the design of new radiology reporting applications   

  

2.4  OUTLINE OF THE THESIS  

This thesis documents an exploratory investigation of the radiology reporting workflow and is 

comprised of:   

• A background section introducing the motivation for the project, describing the radiology 

reporting workflow.  

• A Research Strategy section that recounts the exploratory research process from the 

original pilot studies through to the model development and data analysis.  

• A broad literature review summarising the underlying theoretical work and 

methodological approaches relevant to workflow modelling.  

• A brief summary of the ethical approvals process.  

• A detailed description of the method for modelling and analysis.  

• An application of the method via a set of case studies at Kingston Hospital.  

• A discussion of the validity and implications of the method and model in relation to 

cognitive overload   

• A summary of the project in the form of a set of conclusions and recommendations.  

2.5  CONTRIBUTIONS TO NEW KNOWLEDGE  

To provide a clearer overall perspective to the thesis from the outset, it is helpful to summarise 

the contributions to new knowledge that have been developed as a result of the research project:   

• The first time anyone has attempted a situated study of the radiology reporting workflow.  

• The first time anyone has tried to establish a metatheoretical evaluation of any situated 

workflow.   

• The first development of an empirical radiology workflow model.  

• The first use of Lands Object Related Actions (ORAs) to parse a naturalistic workflow of 

any kind.  

• The first use of crux, enabling, troubleshooting and waiting activity categories to assess 

workflow performance.   

• The development of a new HCI technique for measurement and analysis which can 

support a  

 process of crux centred design for any user centred design study.    

3  RESEARCH STRATEGY: STRUCTURED EXPLORATORY INVESTIGATION  

This section sets out the development of the project, from the rationale and pilot studies; through 

the philosophical underpinnings of the methodology, to the development of the model and the 

research method. For the sake of clarity, the entire process will be presented as a linear step by 
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step process (As shown in Figure 10), whereas in reality the project was developed through a 

complex emergent process with many elements developed in parallel, with the continuous 

expansion of the supporting theories in light of the lessons learnt from the practical work.  

The overall strategy for the exploratory investigation can be divided up into four phases that were 

all supported by an ongoing literature review:  

• Phase 1: Theoretical Overview  

• Phase 2: Pilot Studies & Situated Observations  

• Phase 3: Workflow Model Development  

• Phase 4: Analysis of the Case Studies  

  

Figure 10: Four Phase Research Strategy  

Motivation for the Research Strategy: The author was already well aware of the data overload 

problem in the late 1990s, and started to consider the options for automating the reporting 

workflow with advanced Computer Aided Diagnosis (CAD) systems as a way of improving 

efficiency. After significant research into the subject as part of an MSc dissertation submitted in 



 

  

  
33   

2002, two main concerns seemed critical: Why would anyone use CAD systems in practice; and 

how could you usefully integrate these highly complex applications into the pre-existing 

workflows without slowing the Radiologist down.  

Moving forward to 2012, the growth in demand for medical imaging had been unabated; the 

abilities of Artificial Intelligence (AI) technologies for image evaluation had improved dramatically 

(Documented by Dilsizian & Siegal in 2014); but the deployment of CAD systems in mammography 

was generally considered to have been a failure (Documented by Kohli & Jha, 2018). In response 

to this situation, it occurred to the author that the critical problem was not one of artificial 

intelligence, but the cognitive ergonomics of this new working environment. Specifically, how can 

the usability and efficiency of these new workflows be reliably evaluated with respect to the 

cognitive workload of the Radiologist? From this perspective, there was a need to investigate the 

way that Radiologists and other reporting clinicians interact with the radiology GUI. The 

fundamental problem of overload then becomes one of activity modelling and measurement, 

rather than the haphazard deployment of new technologies.   

  

3.1  PHASE 1: THEORETICAL REVIEW  

Literature Review: The development of the literature review was a constant activity that informed 

each stage of the project and provided the theoretical underpinnings for data collection and 

model building. Initially, there was the intention to use the Cochrane Protocol which is specifically 

designed for the development of systematic reviews related to health care interventions (Higgins 

& Green, 2011). As a precursor to that approach, an initial scoping review was attempted using 

the protocol set out by Arksey and O'Malley (2005) based on the five key steps recommend by 

Levac et al (2010):  

1. Identifying the research question  

2. Identifying relevant studies  

3. Study selection  

4. Charting, collating and summarizing the results  

5. Consultation   

Unfortunately, formal review methods work best in domains where there are established 

consistent sets of terminologies that can form reliable search terms. Whereas this project is 

exploratory, sitting at the confluence of a number of different theoretical domains that often 

utilise incompatible terminologies. Consequently, the scoping review simply generated literature 

related to clinical decision making, which provided relatively few useful theoretical insights in 

relation to the observable characteristics of the workflow. Although the scoping review was 

unsuccessful, it did demonstrate a diversity of literature spread across many varied theoretical 

domains. This situation required a different strategy for the literature review with a focus on key 

references within significant domains, and then deriving new search terms by branching out to 

articles with the use of the respective bibliographies. The search strategy was as follows:  

1. A continuous process of terminology discovery through related bibliographies and trial 

and error   
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2. Filtered to include promising articles, book chapters and web sites based on titles and 

abstracts  

3. Saved with associated PDFs in Zotero  

4. The PDFs were highlighted and notated using MS Edge, and the notations imported and 

automatically indexed in Zotero  

5. Subsequent further articles sourced from the bibliographies of chosen references  

6. Web of Knowledge, and Vos View were used to provide a graphical overview of the 

connections between prominent authors and subject domains.  

The final strategy was then an iterative reflective process supported by a variety of online 

resources:   

• Google Scholar, and the Google Scholar button used within the Chrome Web Browser 

allowed for easy access to all references from any source including the University 

Library  

• Semantic Scholar provided easy filtering of recent review articles on any subject   

• Web of Knowledge provided useful bibliographic analysis tools  

It then became important to establish the key theoretical domains and linking terminologies that 

were able to usefully describe the observable behaviour of the reporting clinicians e.g. The links 

between the fields of Hierarchical Task Analysis and Threaded Multitasking.  

There was an initial assumption that some form of GOMS (Goals, Operators ,Methods and 

Selections) task analysis would provide the most appropriate form of evaluation and analysis.  

However, it transpired that GOMS is not suited to exploratory behaviours (de Haan et al, 1991) 

and CPM (Cognitive, Perceptual and Motor) GOMS could not capture the concurrent multitasking 

behaviours that could be seen in the session recordings. Similarly, the literature on Cognitive Task 

Analysis and Naturalistic Decision Making could not be applied because both disciplines deal with 

high-level subjective notions of the task and the working environment that had little relevance to 

the activities observed.   

At this point in the project, four overarching sources of theory emerged as being clearly evident 

within the observations:  

• Cognitive Chunking  

• Multitasking  

• Hierarchical Task Analysis  

• Bounded Rationality  

Also, in relation to observational methods, the literature on Process Tracing provided a 

methodological link between the literature on eye-tracking, multitasking and behavioural 

chunking. The combination of these broad theoretical perspectives allowed for the development 

of a new metatheoretical approach for the analysis of cognitive activity, and the situated workflow 

observations produced within the study.  
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Philosophical Justification for the Situated Method: To evaluate the data explosion problem from 

a cognitive perspective that can inform user-centred design, the method needed to meet a 

number of fundamental criteria:   

• The method must be scientifically rigorous enough to be credible within the 

healthcare community yet reflect the authentic uncontrolled nature of the 

radiological reporting workflow.   

• The method must model the hierarchical nature of goal oriented cognitive activity 

including the serial and concurrent multitasking of naturalistic behavioural chunking.   

• The method must support the analysis of cognitive activity in a pragmatic way that 

can make valid statements about the reporter’s cognitive efficiency.   

It became clear through a number of informal video-based pilot studies, that the reporting 

workflow is highly context dependant, and there would be no practical way of establishing the 

ecological validity and authenticity of the observations using controlled laboratory observations. 

To establish a more ecologically valid approach it was necessary to undertake an overview of the 

full spectrum of research approaches and philosophies using Saunders “Research Onion” (2007) 

(As shown in Figure 11).   

  
Figure 11 The Research Onion (Saunders et al, 2007)  

  

After a thorough evaluation of the available approaches (See Appendix i) the author was left with 

a fundamental methodological problem. A controlled laboratory-based approach would not be 

ecologically valid; a qualitative interpretivist approach would be too subjective to provide 
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generalisable results; and a purely pragmatic approach would not be deemed rigorous enough by 

the healthcare community.   

Fortunately, Bhaskar (1975) developed the approach, which is now called Critical Realism, that 

aims to resolve the epistemological dichotomy between the controlled Positivist and uncontrolled 

Interpretivist research philosophies. Critical Realism provides a deep theoretical structure that 

allows the researcher to evaluate sociotechnical domains in a way that is less constrained by the 

positivist notions of experimental validity (Mingers, 2004). Within the Positivist tradition the 

mechanisms or interactions between objects are modelled by the derivation of universal laws, 

whereas a Critical Realist approach involves the development of what are referred to as 

tendencies (Bhaskar, 1979). Bhaskar explains that event regularities are based on the existence of 

enduring entities which may or may not be observable, that tend to act in particular ways. These 

entities may be physical (e.g., atoms or organisms), social (e.g., the market or the family) or 

conceptual (e.g., categories or ideas) (Mingers 2004). Social [or sociotechnical] structures can then 

be said to be real but only relatively enduring and autonomous (Bhaskar, 1979, p. 38). Which is to 

say that the Human Computer Interaction (HCI) categorisations used for the description of the 

Reporting Workflow; such as: Evaluates Image, Reads Report, Selects Worklist; can be regarded 

as enduring entities and mechanisms that may be used for the development of valid generalisable 

models of user interaction within enduring sociotechnical contexts.   

From this perspective, the method involved making ontologically real observations of the 

participants interactions in a pseudo-naturalistic context using eye-tracking and video recordings. 

But then coding and classifying the observations with the use of a relative epistemology based on 

the domain expertise of the author. Carroll (2003), Mingers (2004), Smith (2006) and 

Frauenberger (2016) argue for this approach within HCI studies, because it allows for a 

reproducible methodological framework which supports the development of enduring models; 

but one where a great deal of care must be taken when generalising the coding dictionary to any 

other similar contexts of use.   

In this respect, the relative entities within the study required an interpretivist approach informed 

by the principles of Grounded Theory (Glaser & Strauss, 1968) in order to ensure that the 

subjective limitations of the situated method are appropriately considered. This is not to say that 

this is a purely qualitative research study, but that the high-level sociotechnical elements of the 

model and analysis are explicitly evidenced from the observations. Hence, in line with 

recommendations of Glaser (2002), the events, actions and activities of the workflow were 

conceptualised through the processes of coding, modelling and analysis; and the emergent 

patterns and themes derived from the case study were used to explicitly ground the discussion in 

the observations made during the case studies.   

Turning from the philosophical justification of the methodology to the more practical issue of the 

choice of the observation method. Whitfield et al (1991) take an overview of the various 

approaches to human factors evaluation in the form of a simple framework (As shown in Figure 

12). In this framework they make the distinction between the User and the Computer; and also, 

the Real or Representational nature of the data captured during the evaluation. i.e. empirical 

observations verses the subjective opinions of system users.  
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For this study we wish to understand the real behaviours of the user in a real working 

environment, rather than the subjective opinions of the user, in a representational laboratory 

simulation. Hence the framework directs us towards the use of observational methods but 

analysed through the intervention of a domain specialist.  

  
Figure 12 Whitfield's Approaches to Human Factors Evaluation  

This links well with the seminal approach of Suchman (1987) who argues that human action is 

constantly constructed and reconstructed from dynamic interactions that the user has within their 

material and social contexts. Consequently, she strongly argues for the use of situated research 

methods. This approach also avoids what Rogers et al (2011) refers to as the “Dilemma” faced by 

researchers when employing [representational] techniques such as the Think Aloud Protocol. I.e. 

the unreliability and subjectivity of the users self-reported experience.  Neale (1988, Pg 135) 

argues that human-on-human knowledge engineering methods, such as interviews and protocol 

analysis, place an unjustified faith in textbook knowledge and what experts say they do. Hence 

this study finally adopted the use of situated observational methods validated through the 

philosophical perspective of Critical Realism as the most valid methodological approach for data 

capture and modelling.   

  

3.2  PHASE 2: PILOT STUDIES & SITUATED OBSERVATIONS  

Pilot Studies: The goal of the pilot studies (See Appendix ii) was to: create a broad overview of the 

problem, identify the most promising observational techniques, and to forge the approach for the 

overall research strategy. The main initial finding was that the workflow is fundamentally bounded 

by its context and cannot be meaningfully reproduced in a laboratory environment. This finding 

forced the adoption of situated studies as the only way to ensure the ecological validity of the 

final analysis. A critical strategic decision that transformed the character of the project at all levels, 

taking the research in a unique direction.  
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The situated observations captured the uncontrolled naturalistic behaviours that make up the 

reporting workflow, which involve many complex activities occurring concurrently. The 

complexity of this situation required the use of multiple forms of video capture to be able to 

differentiate between the various actions within the workflow. Ultimately it transpired that eye-

tracking technologies were the only way of capturing and unpicking the complex attentional 

dynamics of the participants behavioural stream necessary for the accurate coding of the 

associated actions.  

The complex high-level constituents of the workflow could only be segmented and coded by hand 

using the domain knowledge of the author. This process was further complicated by the evolving 

exploratory nature of the study itself, which took many months of work before a constant picture 

of the action chunking mechanism became clear. It must also be remembered that this is probably 

the first time that anyone has attempted to segment and code such a complex dynamic 

sociotechnical task, in this much detail, over such a long period of time. Hence, the unique nature 

of the process of enquiry was bound to generate some unique challenges and insights that would 

take time to work through and understand.  

Eventually the process of action chunking was taken as the fundamental unit of analysis for the 

whole study, especially once it was given a sound theoretical grounding in the form of Land et al’s 

(1999) Object Related Actions (ORA).  

Formal Data Capture: The two main strategic aims for the formal reporting sessions was to 

achieve the highest level of ecological validity that was practical; whilst demonstrating the 

greatest diversity of reporting behaviours in the time allowed. Ultimately, the participants all new 

they were being recorded, so it was impossible to remove the Hawthorn Effect, and the eye-

tracking glasses were a little bulky. So, at best the sessions could only be said to be pseudo-

naturalistic, but there were no complaints about authenticity of the process from the participants.  

The most critical decision in relation to defining the character of the sessions was the choice of 

the type of reporting worklist. For example, MRI studies can only be reported by certain 

radiologists and take a long time to complete each examination. The choice of a plain radiographic 

worklist (Regular X-rays) allowed the participants to complete a number of examinations in the 

time allowed at varying degrees of complexity, which demonstrated a broad set of reporting 

behaviours within the observed sessions.   

To enable the comprehensive evaluation of the observable aspects of the workflow the pilot 

studies indicated that multimodal video recordings including the use of eye-tracking could provide 

a detailed account of the participants interactions and attentional dynamics. Keystroke 

information was not recorded because it was found to be of little value when differentiating the 

different actions within the workflow.     

3.3  PHASE 3: WORKFLOW MODEL DEVELOPMENT  

The development of the model was initially based on the personal domain experience of the 

author who is a Reporting Radiographer with over 10 years’ of experience. This reflective activity 

was then supported by theoretical information from the literature and grounded in the 

meticulous observations derived from the situated studies.  
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Fit for Purpose: In relation to appropriateness, the model is specifically designed to meet the HCI 

and Ux (User Experience) needs of the designers of radiology systems. Both formatively, by 

providing a non-clinical multitasking framework to inform system design in relation to cognitive 

complexity. And summatively, by providing a means of measuring the mental workload associated 

with the sequential and concurrent actions that make up the reporting workflow.  

The model is a meta-model grounded in a broad set of well-established theoretical domains, so it 

can be validated in relation to many other research disciplines. Furthermore, the form of the 

model is specifically designed to provide a simple and intuitive representation of the most basic 

and generalisable actions and tasks within the workflow. The characteristics of the model are also 

emergent from the detailed workflow observations made during the study in line with the 

techniques of grounded theory. This approach ensures replicability of application when applied 

to other reporting workflows. Furthermore, the use of ORAs as the key unit of action also allows 

the model to be generally applied in all reporting contexts.  

Model Validation: To ensure that a model goes beyond mere belief and opinion, there needs to 

be a reliable connection between the properties of the model and the target domain, (Graebner, 

2018) in this case, the reporting workflow. From an initial pragmatic point of view, the model was 

built upon a critical application of the researchers own domain knowledge and an awareness of 

any potential personal biases. This provided a useful starting point which was then improved on 

through the pilot studies and the literature review but did not formally validate the model in any 

way.   

The best way of validating any model is by using the model to make predictions (ibid), 

unfortunately this is a conceptual model, designed to facilitate understanding rather than 

prediction. Hence, a hard validation of the model would involve an evaluation of its impact within 

a radiology interface design exercise. That level of validation was substantially beyond the scope 

of the project, so the decision was made to evaluate the utility of the model through a simple set 

of case studies instead. Specifically, by demonstrating how the duration of action chunking can be 

measured to uncover the degree of cognitive load during situated workflows.  

3.4  PHASE 4: ANALYSIS OF THE CASE STUDIES  

Once the situated observations were recorded and the videos combined into one composite 

master video, the coding and analysis of the case studies could begin.  

Data Model Development: Generally, the participants behaviour was found to be sequential, 

hierarchical, multi-channelled and bounded by the contingencies of the task environment. The 

key decision at this point was to decide at what granularity the segmentation and coding of the 

participants behaviour should be made in order to uncover the complexity and overload involved 

in the workflow. The ORA was chosen as the natural unit of activity because it encompassed one 

discreet cognitive focus at a time.  

Ultimately, the master videos had to be processed laboriously by hand for two reasons. Firstly, 

the tasks performed by the participants in each ORA could not be differentiated simply by looking 

at a region of interest along the scan-path, because the ROI of an ORA could relate to numerous 

task types. Secondly, the coding of every ORA within the sequence was part of the overall 

exploratory process and the validation of the model. Consequently, the creation of the task types, 
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and the structure of the coding dictionary required a continued re-evaluation of the model and 

its supporting theories which could only be achieved through manual segmentation and coding.  

Data Modelling and Analysis: A key moment in the project came with the realisation that the 

situated method was generating a unique record of the participants behaviour that was 

incompatible with the established methods of analysis used in Psychology, Task Analysis and 

Cognitive Work Analysis. A considerable amount of time was spent evaluating computational 

methods of sequence analysis and pattern mining, in particular the SPMF sequential analysis suite 

of algorithms from Fournier-Viger et al (2014). This approach proved to be too complicated and 

of little obvious value. However, it became clear during this time that whatever approach was 

used, it must be very simple and provide an obvious quantifiable link between the sequential ORAs 

and the complexity of the workflow.  

Although the use of ORAs could be coupled with more complex eye-tracking metrics such as 

pupillometry as a way of analysing cognitive complexity, the aim of the analysis was to take the 

simplest ORA metrics as a measure of the dynamic properties of the workflow, namely: ORA 

duration, ORA count and ORA class in relation to the examinations. With this approach it was then 

possible to construct a highly flexible data model composed of all of the individual ORA 

measurements, which could be rapidly analysed with a pivot table in Microsoft Excel.  

The data model made it possible to drill down through the thousands of observations coded 

during the case study to highlight actions and bursts of activity which corresponded with high 

levels of complexity and mental workload. To make this process easily understandable a set of 

intuitive graphical methods was developed to present the ORA information relative to the 

participants, the examinations and the task categories. Of these techniques the development of 

the ORA process trace proved to be critical in relation to meeting the aims and objectives of the 

project. Finally, the power of the ORA process trace was then further enhanced by the addition of 

a task utility metric based on an extension of the task types of Cooper & Shallice (2006). By 

combining the ORA metrics and the task utility types in the form of the ORA process trace, it was 

possible to demonstrate the mental workload characteristics of the workflow in a simple but 

powerful way that can support HCI research using the approaches expounded by grounded 

theory.  

  

    

4  THEORETICAL REVIEW  

 

This chapter sets out to explain the broad influences and techniques used 

within the disciplines of HCI, UX and Cognitive Ergonomics. The aim is to 

contextualise the limited amount of literature related to Cognitive Ergonomic 

evaluation of the Radiology GUI.  
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4.1  HCI & USER EXPERIENCE IN RADIOLOGY  

Carrol (2018) states that Human computer Interaction (HCI) is a community of communities 

deriving its philosophy and expertise from a broad set of disciplines: psychology, design, 

communication studies, cognitive science, information science, science and technology studies, 

geographical sciences, management information systems, industrial manufacturing, and systems 

engineering. HCI research and practice draws upon and integrates all of these perspectives with 

the aim of enhancing the user’s experience by improving the usability of the system in question 

(As shown in Figure 13).  

  
Figure 13: The HCI Community (Carrol 2018)  

   

The complexity and scope of these influences highlights the problems associated with evaluating 

the users experience in relation to cognitive overload when they are interacting with complex 

radiological interfaces. To simplify this situation, it is better to think of the problem in terms of 

how the usability of these systems can be improved through user centred design (UCD). In relation 

to UCD, Nielsen (1994) explains:  

“Systems should speak the users' language with familiar words, phrases, and concepts rather 

than system-oriented terms. Interfaces that follow real-world conventions and make 

information  

appear in a natural and logical order demonstrate empathy and acknowledgement for users.”    
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This principle goes to the heart of this thesis by asking the question, what is the user's language, 

and how can the elements and grammar of this language be uncovered.   

Again, the TRIP committee (Andriole, 2004) has done most to set out the broad themes of this 

problem. They suggest six areas of study that should be addressed in order to improve the 

efficiency and effectiveness of interpretation, whilst also reducing the incidence of medical error. 

These are: human perception, image processing and computer-aided detection (CAD), 

visualization, navigation and usability, databases and [systems] integration, and evaluation and 

validation of methods and performance. Overall, it can be said that the usability of the interface, 

in the broadest possible sense, is the goal; and the methods of HCI and Ux can be used to evaluate 

the interaction the user has with the GUI to identify the ways in which usability can be improved 

through design.  

Rasmussen and Vincente (1990) assert the cognitive needs of the user by stating that system 

designers must have an in-depth knowledge of the cognitive context in which the system is to be 

implemented. This approach is referred to as ecological design (Thomas & Kellog, 1989) or 

contextual design and is achieved through the methodology of user centred design (As shown in 

Figure 14) where the GUI is designed for the specific context of use (Iannessi et al, 2018).  

  

  
Figure 14: User Centred Design in Healthcare (Iannessi et al, 2018)  

  

Anecdotally, UCD plays a key role in the development of all radiology systems, performed 

informally through workshops and demonstrations. Of the few larger scale studies that have been 

published: Valentino et al (1995) utilised UCD to rapid prototype Radiology workstation UI’s; 

Erickson & Kossack (2000) employ UCD to improve the coherence and consistency of the 
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Radiology UI’s; Jorritsma et al (2014) apply UCD for PACS system selection based on usability 

questionnaires.  

 

4.1.1 HCI IN HEALTHCARE   

Within healthcare in general, there has been a move towards developing national and 

international standards for the use of HCI and UCD. ISO 14971 (MHRA, 2017) is an attempt to 

mitigate risk in relation to medical devices, by advocating inherent safety by design. Furthermore, 

the International Organisation of Standards (2015) has published IEC 62366: Medical devices - 

Application of usability engineering to medical devices, which links to the goals of ISO 14971 via 

the use of methods of usability engineering for the design and evaluation of medical user 

interfaces (Shaver, 2015). Specifically, IEC 62366 recommends a 9-step process to ensure 

development of safe and usable medical devices that minimize the risks associated from use-

errors:   

• Prepare Use-Specification   

• Identify user interface characteristics related to safety and potential use-errors   

• Identify known or foreseeable hazards and hazardous situations   

• Identify and describe hazard-related use-scenarios   

• Select the hazard related use-scenarios for summative evaluation   

• Establish User Interface Specification   

• Establish User Interface Evaluation Plan   

• Perform user interface design, implementation and formative evaluation  • Perform 

summative evaluation of the usability of the user interface   

  

The American Food and Drug Administration (FDA) has developed a set of guidelines for the use 

of HCI and usability engineering in healthcare to maximize the likelihood that new medical devices 

will be safe and effective for the intended users, uses and use-environments. The overall aim of 

these recommendations is to minimize the harm cause by use-errors through improved software 

design processes (FDA, 2016). These hazards can result from aspects of the user interface design 

that cause the user to fail to adequately or correctly perceive, read, interpret, understand or act 

on information from the device (ibid).   

The UK Medicines and Healthcare-products Regulatory Agency (MHRA) have now provided 

guidance in the form of the “Human Factors and Usability Engineering – Guidance for Medical 

Devices Including Drug-device Combination Products” (MHRA, 2017). They advocate a more 

thorough use of formative and summative usability evaluation, both pre and post deployment of 

all types of medical systems. Most notably they tabulate the main usability engineering 

techniques that can be used for assessment:   

Field Research, Semi-structured Interviews, Focus Groups, Contextual Enquiry, Working with  

Existing Sources of Information, Questionnaires, Failure Modes and Effects Analysis, Task 

Analysis, Personas, Scenarios, Think Aloud, Heuristic Evaluation, Cognitive Walkthrough, and 

User Testing.  
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Lastly, the NHS promotes its commitment to HCI, usability and good systems design through NHS 

Digital (NHS, 2018). Buttron (2017) sums up the national and international push towards usability 

and better systems design by stating:   

“Increasingly, it will be of more importance to carefully discuss and evaluate usability design 

input factors of potential user groups and a device’s intended use throughout all product 

development stages (pre-clinical testing, clinical investigation, market access and post-

production) with documented justification of the approach taken.”   

 

4.1.2 USABILITY OF THE RADIOLOGY UI   

Unfortunately, the majority of the HCI/Ux research performed during the development of 

radiology systems does not leave a significant footprint within the peer reviewed literature due 

to the commercial value of the research, and the speed of development.   

Many early usability studies where motivated by the move from film-based to digital workflows 

in the 1990’s: e.g. Seeley et all, 1887; Langlotz & Seshadri, 1996; Siegel et al, 1997. Within these 

articles there is a great deal of discussion about capturing the efficiency of the film-based 

workflow within the digital workspace. Naturally, with the decline in the use of film this debate 

has lost its meaning, but the concept of the hanging protocol, that was derived from the way that 

images were “hung” in a structured way on the old viewing boxes, lives on (As shown in Figure 

15).   

  
Figure 15: Hanging Protocol in Film-based Workflow  

   

Moving to the present, Rodrigues-Dias et al (2017) provide a qualitative meta-analysis of usability 

issues associated with radiology systems to improve the quality of workstation software and 
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identify potential research gaps. Within their review they recommend, Nielsen’s Heuristics for 

User Interface Design (Nielsen, 1994) as a useful and well used framework for the evaluation of 

GUI usability (As shown in Table 1)  

Although Rodrigues-Dias et al (2017) make a broad set of well-founded recommendations, these 

recommendations are very general and do not specifically address the problems caused by data 

and cognitive overload. In fact, some of the interventions that they recommend could increase 

cognitive overload, e.g. increasing the access to other types of information.    

  

  

Category    Main implications for design   

 Flexibility and efficiency of use    •  
Attention to sequential steps in 

accordance to clinical analysis 

practices  

 •  Direct access to important 

information for clinical 

decisionmaking  

 •  Make integration with other 

systems easier to produce clinical 

reports  

 •  Make access to images that need 

simultaneous analysis more 

efficient 

 •  

   

Help make efficient basic image 

manipulations inside the system  

 Consistency and standards    •  
Attention to consistency in 

patient identification to avoid 

mistaken analyses   

 •  Consistent information 

architecture aligned with clinical 

terminology   

 •  Availability of important features 

on the interface should be 

consistent throughout tasks    

Match between system  

and the real world   
•  System rules need to allow for 

realworld clinical procedures   
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 •  

   

Recognition features need to be 

accurate   

 Recognition rather than recall    •  
Activation of features needs to be 

easily recognizable on screens   

Help and documentation  •  
Contextualized and task-oriented 

help    

Table 1: Radiology Design Implications (Rodrigues-Dias et al, 2017)  

   

Moise and his colleagues have done most to evaluate the specific usability problems associated 

with radiology workstations and hanging protocols (2002, 2002, 2004, 2004, 2005, 2005) 

culminating with the use of eye-tracking (2006). In terms of cognitive overload, they state:   

“The radiologist has a highly repetitive interpretation task, with stringent requirements of 

accuracy, confidence, and speed. Accessing the controls of the current radiology workstations 

produces considerable disruption of the visual search, which may lead to differences in the 

volume and type of information processes.”   

To mitigate these problems, they advocate a number of usability goals in order to reduce the 

disruptions from the task of image interpretation: the reduction of off-image gaze fixations; the 

optimisation of highly repetitive tasks; and avoiding the need for memory recall when using 

functionality (Moise, 2006).  

Whilst the work of Moise et al is extremely pertinent, it must be pointed out that their results are 

somewhat outdated and were obtained under laboratory conditions using a radiology look-alike 

task (As shown in Figure 16) and lay participants.     
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Figure 16: Pseudo Radiology UI (Moise & Atkins, 2004)  

   

Unfortunately, Medical Imaging Systems are high cost and tend to be chosen by interprofessional 

teams with a broad spectrum of needs (Joshi et al, 2011), so usability and design invariably take a 

low priority during the selection process (Jorristma et al, 2015). Lintern & Al-Motavalli (2018) 

counter this situation by stressing that current technocentric design approaches do not account 

for the vital role that cognition plays in healthcare work. Hence, the design of healthcare 

technologies must be sensitive to the cognitive demands and strategies employed by healthcare 

practitioners. Also, Capek (2018), a practitioner of user centred design, advocates the use of what 

he terms “cognitive experience design” to develop healthcare tools that are designed with a deep 

understanding of how doctors think, feel, work, and learn.  

 

4.1.3 COGNITIVE ERGONOMICS & COGNITIVE LOAD   

Cognitive Ergonomics emerged in response to the design challenges associated with complex 

systems and is defined as a discipline, "concerned with mental processes, such as perception, 

memory, reasoning, and motor response” (de Haan & Dittmar, 2016), as they affect interactions 

among humans and other elements of a system.” (IEA, 2019). This approach is best summed up 

by the title of the influential book by Steve Krug “Don’t make me think” (2013). The book's premise 

is that good software should let users accomplish their intended tasks with a minimum of 

superfluous cognitive load, by ensuring that computer interactions are designed to be self-

evident, obvious and self-explanatory. Lintern & Al-Motavalii (2018) counter this idealistic view 

by pointing out that the current approach to the development and design of healthcare 

information systems is guided by a technocratic world view that substitutes the clinician’s 
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judgment with that of the designer, which creates systems that disrupt the natural progression of 

complex clinical workflows. Or as Demiris & Meinzer (1997) put it:  

  

“A bad and uncontrolled use of such possibilities leads to systems that are difficult to work with. 

Thus, the end user spends more time dealing with the interface rather than the actual task that 

is supposed to be supported by the application."   

Physical and visual ergonomics were often discussed in the early days of digital radiology (Demiris 

& Meinzer, 1997; Harisingani et al, 2004; and Goyal et al, 2009); but there are very few explicit 

references to cognitive ergonomics in the current radiology literature. Varga et al, (2012) provide 

one of the rare examples which explores the cognitive ergonomics of the GUI in relation to 

Radiologist’s 3D mental models.  

On the other hand, the relationship between cognitive ergonomics, cognitive complexity and 

overload is a common theme in the broader literature (Roth, 2008; Jaspers, 2009; Lawler et al, 

2011; and Reis et al, 2012). The rational for the use of cognitive ergonomics is concisely set out by 

Jamk (2019):  

• How can cognitive capabilities and limitations be taken into account during the design 

process?  

• How should visual information be presented?  

• How can cognitive overload be avoided?  

Cognitive overload occurs when the volume of information supply exceeds the information 

processing capacity of the individual (IGI Global, 2019; Roetzel, 2019). With the aim of reducing 

the cognitive load associated with decision making in complex working environments, Lindbolm 

& Thorvald (2014) set out a number of general Cognitive Work Environment Problems (See 

appendix iv for a full explanation):   

• Disruption of thought   

• Orientation and navigational problems   

• Cognitive tunnel vision   

• Strains on short term memory   

• Unnecessary cognitive load/strain   

• Spatial dizziness   

• Inconstant information coding   

• Problems with time-coordination of values   

• Problems identifying the status of a process  

Alternatively, in relation to the sub-domain of Information Ergonomics, Neerincx, (2003) 

developed a hierarchical task model that describes cognitive load in terms of performance and 

mental effort. According to this model, cognitive task load is a function of: The percentage time 

occupied [by the task], the level of information processing [during the task], and the number of 

task-set switches [the number of serial tasks].   
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Although there is a broad set of literature devoted to Cognitive Ergonomics in general, the task of 

correlating cognitive load with workflow optimisation and design interventions is less clear, and 

requires a psychological understanding of the way that activities are performed.   
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4.2  THE COGNITIVE PSYCHOLOGY OF TASK DECOMPOSITION AND MULTITASKING  

 

This chapter sets the key cognitive concepts related to attention, cognitive 

resource management, and hierarchical task decomposition. The aim is to set 

out the conceptual tools needed for observation, analysis and model building 

of the reporting workflow.  

 

  

The scope of the material covered in this chapter is driven by the themes derived from the session 

observations, see Nodine & Kundel (1987); Lee et al (2013); Krupinski (2011); and Wait et al (2017) 

for a broader overview of the radiology literature related to psychology, cognition and perception.   

 

4.2.1  TOP-DOWN VS BOTTOM-UP ATTENTION   

  

Chun et al (2011) provide a succinct description of the process of attention:    

“Attention is a core property of all perceptual and cognitive operations. Given limited capacity 

to process competing options, attentional mechanisms select, modulate, and sustain 

focus on information most relevant for behaviour”   

In relation to cognition the focus of attention can function in one of two ways, or in some 

combination of the two.   

Exogenous Attention: Or Bottom-up attention shifts are caused when attention is automatically 

drawn to interesting stimuli within the environment, this is also referred to as reflexive attention 

(Yantis, 1998). These stimuli may include salient regions of a scene or simply distractions. E.g. an 

attention shift triggered by the salience of a foci of calcification within a mammogram.    

Endogenous attention: Or top-down attention occurs when the observer has a particular goal in 

mind and directs their attention in a voluntary way in relation to that goal. For example, a 

radiological task may necessitate a visual search of a predetermined location that is pertinent to 

the current clinical question, such as assessing the appearance of the heart when evaluating 

cardiomegaly. Norman and Shallice (1986) outline five general types of activities where executive 

functions play an important guiding role in directing attention:   

1. Situations that involve planning or decision making   

2. Situations that involve error correction or trouble shooting   

3. Situations where responses are not well-rehearsed or contain novel sequences of actions   

4. Dangerous or technically difficult situations   

5. Situations that require overcoming strong habitual responses or resisting temptation   

All of these situations can be seen as relevant to the radiologist’s reporting workflow, because 

reporting involves the sustained use of selective attention in order to complete the task of 
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diagnostic report generation. Where, the term ‘selective attention’ refers to the set of operations 

that determine which of several possible inputs will be analysed past the level at which all may be 

processed in parallel. (Behrmann & Haimson, 1999).   

 

4.2.2 OVERT VS COVERT ATTENTION   

During visual processing, selection is made of some relevant feature from a continuous visual field 

of possible stimuli (Gilchrist & Cowan, 2011). Wolf et al (2011) explains that the visual system 

processes the visual field using two channels: the selective and nonselective channels. The 

nonselective channel is capable of quickly processing a global parallel impression or “Gestalt” of 

the visual field to provide a rapid assessment and guide the subsequent overt orientation of focal 

attention, i.e. the orientation of the selective channel.     

For example, Kundel and Nodine (1975) demonstrated that Radiologists were able to correctly 

detect 70% of lesions in chest radiographs that they viewed for only one fifth of a second, using 

the nonselective channel only (Drew et al, 2013). Hence any discussion of the visual system must 

include an evaluation of both channels, and not underestimate the covert power of the non-

selective channel.   

Furthermore, the covert nature of the non-selective channel must not be confused with other 

covert processes that are involved in cognition and attention. Clearly, we cannot directly observe 

what someone is thinking, and an individual's behaviour is merely an overt artefact of their 

underlying cognition (Findlay, 2003). Also, it is possible to orientate attention in a covert way 

without moving the eyes (ibid).  

 

4.2.3 DUEL PROCESS THEORY   

The complexities of attention, decision making, and human creativity have often been viewed 

holistically as a duel process going back as far as the philosopher James in 1890 (Sloman, 1996). 

The most common way of describing this dichotomy is the split between fast, sensory non-analytic 

thinking (system 1), and slow, goal-orientated analytic thinking (system 2) (Kahneman 2011; Van 

der Gijp et al, 2017). Although this view has often been critiqued due to its simplicity (Awh et al, 

2012) it provides a useful perspective when describing the two-stage detection model used within 

radiological image evaluation (Van der Gijp et al, 2017).   

System 1 processes are often associated with experts when they are faced with situations that 

they have dealt with numerous times before. This can be seen in the ability of Radiologists when 

they instantaneously recognise the appearances of a common disease process (Van der Gijp et al, 

2017).   

System 2 thinking involves reasoning to get to a solution by weighing supportive and opposing 

evidence for single or multiple hypotheses. A radiologist may compare the clinical question put 

forward within the examination request, with conflicting radiological evidence seen within the 

examination itself.  

Duel process theory is best described by Daniel Kahneman in his book “Thinking fast and Slow” 

(2011) and can be applied to all types of task orientated behaviour. Overall, Kahneman explores 
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why ”not thinking“ is desirable in most situations. This raises the question, is it possible to observe 

the behavioural patterns associated with overthinking within the radiology workflow?   

4.2.4 CHUNKING AND ACTION SEQUENCES   

Working memory has a limited capacity and is responsible for the transient storage, processing, 

and manipulation of information (Fougine, 2008). On the relationship between working memory 

and attention Fougnie states, the capacity to perform some complex tasks depends critically on 

the ability to retain task-relevant information in an accessible state over time (working memory) 

and to selectively process information in the environment (attention). Working memory is 

restricted by a limited set of cognitive resources and this plays a critical role in the way that 

attention functions. George Miller (1994) refers to this limitation as the "span of absolute 

judgement" and "the span of immediate memory". Hence selective attention plays two roles: the 

management of limited cognitive resources, and the orientation of those resources towards a 

specific goal or goals (ibid).   

Miller introduced the concept of chunking in his paper, "On the magical number 7” (1956), in 

which he argued that a chunk was the basic unit for measuring the capacity of short-term or 

working memory. Although there is no widely accepted definition (Terrace, 2001), Tulving & Craik 

(2000) define a chunk as:   

 “A familiar collection of more elementary units that have been inter-associated and stored 

in memory repeatedly and act as a coherent, integrated group when retrieved”   

Hence chunks can be viewed as the most basic units of cognitive memory and behaviour; and 

chunking is the process that allows the executive functions of the brain to connect smaller 

elements of behaviour or information into bigger more complex blocks (Koch, Philipp & Grade, 

2016). From a research perspective, complex skills that comprise of multiple neural patterns can 

be broken down into chunks of input information, or output behaviour (Terrace, 2001). Fonollosa 

et al (2015) state that the process of chunking is a hallmark of the brain’s organisation, and the 

origin of behavioural visuomotor action sequences. Extensive imaging and behavioural studies 

suggest that chunking is involved in language processing, visual perception, habit learning, and 

motor skills (ibid).   

Rosenbloom and Newell (1982) set out some of the fundamental characteristics of cognitive 

chunks:   

• Each chunk represents a specific goal   

• Chunks are created bottom up in the goal hierarchy   

• Chunks consist of encoding, connection and decoding components   

• Chunk encoding and decoding is a hierarchical, parallel and a goal asynchronous process  

• Chunk connection is a serial, goal-synchronous process   

• Chunks improve performance by replacing the normal processing of a goal with faster 

processes of encoding, connection and decoding   

  

From this perspective, goal-directed action sequences can be understood as the dynamical 

interaction between bottom-up perceptual chunking, and top-down goal-oriented chunking 
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(Gobet, et al, 2001). There is a lack of clarity within the literature differentiating between chunks 

as groups of cognitive information, or groups of actions over a period of time. However, Terrace 

(2001) distinguishes between input chunks, that reflect the limitations of working memory; and 

output chunks, that reflect attentional limitations.  

From a bottom-up perspective, perceptual decisions have been characterized in terms of targeting 

gaze towards locations that are most salient to the respective task (Hoppe & Rothkopf, 2019). 

However, from a top-down perspective, Hayhoe & Ballard (2005) state that seeing is inextricably 

linked to the observer's cognitive goals; and one of the major findings of modern eye-tracking 

studies has been the dominance of the role of the ongoing task in relation to gaze control and the 

sequence of fixations. Hence, complex action sequences consist of a succession of individual 

object-related actions, where gaze and actions are temporarily bound to objects, and deal with 

one object (or combination of related objects) at a time (Land, 2009). Furthermore, Hayhoe & 

Ballard, (2005) state that vision is a sequential process of active decisions; and Rasmussen & 

Vicente (1990) describe the functional elements of cognition and gaze selection as a “grammar of 

action control” where fixation is closely bound to the site of the action, and precedes the action 

by a short interval of time.  

Schwarts et al (1991) have established an action coding system in order to provide a detailed 

quantitative evaluation of patients with action disorders caused by brain damage to the regions 

of frontal lobes responsible for executive decision making. They describe a multilevel system 

composed of action-scripts; where the smallest component of a behavioural sequence that 

achieves a concrete functional result is referred to as an A1. On the other hand, an A2 action, 

within the hierarchical level above, is defined as a sequence of A1 actions that meet a sub-goal 

within the overarching task. In actual task performance, A1s can be interleaved between various 

A2 series rather than one uninterrupted sequence. Lastly, Schwarts establishes that, specific A1 

actions that completes the subgoal are referred to as crux actions and every A2 action sequence 

must contain at least one (ibid).  

In a study of tea-making using eye-tracking Land et al (1999) found that the A1 description fitted 

the pattern of eye movements associated with the actions very well. They called the combination 

of A1 actions and the eye movements that go with them ‘object related actions’ (ORAs). Where 

an ORA comprises all the acts performed on a particular object without interruption.  

 

4.2.5  COGNITIVE RESOURCES  

Anderson et al (2004) set out the major cognitive, perceptual, and motor operators of the mind 

in their seminal paper “An Integrated Theory of the Mind”, a theory that has been used to develop 

the influential “Adaptive Control of Thought-Rational” (ACT-R) cognitive architecture and 

computational model.  
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Figure 17: The mind’s Resources (Salvucci & Taatgen, 2011 Pg 28)  

Figure 17 represents the major cognitive resources that generate the behavioural operators 

within the human brain. (See Norman & Bobrow, 1975; Navon & Gopher, 1979 for more 

information). This overarching framework is structured around the notion that active schemas in 

short term memory organise cognitive sequences of operators that await the appropriate set of 

conditions before they can become selected to control action (Anderson et al, 2004).  

Salvucci, Taatgen & Borst (2009) describe the various cognitive resources and their function. The 

Procedural resource connects all other resource modules together, using knowledge in the form 

of condition-action production rules to control the flow of information and events among 

modules. The Declarative resource serves as storage memory for factual knowledge which also 

includes episodic knowledge, and task instructions. The Perceptual Resources acquire 

information from the external world and include a variety of systems that facilitate visual, 

auditory, tactile, olfactory, and other types of perception. The Motor or Manual Resources Enable 

the body to perform actions in the external world, as a response to stimuli or sometimes to 

facilitate perception (e.g., eye and head movements for visual perception or hand movements for 

tactile perception). And finally, the Vocal Resource used to code verbal information.  

A central assumption of the ACTR-R cognitive architecture is that the best way to understand 

cognition at the functional level, is to consider it as a set of relatively independent but interacting 

resources. Although all resources can operate in parallel, each resource can serve only one task 

at a time (Wickens, 2002). See Figure 18 for an example of a process timeline action sequence 

related to answering the phone, which demonstrates the concurrent use of resources. Notice that 

this image is sourced from the earlier work of Sulvucci, Taatgen & Borst (2009) and they have not 

included the declarative resource at this point in their research.  
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Figure 18: Cognitive resource management during phone use (Salvucci, Taatgen & Borst, 2009)  

 

4.2.6 MULTITASKING & THREADED COGNITION   

Multitasking can be divided into two different modes: concurrent and sequential task 

performance. In concurrent task performance two or more tasks are carried on at the same time. 

On the other hand, sequential task performance involves the division of problems into sub-tasks, 

and each sub-task is performed one after another in a sequence. The completion of each sub-task 

during serial multitasking offers natural break points at which to switch from one task to another 

(Miyata & Norman, 1986; Payne, Duggan, & Neth, 2007; Iqbal & Bailey, 2007). Multiple higher-

level tasks can then be performed by the interleaving of serial tasks using task switching strategies 

(Janssen, Duncan & Garnett, 2012).   

Salvucci and Tattgen (2008) propose an integrated theory of concurrent multitasking referred to 

as “Threaded Cognition” which is based on a synthesis of contemporary cognitive theories. Their 

theory posits that streams of thought can be represented as threads of resource processing; 

coordinated by the procedural resource; and executed across the other available cognitive 

resources. Within their theory, these threads are executed as interleaved serial chunks which are 

taken as the building blocks of cognition (Salvucci and Taatgen, 2010 Pg 37). The core idea of 

threaded cognition is that multitasking behaviour can be represented as the execution of multiple 

task threads, coordinated by a serial cognitive processor, and distributed across multiple 

concurrent resources.   

Complex tasks are processed by a set of threads that collectively work toward a higher-level goal, 

where each thread is a specific cognitive resource focusing on a particular task goal. Very complex 

dynamic tasks, such as driving, air-traffic control or in this case radiology reporting can be thought 

of as incorporating multiple resource threads operating sequentially, processing only one request 

at a time.  

 

4.2.7 HIERARCHICAL TASK DECOMPOSITION   

Newell (1994) has argued that hierarchical decompositions are essential to manage the 

complexity of biological systems, and both Miller, Galanter & Pribram (1960, p. 16), and 

Churchland & Sejnowski (1994) stress that such a decomposition is essential for an understanding 
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of the complexity of cognition. Although behavioural streams can be dissected into their 

constituent parts or chunks (Anderson et al, 2001), it must be remembered that these complex 

action sequences are composed of sets of hierarchically nested sub-tasks of varying duration (Diuk 

et al, 2013). Lashley, in his influential work “The Problem of Serial Order in Behaviour” (1951), 

argued that sequential behaviour is attributable to a hierarchical organisation of plans. Thus, 

sequences of behaviour can consist of many layers of nested sub-sequences (Rosenbaum et al, 

1983). In relation to radiological perception and decision making, it is postulated that knowledge 

representations are hierarchically composed of domain specific chunks from a bottom-up 

perspective (Sheridan & Reingold, 2017). Or that goal directed action schemas facilitate the 

chunking of tasks into sub-tasks from a top-down perspective (Cooper & Shalise, 2006).  

  
Figure 19: Hierarchical Task Decomposition of an Air Traffic Control Task. (Tattgen & Lee, 2003)  

Tattagen & Lee (2003) provide a graphical example of hierarchical task decomposition taken from 

air traffic control (As shown in Figure 19) which shows how the tasks are hierarchically 

decomposed but not how the individual sub-tasks are interleaved over time. Finally, within 

complex hierarchical tasks the entire action sequence can be represented as an aggregate of the 

sub-tasks, and when sub-tasks need to be performed in a specific sequence these aggregate tasks 

are referred to as task ensembles (Koch et al, 2016).  

 

4.2.8 BOUNDED RATIONALITY  

Bounded Rationality is a concept introduced by Herbert Simon, who is one of the founders of 

cognitive science. He postulated that people have to act too quickly to allow for the full 

consideration of all of their available knowledge. Hence, they do their best with the knowledge 

they can bring to mind in the time allowed (Simon 1955). Individuals exhibit bounded rationality 

because they are limited by the constraints of the environment (Carroll, 2003 Pg 138), behaving 

in a locally optimal manner limited by the resources available within the context they find 

themselves in (Crow, 2002).  
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In relation to the connection between situated action and bounded rationality, Rode and Brumby 

(2009) state that behaviour is opportunistic and dependent on the context; where people attempt 

to maximize benefit and minimize cost (Budiu, 2019). From this view, decision-makers act as 

satisfiers, seeking a satisfactory solution within the context of use rather than an optimal one 

derived from every possible resource. The human tendency to satisfice has a large impact on 

several key usability principles, such as “offering the right information in a timely manner” and 

“making actions as easy to perform as possible”. The degree to which an individual will satisfice is 

a matter of cognitive style ranging from individuals with extreme cognitive economy; to 

maximisers who strive to make an exhaustive evaluation of all the available information (Warwick, 

Rimmer & Blandford, 2009).  

  

    

4.3  SYSTEMS EVALUATION & TASK ANALYSIS  

 

This chapter covers the techniques that can be used to perform systems 

evaluation, specifically in relation to those applied in radiology and task 

analysis. The aim is to set the scene by describing the approaches that are 

already in general use for HCI measurement and analysis.  

 

  

For the sake of brevity, the specific aspects of HCI/Ux evaluation pertinent to this thesis have 

already been covered in more depth within the Research Strategy. Furthermore, this text will be 

limited to the literature related to the evaluation of technological interaction at the level of the 

individual user (Jenkins et al, 2009). Rather than ethnographically derived workplace evaluations 

used in the field of Computer Supported Cognitive Work; or the multi-layered techniques of 

Cognitive Work Analysis that are used to evaluate performance boundaries of large-scale socio-

technical systems (Vicente, 1999; Lintern, 2013).  

Dix (2009) states that there are three main HCI goals of system/software evaluation: To assess the 

extent of system functionality; to assess the effect of the interface on the user; and to identify 

any specific problems. To assess these goals Zhang (2007) provides a useful summary of the 

approaches to evaluation that are in common use in HCI and Ux (As shown in Figure 20).  
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Figure 20: Summary of Usability Evaluation Methods (Zhang, 2007)  

Furthermore, Yen & Bakken (2011) establish the following general methods that are in common 

use in the field of healthcare for the evaluation of systems quality and impact:  

• Questionnaires  

• Observations  

• Focus groups   

• Interviews  

• Time in motion studies  

• Log analysis  

• Medical chart reviews  

• Task analysis  

However, they warn that there are no clear guidelines or recommendations for the utilization of 

these methods within research studies.  

 

4.3.1 OBSERVATIONAL TECHNIQUES USED IN RADIOLOGY STUDIES  

Within the field of Radiology itself, Gijp et al (2014) review the techniques used to evaluate the 

skills used during image interpretation. In line with the real/representational framework of 

Whitefield et al (1991) (As shown in the Research Strategy), they identify two dominant 

investigational approaches: think aloud studies allow the radiologists to verbalise their cognitive 

skills [Representational], and eye tracking studies demonstrate perceptual skills related to image 

interpretation and expertise [Real].   
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In relation to the workstation and workflow evaluations, the majority of the literature centres 

around technology acceptance with the use of qualitative methods e.g.: The post-deployment 

usability evaluation of a radiology workstations using semi-structured interviews (Jorritsma et al, 

2015); Radiologist’s workstation use and preferences evaluated with questionnaires (Sharma et 

al, 2017); and PACS technology selection evaluated with a think aloud protocol (Zahir et al, 2018).  

There has been extensive research devoted to perception, visual expertise and decision fatigue in  

Radiology. Krupinski et al have been most active in this area as part of their contribution to the 

Medical  

Image Perception Society. This work has been summarised within “The Handbook of Medical 

Image  

Perception and Techniques” (Samei & Krupinski, 2009), which provides sections on Perception 

Metrology and Clinical Performance Assessment for the analysis and modelling of perceptual and 

cognitive performance.   

Radiological image interpretation has been actively studied since the 1970s, current theories and 

approaches have been recently reviewed by Drew et al (2013), Van der Gijp et al (2017), Sheridan 

& Reingold (2017), Fox & Faulkner-Jones (2017), Leveque et al (2018) and Waite et al (2019). 

Overall, these studies fall under a number of broad themes: I.e. image perception, expertise, 

search patterns and satisfaction of search; and are invariably investigated with the use of eye-

tracking. Although all of this work is highly formative, there is an almost exclusive bias towards 

controlled laboratory-based observations.  

Reporting accuracy is another common theme within the literature, measured by comparing the 

opinion of the participating radiologist with that of an expert panel, a technique pioneered by 

Garland (1949). This in-turn, links with the perceptual and cognitive errors caused by decision 

fatigue. For example, Kruprinski & Reiner (2012) use the dark vergence technique to measure 

eyestrain over time; and Taylor-Phillips & Stinton (2019) correlate the Swedish Occupational 

Fatigue Inventory questionnaire with patient recall rate and time of day.  

Unfortunately, the published research covering the observational techniques used to investigate 

and compare radiology systems from a Ux/HCI perspective are somewhat limited and often rely 

on subjective user evaluations. (Jorristma, Cnossen and Van Ooijen 2014).   

Erickson and Kossack (2000) Perform laboratory-based comparative workstation testing with 

quantitative usability metrics based on the time to complete a set of tasks. Forsberg, Rosipko & 

Sunshine (2016) investigate workflow by process mining workstation event logs to uncover the 

usage patterns of radiologists. Similarly, Jorritsma (2016) utilise sequential pattern mining to 

extract frequently occurring interaction patterns from log data, but do not recommend this 

method as a primary method for the evaluation of usability. Ganapathi et al (2016) attempt to 

correlate the eyegaze patterns and speech patterns during reporting as a form of task analysis; 

but find no statistically significant relationships between individual radiologist’s reporting 

workflow patterns.  

Overall, the complex cognitive nature of the reporting task presents significant theoretical and 

methodological problems in relation to the direct evaluation of the reporting workflow, and this 

may be the reason for the paucity of literature in this area.  
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4.3.2 COGNITIVE TASK ANALYSIS  

The methods for examining cognitive work emerged as a response to advances in automation and 

computerization. These developments transformed the nature of work from the primarily 

observable activities of manual work, to the complex, hidden cognitive processes that are seen in 

activities such as monitoring, planning, problem-solving and decision making (Schraagen, 

Chipman & Shalin, 2000). Cognitive task analysis (CTA), also referred to as cognitive work analysis, 

and cognitive ethology, typically produce descriptions of domain characteristics that shape and 

constrain cognitive and collaborative performance, as well as descriptions of the knowledge and 

strategies that underlie the performance of individuals operating in that domain (Bisantz & Roth, 

2007). A full discussion of Cognitive Task Analysis and, its more naturalistic cousin, Cognitive 

Ethology is considerably beyond the scope of this dissertation. See Klien & Militello (2001), 

Kingston, Smilek & Eastwood (2008), and Lee & Kirlik (2013) for general introductions.  

The idea of a cognitive investigation is to study the mental processes involved in decision making, 

situation awareness, judgment, problem detection, and attention management (Klien & Militello, 

2001). Unfortunately, the difference between cognitive task analysis and behavioural task analysis 

are not always well defined. Klein & Millitello (2001, Pg 178) make a clear distinction:  

“CTA studies address the cognitive requirements for a task, whereas behavioural task analysis 

focuses on the observable behaviours and cues”  

Whereas, Kirwan and Ainsworth (1993) do not present a sharp distinction, defining task analysis 

in general as:  

 “the study of what an operator (or team of operators) is required to do, in terms of actions and/or 

cognitive processes, to achieve a system goal”.  

Although this study involves the cognition of the reporting clinicians, we can only measure the 

real observable artefacts of this cognition; hence we are dealing with a behavioural task analysis 

rather than a full cognitive task analysis.  

4.3.3 BEHAVIOURAL TASK ANALYSIS  

Jonassen et al (1989) state that task analysis can most simply be described as the division of 

activity into its specific component levels in order to solve particular performance problems. The 

result of a task analysis allows the researcher to understand (Hackos & Redish, 1998):  

• What your users’ goals are and what they are trying to achieve  

• What users actually do to achieve those goals  

• What experiences (personal, social, and cultural) users bring to the tasks  

• How users are influenced by their physical environment  

• How users’ previous knowledge and experience influence:  How they think about their 

work  

   The workflow they follow to perform their tasks   
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This level of understanding is achieved by capturing and analysing task data such as (Usability.gov, 

2019):   

• A detailed description of physical, perceptual, and cognitive activities involved with each 

task  

• Task duration and variability  

• Task frequency  

• Task sequence  

• Task allocation  

• Task complexity  

• Environmental conditions  

• Data and information dependencies  

• Tools required for the task  

• User skills, education, and training   

Jonassen et al (1989) state that there are five general classes of task analysis: job or performance 

analysis, learning analysis, cognitive task analysis, content or subject-matter analysis, and 

activitybased methods. In turn, there are a number of commonly used task analysis techniques 

that have been developed to investigate these problems (Embray, 2000):   

Cognitive Task analysis, Hierarchical Task Analysis, Conceptual Task Analysis, GOMS, Timeline Analysis, 

Tabular Task Analysis, Operator Action Event Trees (OAET), Critical Action and Decision Evaluation 

Technique (CADET) and LINK Analysis.   

A more detailed discussion of why hierarchical task analysis and activity-based methods were 

chosen for this study is presented in the Research Strategy, but it is worth making a few points 

about the GOMS family of techniques due to the similarity of that approach to the one used in 

this study.  

The GOMS family of task analysis techniques are based on the original method/s devised by Card, 

Moran & Newell (1983) who break down HCI tasks into a hierarchical set of Goals, Operators, 

Methods and Selection rules. This method has proved to be a powerful way of analysing and 

modelling computer-based work by predicting execution times, based on an analysis of 

component activities (John & Kieras, 1996). CPM GOMS is a multichannel extension of the original 

GOMS method based on the principle of the Model Human Processor, which incorporates 

Cognitive, Perceptual and Motor operators in parallel channels (Gray et al, 1992). CPM GOMS also 

facilitates the Critical Path Method, As shown in Figure 21  for an example of the Critical Path 

Method applied to the analysis of HCI.  
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Figure 21: The Critical Path Method applied to the analysis of HCI (Gray et al, 1992)  

  

However, John & Kieras (1996) critique their own method by stating that CPM GOMS assumes 

extreme expertise and cannot model visual search or substantial cognitive activity. Furthermore, 

the method itself is complex, tedious and error-prone (John et al, 2002). Fundamentally GOMS 

analysis evaluates the time taken for the component goal-directed activities, rather than the value 

or cognitive complexity of the activities within the overall process which is at issue in this study.  

 

4.3.4 HIERARCHICAL TASK ANALYSIS (HTA)  

HTA is a task description method that maps out the hierarchical relationships between groups of 

tasks (Goodman & Kuniavsky, 2012 Pg 513). HTA is performed by recursively decomposing 

complex tasks into sequences of hierarchically nested sub-tasks (Diaper & Stanton, 2003 Pg 68; 

Stanton, 2006). This hierarchical decomposition is usually represented using a flow chart or in a 

simple tabular format (Embrey, 2000). Chen & Zhang (2007) provide a useful example of how HTA 

can be used to evaluate both hierarchical and sequential information to compare the use of GUI’s 

for accessing patient information by experts and novices. (As shown in Figure 22). The value of 

HTA is that it is an economical method of gathering task focused information that can be used to 

drive GUI design in a user centred approach (Embrey, 2000).  

  

https://deseng.ryerson.ca/dokuwiki/design:recursion
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Figure 22: HTA comparison of GUI’s used for accessing patient information (Chen & Zhang, 2007)  

In relation to HCI evaluations of medical visualisation systems, Phipps et al (2011) state that the 

use of task analysis is critical for the development of effective workflows, but often 

underappreciated. HTA can support the design process by enabling the analysis and optimization 

of the workflow with the use of systematic structural visualisations of the respective interaction 

sequences (ibid).  

There are numerous examples of the use of HTA to model workflows and the flow of information 

within the field of Radiology. Harreld et al (1998) utilise HTA and process models to investigate 

the reporting workflows of neuroradiologists in support of the design of task orientated display 

protocols that automatically present the most appropriate diagnostic information to the 

radiologist. Chen et al (2017) integrate a computer aided diagnosis tool for CT scans into the 

reporting UI using HTA and mathematical modelling of the clinician's reporting workflow. 

Fairbanks et al (2010) utilise a tabulated HTA and naturalistic studies, to optimise the flow of 

imaging information in an Emergency Department. Their resulting HTA model was used to identify 

gaps in functionality and informationflows by generating explicit task descriptions of the various 
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clinical workflows. The disadvantage of full HTA is that it involves the calculation of failure 

probabilities, which are not always possible (Yagahara et al, 2015).   

Newell (1994) developed a generalised framework called the “Timescales of Human Action”, a 

hierarchical abstraction that attempts to derive an engineering framework of human activity 

based on natural temporal phenomena (This will be discussed in greater detail in the next 

chapter). On a more pragmatic level, Burns & Baxter (2006) build upon Newell, and assert that 

the hierarchical levels of structure seen within sociotechnical processes are associated with 

respective time-bands of diminishing granularity (Baxter, Burns & Tan, 2007). Where the time 

bands are populated with activities and events which are steps in much larger procedures or 

action sequences (As shown in Figure 23). See Diuk et al (2013) for an in-depth overview of the 

current psychological theories related to Hierarchical Reinforcement Learning and Task 

Decomposition.  

  
Figure 23: Time-bands of diminishing granularity (Baxter & Burns, 2006)  

  

    

4.4  EYE-TRACKING, PROCESS TRACING & COGNITIVE LOAD  

 

This chapter covers the observational techniques that can be used to decompose 

the actions associated with complex cognitive hierarchical tasks. The aim is to 

describe the eye-tacking and process tracing methods that can uncover the 

grammar of the user’s interaction for user modelling.  
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4.4.1 THE DECOMPOSITION OF ACTION SEQUENCES  

The parsing of behavioural streams into a sequence of actions is a common theme in the 

psychological literature. For example, Diuk et al (2013) employ a standard event-parsing approach 

used in cognitive psychology where the participant is asked to watch a video and press a key to 

mark the boundaries of action sequences, to capture top-down behaviours. Also, Kavi & 

Kulathumani (2013) record real-time human activities in urban environments with multiple video 

cameras and an image understanding classifier to parse natural action sequences.  

In relation to HCI observation, Pirolli et al (2002) perform user-tracing with keystroke, mouse and 

eyetracking data to generate a user model of participants internet interactions. Similarly, Ooms 

et al (2014) recommend the combination of eye-tracking and user logging to evaluate interaction 

with digital cartographic products, in their work they stress that workstation events can be 

correlated with the focus of attention.  

 

4.4.2 EYE-TRACKING  

Eye-tracking technologies allow for the direct observation of eye movements and the indirect 

evaluation of visual attention (Jacob & Karn, 2003). Eye-tracking is now utilised extensively to 

study cognition, attention and interaction in disciplines such as cognitive science, psychology, HCI, 

UX, design, marketing research and medical research (Duchowski, 2002; Kurzhals et al 2016; 

Leveque et al, 2018). For an overview of the use of eye-tracking within psychology and decision 

making see Duchowski (2002); Yang et al, (2002); Holmqvist et al, (2011); Horsley et al (2013); and 

Kurzhals et al (2016) for recent reviews. Horsley et al, (2013) provide a neat summary by observing 

that:  

“Eye movements give us a window onto how perception operates across the course of a task, 

from the first intention to act, and through the process of carrying out the task itself.”   

This view highlights the predominantly top-down nature of perception in task related visual 

behaviour (Hwang et al, 2009), which is associated with internally rather than externally directed 

cognition (Benedek et al, 2017).  

Technology  

For practical purposes, there are currently two main types of eye-tracking devices used within 

research: fixed screen-based systems (As shown in Figure 24), and wearable head mounted 

systems (As shown in Figure 25). This study will concentrate on the use of head mounted systems, 

specifically eye tracking glasses.  

  

https://en.wikipedia.org/wiki/Cognitive_science
https://en.wikipedia.org/wiki/Psychology
https://en.wikipedia.org/wiki/Psychology
https://en.wikipedia.org/wiki/Psychology
https://en.wikipedia.org/wiki/Marketing_research
https://en.wikipedia.org/wiki/Marketing_research
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Figure 24: Fixed screen-based eye-tracking system (Gao, 2017)  

  

Figure 25: Tobii Eye-Tracking Glasses (Tobii, 2015)  
The most commonly used technique for remote, non‐intrusive eye tracking is pupil centred 

corneal reflection (PCCR). Near-infrared illumination is used to create the reflection patterns on 

the cornea and pupil of the eye of the subject, and image sensors are used to capture images of 
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the eyes and their reflection patterns. Advanced image-processing algorithms and a physiological 

3D model of the eye are then used to estimate the position of the eye in space and the point of 

gaze with high accuracy (Tobii, 2015). This data is then projected onto a video captured with a 

head-mounted camera that records information about the subject's gaze. Head-mounted eye 

tracking systems also produce a video that shows what the subject is looking at, which is overlaid 

with some form of graphical representation depicting the gaze data. Modern eye-tracking systems 

use a wide range of quantitative metrics for the analysis of visual behaviour, see Ellis (2009) for a 

comprehensive review, and appendix vi for an outline of the most commonly used metrics.  

From a formative perspective, eye-tracking also allows the researcher to see where the 

participant is actually looking rather than where they thought they looked (Bergstrom & Schall, 

2014), and this form of holistic analysis of the user's interaction is supported by heatmaps and 

gaze-plots which can provide an understanding of (Usability.gov 2019):  

• Where the user is looking  

• How long they are looking and interacting  

• How their focus moves between the different elements within the UI  

• What parts of the interface are underused  

• The efficiency of UI navigation  

• How different UI designs compare with each other   

Within naturalistic studies, Doshi & Trivedi (2012) and Gidloff et al (2013) review the use of 

eyetracking in naturalistic settings and conclude that the mechanisms of attentional deployment 

differ considerably from those seen in the lab, because eye movements are highly task dependent 

and are linked to our cognitive goals. In most cases, the duration as well as positions of individual 

fixations are influenced by top-down factors (Henderson, 2003).   

Although, eye-tracking is a powerful tool for investigating visual attention, cognition and hard to 

articulate behaviours (Tobii, 2015 ), there a number of drawbacks for its use within HCI studies. In 

a review of eye-tracking use in engineering, Sharafi, Soh & Gueheneuc (2015) highlight problems 

with accuracy due to human anatomical differences and fatigue, causing calibration drift. From a 

research bias point of view, eye-tracking observations can be undermined by the Hawthorne 

effect because participants may modify their behaviour in response to their awareness of being 

observed (ibid).  

 

4.4.3 USE OF EYE-TRACKING IN HEALTHCARE & RADIOLOGY  

The current use of eye-tracking in healthcare research has been recently reviewed by: 

Gegenfurtner, Lehtinen & Säljö (2011) who provide a meta-analysis of eye-tracking in professional 

domains including healthcare. Furthermore, Blondon et al (2015) review the studies related to 

clinical reasoning; and Fox & Faulkner-Jones (2107) have reviewed the approaches for the 

evaluation of visual expertise in medicine. For example, Tobii (2019) have used eye-tracking 

glasses to record the workflow of an anaesthetists (As shown in Figure 26).  

https://www.semanticscholar.org/author/Sharon-E.-Fox/6759957
https://www.semanticscholar.org/author/Sharon-E.-Fox/6759957
https://www.semanticscholar.org/author/Beverly-E.-Faulkner-Jones/1401097852
https://www.semanticscholar.org/author/Beverly-E.-Faulkner-Jones/1401097852
https://www.semanticscholar.org/author/Beverly-E.-Faulkner-Jones/1401097852
https://www.semanticscholar.org/author/Beverly-E.-Faulkner-Jones/1401097852
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Figure 26: Eye-tracking glasses used to record the workflow of an anaesthetists (Tobii, 

2019)   

Laveque et al (2018) review the key literature related to the use of eye-tracking in radiology in 

relation to search behaviour and experience. They report 17 articles covering plain film, CT, MRI, 

mammography and dental x-rays going back to the original work of Carmody et al (1980). They 

summarise the gaze metrics that have been employed: dwell times on abnormalities, time to 

fixation, fixation times, number of fixations, saccadic amplitude, number of fixation clusters, 

pursuit times and number of fixations for particular regions of interest.  

Der Gijp et al (2017) perform a systematic narrative review of eye-tracking research in radiology. 

Thematic analysis uncovered six themes related to the relationship between visual search and 

level of expertise: time on task, eye movement characteristics of experts, differences in visual 

attention, visual search patterns, search patterns in cross sectional stack imaging, and teaching 

visual search strategies.  

Krupinski (2010) has summarised the methods of evaluation of image perception in medical 

imaging including the use of eye-tracking to gain an understanding of the causes of errors in 

medical image interpretation. Krupinski also employs eye-tracking to compare the difference 

between the search patterns of novice and expert radiologists (As shown in Figure 27), 

demonstrating shorter viewing times for greater experience. Although Krupinski stresses the 

importance of human factors in her work, she does not make any reference to the impact of the 

GUI design.  
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Figure 27: Comparison of Expert (Left) Vs Novice (Right) search patterns (Krupinski, 2010)  

In relation to GUI evaluation, Moise et al (2006) employ a complex set of simulated radiology GUI’s 

(As shown in Figure 28) and non-radiologists to test interface designs using eye-tracking. Although 

this work is principled from a methodological point of view, the highly representational nature of 

the method suffers from a marked lack of ecological validity.  

 

Figure 28: Simulated Radiology GUI evaluation with eye-tracking (Moise et al, 2006)  

Rather than study the whole Radiology GUI, researchers tend to concentrate on discreet 

clinical/HCI problems. For example, Hatten et al (2004) capture radiologist’s search behaviours 

with eye-tracking to evaluate the use of computer aided diagnostic systems in mammography; 

they demonstrate a significant impact on gaze behaviours after the introduction of prompting by 

the CAD system. And Atkins et al (2007) evaluate two stack mode layouts for 3D medical images 
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using stripped down GUIs and radiology look-alike tasks; measuring the response times and 

accuracy of radiologists using the length of fixations and saccades as efficiency metrics.  

 

4.4.4 PROCESS TRACING  

Glaholt & Reingold (2011) provide a useful review of the use of eye-tracking as a cognitive process 

tracing methodology in relation to naturalistic consumer search behaviour in supermarkets. 

Within this work they attempted to uncover the timeline of gaze behaviour in a decision-making 

task and to devise a model of the decision-making process based on a process mapping of the eye 

tracking data. In this work they stress that:  

"Eye movements are highly task dependent and linked to our cognitive goals".  

Patrick and James (2004) review the differing approached to process tracing of complex cognitive 

work tasks, with a focus on producing temporal accounts of an individual’s chain of reasoning. To 

this end, they propose a four‐stage generic model of process tracing comprising: Data Collection 

(including behavioural records, verbal reports and eye movements); Transcription, integration 

and segmentation of data into a time‐lined account; Coding using cognitive categories; and 

further Analysis and Representation of the data.  

Data Collection: Process records can be collected from a person’s actions, or their verbal reports 

elicited either concurrently or retrospectively. This action information is commonly captured with 

keystroke tracking; event logs and video recordings (Patrick and James 2004). Although Think 

Aloud Protocols are a useful process tracing technique, the concurrent verbalisation required is 

at odds with the cognitive and verbal behaviours under investigation (ibid).   

Pinsky & Theureau (1987) recommend the combination of eye-tracking, video recordings and 

keystroke information to provide a greater depth of insight regarding the participants behaviour. 

Overall, Hoffman et al (1995) make the very general conclusion that, methods may differ in terms 

of the way that knowledge and strategies need to be elicited.   

Segmentation: Russo and Leclerc (1994) segment the eye-tracking process timeline based on the 

first fixation of each decision alternative. Similarly, Land (2009) segments via the saccade that is 

made when the eyes leave one object and moved on to the next. These ‘‘next object’’ saccades 

can be used to chunk the task as a whole into separate object-related actions (ibid). Matsuda & 

Takeuchi (2014) automatically segment the timeline using isolated gaze points, that do not 

participate in any fixations, as the delimiter for second-order chunking behaviour. These “Isolated 

Saccades” are more often referred to as “Transitional Saccades” (Ahlstrom & Kircher, 2017). 

However, the most common method of parsing the participants eye-tracking behaviour is by 

recording the number of fixations within “regions or areas of interest” (ROI/AOI) superimposed 

onto the interface or environment by the eye-tracking post processing software (Farnsworth, 

2020).  

Coding: The coding at the heart of any process tracing is a taxonomy of cognitive-related 

categories that are used for encoding the transcribed data (Patrick and James, 2004) hence the 

process of coding is unique to the action sequences under investigation.   
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Analysis and Representation: Alexander (1977) and Dearden & Finlay (2006) observe that the 

character of human work emerges from the repetitive patterns of behaviour. Hence a key 

component of this study is the analysis and representation through modelling of the patterns 

found within the radiologists reporting workflow. This material will be covered in the following 

chapter on Modelling and within the Research Strategy.  

 

4.4.5 ACTIVITY EVALUATION VIA PROCESS TRACING  

In relation to quantitative evaluations, Process Tracing is a temporal modelling technique used to 

produce a description of how a person tackles a dynamic work task, that can be used to make 

comparisons (Patrick & James, 2004). Schult-Melenbeck, Kuhberger & Johnsen (2019) produced 

“The Handbook of Process Tracing Methods”, a compilation of articles elaborating the current use 

of process tracing methodologies within research. Schulte-Mecklenbeck et al. (2017) provide a 

graphical outline of the most common process tracing methods plotted on two axes: Temporal 

Resolution, and Distortion Risk (i.e. how likely does the method distort the measured process); 

and these are set out under 4 categories. Subject reports recording the verbalized thoughts of 

participant Interactive measures provide data on information search patterns. Peripheral 

psychophysiological measures quantify arousal and cognitive effort. Finally, elements of neural 

processes are studied using neural techniques (As shown in Figure 29).  

  

  

Figure 29 Process Tracing Methods (Schulte-Mecklenbeck et al, 2017)  

In relation to judgment and decision-making, fixation sequences can provide detailed traces of 

the information processing with a low distortion risk (ibid). Specifically, total fixation times [or 

Gaze Episodes] and the order of fixations related to the “Objects of Regard” can reveal important 

aspects of the decision process, (Russo, 2019). For example, mean fixation duration [or dwell time] 

is usually interpreted as an indicator of processing depth or effort (Pieters & Warlop, 1999). This 

approach is commonly achieved by segmenting the fixation timeline into sequences of Gaze 

Episodes with the use of Areas (or Regions) of Interest AOI/ROI, which are generated with 



 

  

  
72   

software templates that are overlaid on the field of view in relation to the objects of regard within 

the recorded field of view.  

Fixations within these AOI can then be tracked and segmented to achieve a process trace of the 

attentional dynamics of the user. (As shown in Figure 30). In relation to detecting attention related 

to systems interaction, the use of AOIs very common.  

  

Figure 30 Process Tracing using AOIs (Raschke, Blascheck & Ertl, 2014)  

The clustering of fixations using AOIs is only indicative of general attention, and does not provide 

information about the specific nature of an interaction, i.e. a fixation cluster related to one AOI 

can be related to numerous types of interactions in the same region of the GUI. Furthermore, the 

AOI method imposes an unnatural set of constraints on the segmentation process that is not 

necessarily a true representation of the natural cognitive segmentation of the behavioural stream 

e.g. when two different actions are performed in the same part of the GUI causing the AOI to 

overlap (Holmqvist et al, 2011 Pg 221).  

Finally, Noriyuki & Haruhiko (2011) attempt to automate the segmentation of the fixation 

sequence using isolated [transitional] saccades as the breakpoint delimiter, as a way of extracting 

a more naturalistic trace. This is early work and has only been applied to evaluate the way that 

participants view web pages.  

 

4.4.6 MEASUREMENT OF MENTAL WORKLOAD   

Cognitive load refers to the total amount of mental effort being used in working memory, and also 

referred to as mental workload (MWL) (Franssilaa, Okkonena & Savolainena, 2016). Toa et al 

(2019) provide a review the physiological measures correlated with mental workload, these are 

electrocardiography (ECG), eye movements, electroencephalogram (EEG), respiration rate, 

electromyogram (EMG), and skin resistance.   

The relationship between the eye-tracking metrics of saccadic amplitude, duration, and (peak) 

velocity can be correlated with MWL, and has been called the ‘main sequence’, (Bahill et al., 1975) 

but must be calibrated with respect to normative values (Di Stasi et al, 2011). Also, modern eye-

tracking systems can measure Task-evoked Pupillary Response (TEPR), where the pupils dilate 

slightly in response to momentary cognitive load. Unfortunately, TEPR cannot be measured 
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reliably for single episodes of cognitive load, and must be combined over repeated measures 

(Klinger et al, 2008). However, long fixation duration is also correlated with high cognitive 

workload and effort, and this can be measured without calibration or repeated measures 

(Shojaeizadeh, Djamasbi, & Trapp, 2016).  

In relation to consumer decision research Schaffer et al (2016) state that eye-tracking process-

tracing can reveal temporal changes in cognitive states, referred to as decision markers. These 

decision markers split the decision-making task into smaller sub-tasks called decision stages or 

more generally as attention phases (ibid). The most common method of identifying attention 

phases in relation to HCI observations is with the use of AOIs, where the geographic location of 

the GUI is assumed to be associated with one type of activity (Holmqvist et al, 2011 Pg 189). For 

example, Feng et al (2018) combine eye-tracking and physiological measurements over attention 

phases to evaluate pilot mental-workload in flight simulators. Ultimately, the aim of process 

tracing is to facilitate analysis of the user's behaviour via a timeline visualisation of the ongoing 

phases of interaction.   

 

4.4.7 EFFICIENCY, PRODUCTIVITY AND THE VALUE OF ACTIVITY  

It is a truism to state that some computer-based activities achieve more than others. The early 

years of HCI tended to be dominated by quantitative evaluations of Human Performance Factors 

in relation to computer systems and interfaces (Byrne & Pew, 2009 Pg 225). With the 

democratisation of technology, the emphasis moved towards the broader more qualitative 

evaluation of user experience with a focus on providing a meaningful, relevant experience for the 

user (Rogers, Sharp & Preece, 2011 Pg 18).   

In relation to the difference between performance and efficiency; productivity is a measure of 

output over time, whereas efficiency measures input versus output. (Mulholland, 2017). 

Furthermore, the “Principle of Less is More” is a concept applied within usability engineering, user 

performance and system design (Nielsen, 1994), e.g. a poorly designed interface can initiate a 

high level of user activity, but low levels of efficiency as the user spends a lot of time achieving 

very little. Although, techniques such as GOMS can act as the modern equivalent of time in motion 

studies to indicate inefficient tasks and task sequences (Byrne & Pew, 2009 Pg 249), but these 

approaches do not discriminate between the broader utility of the actions in real world settings 

(John & Kieras, 1996).  

Whitfield et al (1993) differentiate between two different classes of task within a work domain: 

Work Tasks that directly achieve some change of the work domain objects which moves those 

objects closer to the desired work goal. And Enabling Tasks that achieve some change of the work 

domain that enables a work task to be performed. E.g. Logging into a Radiology System [Enabling 

Task] before looking at an image [Work Task]. Cooper & Shallice (2006) take a similar view by 

building upon Schwartz et al’s (1991) concept of a Crux Action, to create Crux, Enabling, and Tiding 

actions. Where the crux action within a sequence is the one that achieves the primary goal of the 

sequence. This concept of the utility of actions is echoed by Iannessi et al (2018) who suggest an 

efficacy metric for radiologic UI usage could be calculated using the highest ratio of “eyes-to-

image” versus “eyes-tointerface”.  
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Finally, the problem of distractions is well-documented in the lives of Radiologists, contributing 

towards medical errors, occupational stress and burnout; see (Krupinski & Berbaum, 2010; Feil, 

2013; Brusin, 2014) for descriptions of the problem in healthcare and radiology. The nature of 

distractions needs little explanation other than to say that they involve the direction of attention 

away from the current object or task, and this is detrimental in situations requiring cognitive 

processing of large amounts of complex information (Feil, 2013).  

    

4.5  MODELLING COMPLEX TASK BEHAVIORS  

 

This Chapter sets out the theoretical background for model development, from 

the purely philosophical characteristics of a model, through to data modelling 

and conceptual model development. The aim is to provide a conceptual 

framework for understanding the use of modelling within this study and the 

uses of workflow modelling within the radiology literature as a whole.  

 

  

The general aim of scientific modelling is to make the relationships between phenomena more 

comprehensible by producing approximate or idealized representations of reality that can be used 

for the purposes of prediction, visualization or simulation. (Hartman, 2008) Also models tend to 

capture the essence of a phenomenon in an intuitive and visualizable way with only a few 

assumptions (ibid). For example, Carayon (2006) models the design-cycle for sociotechnical 

systems development as analogous to a cog working in conjunction with the other cogs or 

processes of the of the sociotechnical system itself (As shown in Figure 31), a simple graphical 

model that coincidentally informs the overall aims of this study.   
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Figure 31: Model of the Design Cycle for Socio-technical Systems (Carayon, 2006)  

  

Models can perform two fundamentally different representational functions. On the one hand, a 

model can be a representation of a selected part of the world referred to as either the target 

system or domain; such models are either models of phenomena or models of data. On the other 

hand, a model can represent a theory in the sense that it represents the interplay between the 

laws and axioms of that theory. These two notions are not mutually exclusive, as scientific models 

can be representations in both senses at the same time. (Frigg & Hartmann, 2020).   

Broadly speaking there are three main types of scientific models (Rogers, 2012): Physical models 

are simple physical representations of the thing being studied; Mathematical or Computational 

models are sets of equations that are used to make predictions and simulations; and Conceptual 

models that tie together many ideas or concepts to explain phenomenon. In addition to these 

model types there are also models of data which represent the associations and rules within 

empirical data sets; these should not be confused with the more formal but related concept of a 

data model used within computer science. A Model of Data is a corrected, rectified and 

regimented treatment of the original raw data (Frigg & Hartmann, 2020).  

In relation to model development, a conceptual model should fulfil four fundamental objectives 

(Powell-Morse, 2017):  
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• Enhance understanding of the representative system  

• Promote efficient conveyance of system details between team members  

• Provide a point of reference for system designers to gather system specifications  

• Document the system for future reference  

One of the keyways a model can achieve these objectives is by transforming the relationships 

within the target domain into a form that can be more easily understood and manipulated. 

However, from a fundamental perspective, how marks on canvass, [or more currently, switch 

states within computers] can depict something beyond their simple physical existence has puzzled 

philosophers and aestheticians for a long time (Frigg & Hartmann, 2020). Hence the semiotics of 

the representational form of a model is considerably beyond the scope of this review, see 

(Kralemann & Lattmann, 2011) and (Noth, 2018) for an overview. Suffice to say that a model 

embodies a set of core representational relations between the model and the original target 

domain that is being modelled (Kralemann & Lattmann, 2011). Consequently, models act as 

mediators between theory and the world, and this can occur in four different ways 

(Peschard,2011):  

1. The model is used to draw inferences about the target domain  

2. The model is used to provide insight about the theory   

3. The model is used to provide insight about itself  

4. The model is used to provide insight about other models  

Also, meta-models can be formed by combining and nesting other models and theories. Hekler 

(2013) sets out a continuum of behavioural theories across a range of specificity that describes 

how generalizable models can be constructed from empirical findings through constructs and 

conceptual frameworks, on up to meta-models (As shown in Figure 32).   

  
Figure 32 Continuum of behavioural theories (Hekler, 2013)  

  

Although models are powerful conceptual tools, they do suffer from a number of general 

limitations. One of the main disadvantages of a model is that it is a simplified abstraction or 

idealization, and some potentially important relationships within the real world may not be 



 

  

  
77   

included. Furthermore, Cartwright (1989) speaks of the process of abstraction creating a ”degree 

of departure from truth”, and de Hann (1991) discusses the lack of completeness within models.  

A model should be applicable to a variety of user-populations, types of tasks and modes of 

interaction. However, the process of constant technological change can compromise the degree 

of model applicability creating the risk of misapplication (de Haan et al, 1991). Also, models tend 

to utilize a context free grammar, based on ideal users and scenarios (ibid) which can limit the 

scope of applicability of any model. Finally, some HCI/UX activity cannot be formalized in the form 

of a model due to their complexity, dynamism and practicality within the design process (Dix, 

1988).  

 

4.5.1 USER MODELING  

 Fischer (2001) states that:  

“The challenge in an information-rich world is not only to make information available to people 

at any time, at any place, and in any form, but specifically to say the right thing at the right 

time in the right way”.   

Hence the goal of user modelling is to develop an accurate understanding of the user in terms of 

behaviour and needs in a form that can usefully inform the design process (Rogers, Sharp & 

Preece, 2011) or as Livari & Livari (2011) put it, to achieve a good fit between the system and user 

within the process of user centred design.  

The terms User Model and User Modelling can be used in two closely related ways, firstly there 

are the formal data models that allow a UI to dynamically adapt to the specific needs of the user 

(MedinaMedina & García-Cabrera, 2016); and  secondly, there are more general representations 

of the users characteristics and needs which can support the process of design (Longo et al, 2018); 

which is the meaning adopted in this thesis. Medina-Medina & García-Cabrera, (2016) provide a 

comprehensive taxonomy of the possible elements of any user model (As shown in Figure 33).  
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Figure 33 Taxonomy of the Elements of Any User Model (Medina-Medina & García-Cabrera, 2016)    

Fischer, 2001 takes a less detailed view, differentiating between only four different types of user 

models:  

• Models of user behaviour that reside inside the computational environment [to 

optimise interaction]  

• Mental models   

• Task models   

• Interaction models   
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Combining Medina-Medina & García-Cabrera (2016) and Fischer (2001), and also taking the 

observational limitations of this study into account, it can be seen that the aim of this thesis is to 

derive a domain/context dependent task model based upon direct observations of the users 

situated workstation interactions. Although the direct evaluation of the user's mental models and 

related cognition is not possible within the scope of this study, the behavioural artefacts of the 

participants individual cognition will be visible, and this will be covered in the discussion.  

 

4.5.2 TASK MODELING IN HCI  

Stuart Card and colleagues imagined HCI would become a field where complex systemic problems 

could be solved via modelling and optimization (Oulasvirta, 2019). de Haan et al (1991) review the 

formal modelling techniques that have been developed since the time of Card to model and 

optimize the process of computer interaction under four different categories: External Tasks, User 

Knowledge, User Performance and the Computer System.   

One of the key conceptual frameworks developed to provide an overview of the HCI process is the 

Model Human Processor (MHP) of Card, Moran, and Newell (1983), which became of central 

importance to the development of a broad spectrum of approaches to HCI evaluation. The MHP 

(As shown in Figure 34) assumes that the brain is capable of performing various information-

processing operations, such as comparing, matching and calculating based on three interacting 

systems, I.e. the perceptual, motor and cognitive systems.  

   
Figure 34 Model Human Processor (Card, Moran, and Newell, 1983)  

Many modelling techniques have been developed using the conceptual framework of the MHP 

model to help describe, analyse and predict user behaviour and the time needed to complete 

tasks. See de Hann et al (1991) and (Crystal & Ellington, 2004) for summaries of the available 
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techniques and models. Two often cited modelling approaches in this category are the GOMS 

model (Goals, Operators, Methods and Selection Rules) of Card, Moran and Newell (1983) and 

the Cognitive Complexity Theory (CCT) of Kieras and Polson (1985). The GOMS model codes the 

tasks that make up the user's interaction as a timeline of production rules made up of Goals, 

Operators, Methods, and Selection rules for choosing among competing methods used to achieve 

the intended goal. The resulting models demonstrate the goals and strategies used to complete 

tasks by parsing the timeline into production rules methods and operators (Figure 35 provides an 

example of the production rules used in a GOMS model). Similarly, Cognitive Complexity Theory 

(Kieras and Polson, 1985) is based on GOMS but aims to model the cognitive aspects of choice by 

adding conditional goals with the use of IF-Then statements to the production rules.  

  

Figure 35 GOMS Production Rules for Using a Cash Machine (Webb, 2020)  

Although these modelling techniques can be used to make useful comparisons and predictions, 

they have some major drawbacks. They are labour intensive (Hollaway, 2017) and cannot deal 

with error repair, non-expert performance and problem-solving (de Haan et al, 1991). Hence 

GOMS type models have generally fallen out of favour (Oulasvirta, 2019), and are not specifically 

applicable to the problem-solving focus of the reporting workflow. Nevertheless, the underlying 

concept of the action sequence and related action languages are informative when describing and 

comparing the behavioural streams associated with the reporting workflow.  
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4.5.3 HIERARCHICAL ACTIVITY MODELING  

Activity theory is receiving a renewed interest due to its use in activity recognition systems within 

pervasive computing applications (Helal & Kim, 2010; Saguna et al, 2013). Activity theory, 

originally founded by L. S. Vygotsky during the 1920s and 1930s and formalized by Leontiev in 

1979 (Kaptelinin & Nardi, 2018), is a philosophical, cross-disciplinary framework for studying 

different forms of human practices where the transformation of an objective into an outcome 

motivates the existence of an associated activity (ibid). Leontiev (1981) regards Activity as the 

“Unit of Life”, and his theory is often applied implicitly or explicitly within activity recognition 

research (Helal & Kim, 2010), but has been historically applied at a higher level of human 

behaviour through ethnographic workplace studies (Crystal & Ellington, 2004).  

Helal & Kim (2010) update Leontiev’s conceptual model (1981) for practical application within the 

fields of Activity Recognition Systems, asserting that behaviour ascends hierarchically from 

discreet operations and actions through to activities and meta-activities. The applicability of this 

model within the field of activity recognition speaks to its general validity when approaching any 

type of complex structured HCI modelling task. (See the central part of their model in Figure 36).  

  
Figure 36 General Hierarchical Activity Model (Helal & Kim, 2010)  

Alternatively, from an HCI perspective, Newell (1994) developed the influential “Time scales for 

Human Action” model in which he asserted that human activity can be classified by twelve 

different levels of processes, grouped by time scales, across four different bands (As shown in 

Figure 37).  
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Figure 37 Newell’s Timescales of Human Action (Newell, 1994, Pg 122)  

Salvucci & Taatgen (2010) explain that this perspective allows the modelling process to focus on 

the task domain at timescales that best quantify behaviour relevant to the chosen research 

question; and provide a number of examples related to measurement of multitasking behaviour 

(As shown ion Figure 38).  

  
Figure 38 Examples of the use of Newell’s Timescales (Salvucci & Taatgen, 2010 Pg 16)  

Although Newell's Time scales for Human Action is a powerful conceptual model describing the 

hierarchical nature of human behaviour and task management over time, there does not appear 

to be any attempt at a critique of the model within the literature. Authors who cite Newell, usually 
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take it as self-evident that the terminology and time units are correct because the model was 

derived from Newell’s work in computer based cognitive modelling. Furthermore, it provides little 

guidance on how to segment human behaviour into the various time-bands, Card and Newell 

(1985) admit that there is a paucity of empirical cognitive mechanisms at durations over a minute.  

Burns & Baxter (2006) take Newell’s framework as a starting point but are less rigid in their 

definition of time-bands, stating that the number of bands required, and their actual granularity 

is system [or context] specific. In their Time-bands framework, each band is represented by a 

granularity of events composed of activities within the hierarchical band/s below (As shown in 

Figure 23: Ch 3). Within their framework they allow for serial-multitasking using the interleaving 

of activities and events within bands, and concurrent-multitasking using activity within concurrent 

bands at the same hierarchical level.  

Zacks & Tversky (2001) provide a taxonomy of event partonomies based on how participants 

segment activities using retrospective perceptual evaluation. They take the “Event” as the basic 

atomic element of activity and combined them sequentially to form “Actions”. Iqbal and Baily 

(2007) apply this approach by observing that activities can be segmented using breakpoints, with 

three meaningful granularities: Course, Medium and Fine. Where, a breakpoint represents the 

moment of transition between two observable units of task execution, and Events can be found 

at the finest granularity.  The level at which operators are defined may vary, and this level defines 

the granularity of the model. In his thesis, White (2009) provides an overview and critique of these 

approaches; stating that there are problems associated with the definition of the granularity at 

different levels with bands that are partially ordered or overlapping. One of the main problems 

with these approaches is that they are based on the participants subjective opinion of the 

significance and location of the breakpoints.  

The Object Related Actions approach of Land et al (1999) achieves some level of empirical 

reliability with the use of eye-tracking, where the breakpoints or “temporal markers” are based 

upon the transitional or “next object” saccades. Unfortunately, Land et al(ibid) develop the 

granularity of their decomposition in terms of a four-level top-down control hierarchy with the 

ORAs (or A1s) occupying the fourth level of granularity which they describe as being irreducible in 

a functional sense e.g. for tea making, “replace kettle lid” which is in itself a complex activity, 

potentially made up of a number of smaller distinct events.  
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Figure 39 Timeline model using ORAs (Land et al,1999)  

Land et al (1999) describe the conjunction between fixations and movements during object 

interaction as a “natural” unit of behaviour. The theoretical value of these ORA’s is that, according 

to Land et al, they also correspond with the basic unit of behaviour (A1) within the Action Coding 

System of Schwartz et al (1991) which is derived from empirical cognitive neurophysiological 

observations. From Schwartz these basic units of behaviour can be linked to form action timelines 

referred to as A2s (As shown in Figure 39).   

 

4.5.4 MODELING AND MEASURING MENTAL WORKLOAD  

To make an evaluation of overload, any modelling approach must be sensitive to the aspects of 

the workflow that relate to human performance and cognitive complexity. For a general overview 

of workload and cognitive load see Casner & Gore (2010); Meshkati & Hancock (2011) and Zu et 

al (2019); and for the use of eye-tracking to evaluate cognitive load see Klinger (2010); Holmquist 

et al (2011) and Zu et al, (2018).  

Wickens et al (1992 Pg 41) asserts that:  

 “The concept of workload is fundamentally defined by the relationship between [cognitive] 

resource supply and task demand”.  

In relation to modelling it is necessary to track metrics that correlate with cognitive load which 

can also act as a physiological proxy of task demand (Klinger, 2010). This is not the same as the 

GOMS type techniques, which model human interaction performance over time (John et al, 2004) 

rather than the cognitive costs associated with mental workload (Wilson, 2002).  

It has already been stated that observations made with eye-tracking offer detailed measurements 

with low distortion (Schulte-Mecklenbeck et al, 2017). Joseph & Murugesh (2020) provide a 

summary of the current eye-tracking metrics that have been found to correlate well with cognitive 

load. (As shown in Table 2).   

Type of Eye-tracking Metric  Metrics  

Cognitive Task Analysis Metrics  Time on Task & Steps to Complete Task   

Eye Tracking Visualization Metrics  Heat Maps & Gaze plots  

Fixation Metrics  Fixation Duration, Fixation Count, Fixations per  

Area, On-target Fixations, Time to first fixation,  

 Fixation Rate, Dwell Times & Attention 

Switching Frequency  

Saccade Metrics  Saccade Length, Number of Saccades, Saccadic 

amplitude & Saccade Duration  

Scanpath Metrics  Scanpath Duration, Scanpath Length, Scanpath 

Regularity, & Saccade/Fixation Ratio  

Pupil Dilation Metrics  Pupil Size  

Blink Metrics  Blink Rate, Blink Duration, & Blink Latency  
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Table 2: Summary of Eye-tracking Metrics related to Cognitive Load (Joseph & Murugesh, 2020)  

Although there are a variety of useful metrics that can act as proxies for cognitive load, they can 

only be applied under certain circumstances, and in conjunction with the uses of appropriate 

equipment and software. For example, pupil dilation measurements need to be calibrated using 

time and stimulus locking (Hershaw & Ettenhofer, 2018) making pupillometry unsuitable for 

uncontrolled studies. Also blink rates decline when processing visual stimuli but increase during 

memory tasks (Cain, 2007), making it a complex metric to interpret in naturalistic observations.  

In relation to this thesis, we are only concerned with the simplest of these measures (As shown in 

the Research Strategy) I.e. the Gaze analytics metrics related to Time on Task, Dwell Times, and 

the Steps to Complete the Task. The Cognitive Processing Argument (Kotval & Goldberg, 1998) 

states that if visual objects are difficult to encode the fixation duration, or dwell times, will be 

longer due to the complexity of the cognition involved during attentional engagement. Where, 

the Dwell Time is the summation of the duration across all fixations on the current object of 

interest (Lin & Lin, 2014). Cowen (2002) explains that in relation to a user’s interaction with the 

interface, processing of the fixated object controls the duration of the fixation and the related 

dwell times are determined by the difficulty of the cognition required for the interaction. 

Furthermore, Brams et al (2018) provide a detailed theoretical argument to explain why the faster 

and more efficient information processing of experts leads to shorter dwell times.  

Another simple measure that is sensitive to the workload complexity is the number of steps or 

actions taken by the operator to complete the task. Large numbers of steps imply high workload, 

while a task that can be accomplished in only a few steps correlates with low workload (Casner & 

Gore, 2010). And this in turn has been indirectly linked with cognitive load via a correlation 

between the number of steps taken to complete tasks and pupil dilation (Shojaeizadeh et al, 

2019).  

Finally, eye-tracking metrics are often used in conjunction to provide triangulation between the 

different measures. From this perspective, Neerincx (2003) takes a holistic approach to modelling 

cognitive load with the use of three concurrent eye-tracking metrics, namely: Task Set Switching 

[No of Steps], Time on Task, and the Level of Information Processing. He then maps out the 

relationships between these metrics and related cognitive load during task performance (As 

shown in Table 3).   
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Table 3: Holistic Model of Cognitive Load (Neerincx, 2003)  

  

 

4.5.5 MODELS IN RADIOLOGY  

There are a wide range of models used in the field of radiology from business process models and 

data storage models, to the perceptual models and advanced machine learning models that are 

used in computer aided detection systems. Of specific interest to this thesis are the models that 

relate to workflow.  

Business Process mapping with the use of swim-lanes and timelines is a popular and useful 

modelling tool that is often used within healthcare. These models aim to map out the relationships 

between the broader organisational concepts within the radiology profession (Noumeir, 2006). In 

this model the reporting process is modelled in its very broadest sense within the process of the 

Radiologists swimlane (As shown in Figure 40).  
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Figure 40 Radiology Business Process (Noumeir, 2006)  

  

Crosskerry (2009) has proposed a conceptual model of diagnostic reasoning that brings together 

recent developments in cognitive psychological theory, medical decision theory, and the realities 

of clinical practice (As shown in Figure 41). Although this model could be potentially applied to 

radiology decision making, it is not clear how such a conceptual model could inform the process 

of radiology workflow without any reference to event management or temporal structure.  

  

  
Figure 41 General Model of Diagnostic Reasoning (Crosskerry, 2009)  

Nodine & Kundel provide their seminal model of radiologist’s visual search (1987) based on 

eyetracking studies of lung nodules from chest x-rays (As shown in Figure 42). This model attempts 

to classify the different phases of image interpretation starting with a global impression obtained 

during a very short glance, and then moving on to detailed scrutiny of the image during the 

scanning phase, before final diagnosis is made. Although the research of Nodine & Kundell has 

many similarities to this study, it has some significant differences. Firstly, the research was 

performed in a controlled laboratory environment where only a small part of the image 

interpretation workflow was replicated, I.e. using only one pathology type and not including the 

report construction and dictation. Secondly, the research involved the plain film (pre-digital) 

workflow with no workstation interaction. Finally, the eye-tracking technology used to capture 
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the observations was more cumbersome and intrusive, and the actual method is not well 

described in the original paper.  

 

Figure 42: The visual search detection model (Nodine & Kundel, 1987)  

    

5  ETHICAL APROVAL & PARTICIPANT CONSENT  

  

With all research there is a need to apply due diligence in relation to the way that the research is 

conducted (Polgar & Thomas, 2011 Pg 21), especially in relation to the human rights of the 

patients and the participants involved. This study required a high level of ethical approval because 
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of the use of situated observations of the reporting clinicians during the reporting process which 

involved live patient data and the associated clinical risk (HRA,2012).  

Approval Pathway: The HRA Ethics application was made with the intention of collecting data 

from three different clinical sites which involved a higher level of approval than just one site. 

Unfortunately, this goal was not achievable for bureaucratic reasons, so ultimately the data was 

only collected from one research site.   

The process of acquiring ethical approval was as follows:  

• A research protocol was developed to explain the rationale, and main elements of the 

project plan. (Appendix vii)  

• The Faculty of Engineering agreed to act as sponsor for the research project and to provide 

documentation to that effect (Appendix viii-B).  

• As part of any University Research Project the study was covered by the Kingston 

University Research Indemnity (Appendix vii-D).  

• The research proposal was then submitted to the Radiology Clinical Lead at the clinical 

site and received local permission (Appendix vii-C).  

• The HRA (Health Research Authority) Ethics Application was then made via IRAS 

(Integrated Research Application System) which includes the project proposal. This 

process took much longer than usual due to the unusual nature of the research method. 

Once the application had been accepted by the HRA, the research proposal was presented 

at an HRA ethics review board.  

• After an arduous approval process, caused by an administrative disagreement between 

the HRA and the local research office, the HRA conceded that the project did need ethical 

consent and provided a favourable opinion (Appendix vii-A).  

• Once all the appropriate permissions and approvals were in place data collection could 

commence.  

Patient Safeguarding: There was the possibility that the experimental procedure would 

compromise the observational abilities of the participants, causing them to miss critical findings 

during the reporting of each examination. To mitigate this problem, the reporting practitioners 

were asked to reject any high-risk cases, and only authorise the reports after the observational 

session was completed.   

Patient Confidentiality: Although patient information was only indirectly recorded in the 

observational process, the patient’s right to confidentiality was respected at all times. The chief 

investigator is a member of the NHS staff at the site where the observational sessions were 

performed, with a genuine clinical relationship with the patients whose examinations were 

reported during the sessions, but other members of the research team are members of the public.   
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The situated method used within the study allowed the participants to make all the normal patient 

choices within their routine practice from the live radiology worklists. However, this naturalistic 

approach prevented the researcher from knowing in advance which patients would be involved 

in each session. Consequently, it was not possible to contact the patients to seek informed 

consent prior to the observation sessions. Ethical approval for the study was applied for prior to 

GDPR, so the permission to collect data without informed consent from the patients was made at 

the discretion of the HRA Review Committee under the guidance from the guidelines set out by 

the NHS Confidentiality Advisory Group (CAG, 2012).  

To ensure confidentiality, all outputs of the observational sessions that contained any patient 

related data were stored in a single place on a secure hard drive. The resolution of the composite 

videos used for coding was not high enough to be able to read the patients demographics, and 

the reporting clinicians do not read out any identifying patient information during report 

generation. Finally, each patient report was only ever referred to by a number within this final 

thesis.  

Participant Confidentiality: Again, all the scene, and composite videos were stored in a secure 

location. The participants were asked not to speak to each other about the observational sessions. 

And although some details about the experience of the participant's is documented in the results, 

the identity of the respective participants is not mentioned. It was beneficial to show some 

examples of the observational technique within various presentations and this report. The 

participants who appear in this material have given their explicit permission for the images and 

videos to be used for demonstration purposes.  

Participant Recruitment and Consent:  

• The Participant was initially requested to take part in the observational sessions with an 

email (Appendix ix-A).  

• Each participant was also asked to take part in person.  

• Each reporter was fully informed about the procedure and any potential risks to the 

patient within a Participant Information Sheet (Appendix ix-B).  

• All participants were then asked to provide fully informed consent for their involvement 

by signing a Participant Consent Sheet (Appendix ix-C).  

  

Ethics of the Observation Techniques: The participants were advised to end the session if the 

eyetracking system was causing them any difficulties. The participants were also advised to save 

the reports instead of authorizing them, so that any errors caused by the observational technique 

could be corrected after the session was completed. Finally, the participants were advised to 

reject any examinations that were considered to be too complicated or risky for the observation 

session.  

Data storage and Processing: All recorded data from the experimental sessions containing names, 

dates of birth, and audio recordings of the patient's radiological findings will be destroyed at the 
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end of the project, or after 10 years. The final project report will not contain any reference to the 

patients, their results or any reference to the participants (Unless explicit consent has been 

obtained). All the project data was stored on a password protected hard drive and duplicate 

copies were stored on the Kingston University Box system, which is also password protected.  

Personal Conduct: The researcher is aware of the importance of performing all aspects of the 

research with respect for the patients, participants and the organisations involved. Every attempt 

has been made to ensure this project exemplifies the best qualities of science and research to 

maintain the validity of the results, and more broadly, to encourage trust in the scientific process.  
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6  SITUATED OBSERVATIONAL METHOD  

  
 

6.1  PILOT STUDIES & EQUIPMENT EVALUATION  

Prior to the commencement of the formal case studies, the situated method was explored, 

refined, and evaluated using a number of pilot studies. The ultimate method involved capturing 

the behaviours of the Radiologists and Reporting Radiographer during the reporting workflow 

with the use of multimodal observations over a period of twenty minutes using:  

• Tobii eye-tracking glasses  

• Cam Studio screen recorder  

• Scene video recorder  

  

The postprocessing and anonymisation of the videos sessions was achieved by combining the raw 

videos together into one synchronised composite recording using Adobe After-effects. The 

recordings where then coded with the ANVIL open-source video annotation application to 

produce timestamped hierarchical task sequences. (See Appendix ii for more information about 

the development of the situated method with the use of the pilot studies; and Appendix xiii for a 

generalised Research Protocol which can be used for any situated observations).  

6.2  PARTICIPANT RECRUITMENT & CONSENT  

Each potential participant was invited to participate via email (As shown in appendix viii) and given 

assurances over the safety, confidentiality and rationale of the observation sessions.      

The email invite was also followed up with an informal discussion to encourage participation and 

to alleviate any concerns that the participant might have. This was done whilst also avoiding any 

reference to the method of observation which could prime the participant to the nature of the 

task.  

Each participant who agreed to take part, was then offered a convenient timeslot for the 

observation session. Prior to the reporting session, the participant was asked to read a participant 

information sheet (Appendix ix) and sign a consent form (Appendix x).   

  

6.3  INSTRUMENTATION & ENVIRONMENT  

Distraction Limitation: In order to protect the participant from any distractions during the 

observational sessions, the phone within the room was disconnected and the participant was 

asked to turn off their mobile phone. Although this precaution reduces the ecological validity of 

the observations, it was felt that this was not an unreasonable step to take given that any 

telephone conversations would introduce a highly complex and unhelpful distraction within the 

observational process.  
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The participant performed the reporting session in an isolated reporting room with a do not 

disturb sign on the door. Furthermore, the experimenter stayed outside the reporting room to 

prevent anyone entering the room during the observational session.   

Workstation & Software Environment: Each participant worked with their regular workstation 

running: Windows 7, the Sectra IDS5 PACS Viewer, the Soliton Reporting Plus digital dictation 

system with the Speechmagic voice-recognition engine. Each workstation was equipped with two 

Barco highdefinition monochrome diagnostic monitors (2048 x 1536) and one HP Compaq 

LA1951g information monitor (1280 x 1024). Voice recognition was supported with a Philips 

Speechmike Pro. The HP Z400 Workstation consisted of Intel Xeon W3540 (2.93 GHz 8Mb cache 

QPI Quad Core HT Turbo) processor, 4 GB DDR3 RAM, 500 Gb hard drive, NVIDIA Quadro graphic 

card.  

Room Lighting: Radiology reporting is usually performed under low light settings so that there are 

no screen reflections. However, the scene camera needed some ambient light within the room 

for optimal performance. Hence, some ambient light was allowed within the room via either a 

partially covered window or a desk lamp, and this provided a suitable working compromise.  

Scene Camera Set-up: The scene video was recorded with a LG G5 smartphone on a small tripod 

at a resolution of 640 x 480 pixels and 24 frames per second. The tripod was set up approximately 

30 cm above the height of the surface of the reporting desk so that all the keyboard and mouse 

interactions could be clearly observed. The camera was also placed at a 40 degree angle to the 

plane of the monitors so that all the activity on the screens and the desk could be recorded 

without being obscured by the presence of the participant (As shown in Figure 43).   
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Figure 43 Scene recording showing eye-tracking glasses  

Eye-Tracking Setup: The observation sessions were recorded with a set of Tobii Pro eye-tracking 

glasses (As shown in Figure 44). Prior to the observation session the data recorder and the 

calibration tool were charged, a blank 2 Gigabyte SD card was inserted into the data recorder, and 

the glasses were cleaned. The participant was then asked to wear the glasses and the tension 

band was adjusted for a comfortable fit. The data recorder was activated, and the system 

calibrated (As shown in Figure 45) (Tobii, 2019).  

  

  

 
  

Figure 44 Tobii Eye Tracking Glasses  

  

  

Figure 45 Calibration Process  

Although the Tobii eye-tracking glasses can be used with reading glasses, the reading glasses must 

be big enough that the iris sensor is not blocked in any way. Participants that needed reading 
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glasses were asked to bring in a spare set just in case their regular pair was not suitable. Each 

participant was also asked to clean their reading glasses before the sessions started.  

Cam Studio Settings: Cam Studio Portable was chosen for the screen recorder because it offers a 

low operational memory footprint, a broad set of functionality, and could be run as a standalone 

application from the workstation desktop. Screen recorders can be very resource heavy, and this 

was found to disrupt the normal functioning of the workstation, particularly the voice recognition 

system. To minimize the Cam Studio memory/processing footprint only the information screen 

was recorded at a resolution of 640 x 480 at 4 frames per second (As shown in Figure 46). The 

record button was activated after the calibration of the eye-tracking glasses and the explanation; 

once the participant was ready to begin interacting with the workstation.  

  
Figure 46: Information Screen Video (Anonymised)  

6.4  THE SITUATED OBSERVATION SESSIONS  

The Nature of the Task: A time slot of twenty minutes was chosen as the maximum amount of 

time before the participant would start to suffer from fatigue, and long enough for the participant 

to fall into any natural rhythm representative of their normal workflow. It must be remembered 

that this is a naturalistic study, rather than a controlled laboratory study, where the intention is 

to demonstrate a broad set of authentic behaviours using live patient data. Hence there was no 

specific inclusion or exclusion criteria set for the patients or examinations involved in the 

reporting session of each case study. But to provide some level of consistency, it was suggested 

to the participants that they concentrate on a plain radiographic worklist, because it is possible to 



 

  

  
96   

report a relatively large number of plain radiography studies in a short period of time. 

Furthermore, plain radiographic studies can elicit a wide range of interaction behaviours as the 

reporter searches through the previous examination history for other reports, images, and cross-

sectional studies.  

Reporting Session Guidelines: The participants were asked to choose a plain film worklist and 

report the studies in the normal way, with the exception that it was recommended that they 

should simply save the studies rather than save and authorise, so that they could recheck their 

work after the observational session was finished. This precaution was taken to protect the 

patients from any risk created by the experimental process (This recommendation was usually 

ignored). The participants were also recommended to abandon any studies that were considered 

to involve too much clinical risk to protect the patient.   

Apart from these conditions, the participants were asked to report in their normal way and not to 

do anything unusual. Finally, the participants were asked if they had any final questions before 

the session started. The researcher then said that he would knock on the door after 20 minutes 

and allow the participant time to complete the ongoing study before the reporting session was 

finished.  

During the Reporting Session: During the session the researcher waited outside the reporting 

office, timing the reporting session and to be on-hand if any problems arose. A warning sign was 

stuck to the office door to warn any other members of staff and to protect the participants from 

potential distractions (Appendix xi).  

The End of the Observation Session: After 20 minutes the researcher knocked on the office door 

and asked the participant to complete the current study. The door was then left slightly open until 

the participant finished the final study.   

The researcher then entered the room, and stopped and saved the data from the three recording 

devices before removing the eye-tracking glasses.  

Ending the Session: Once the session was complete, the researcher had an informal conversation 

with the participant to evaluate how they felt about the observational session, and to answer any 

subsequent questions they might have in relation to the research project. Finally, each participant 

was asked to keep the details of the observation session confidential, so that any of the 

subsequent participants would not be primed to the nature of the research.  

Archiving the Recordings: The screen recordings were transferred to a USB flash drive and then 

archived to the researchers secure hard drive and the Universities secure BOX cloud server, in-

line with the HRA ethics agreement. The raw eye-tracking data was imported into Tobii Studio 

from the data recorded using a memory card which was then wiped (As shown in the next section).  

6.5  PRODUCING THE COMPOSITE VIDEOS FOR VIDEO ANNOTATION  

To accurately code the sub-tasks for each reporting session, it was important to be able to clearly 

view the user’s concurrent behaviours and interactions all at the same time. This was done by 

combining and synchronising the raw video data from the eye-tracking video (As shown in Figure 

47), the scene video (As shown in Figure 43), and the information screen (As shown in Figure 46), 
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into one composite video (As shown in Figure 48) using the Adobe AfterEffects video compositing 

application.  

Tobii Studio Export: The raw session data was exported from the Tobii eyeglasses data recorder 

to the Tobii Studio application with the use of an SD card. The University's Tobii Studio application 

was not easily available for the amount of time needed for the project, hence it was only used to 

create and export the eye tracking videos. Each video included a gaze plot made up of the last 

seven fixations to emphasise the overt focus of the participants visual attention, and the 

immediate attentional dynamics associated with the ongoing object related action (ORA).  

  

  

Figure 47: Eye-tracking Video with Scanpath Produced by Tobii Studio  

Creating the composite Video in Adobe AfterEffects: The nature of many of the interactions was 

not always obvious from the gaze video alone, and often required clarification from the screen 

and scene videos. To speed up the coding process the three videos where combined and synced 

into one video using the Adobe AfterEffects video compositing application. Within the 

compositing process, the time base for the gaze video was taken as the standard to maintain the 

validity of the time-base of the fixation data. The other two videos where synced and time-

stretched using matching key frames from all three videos. Finally, the audio track from the eye-

tracking glasses was also included as a visual waveform to aid frame-by-frame analysis when the 

audio track could not be heard (As shown in Figure 48).  
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Figure 48: Composite Session Video  

Importing the Composite Videos into ANVIL: Videos can be exported from Adobe AfterEffects in 

any resolution and any video format. It was discovered by a process of trial and error that the best 

format for Anvil was the MOV file type, using the Cinepak video codex, the IMA audio codex, and 

a screen size of 640x360 pixels at 25 frames per second. With the video in this format it was simply 

a matter of creating a new Anvil project for the session and importing the video file at the 

beginning (As shown in Figure 49). Each session had two activity tracks representing the Reporting 

Task and the Object Related Action (Originally defined as the Sub-Task in Anvil). The coding 

scheme, that was initially developed during the pilot, was stored in an Anvil Specification file and 

shared for each reporting session.  

  
Figure 49 Composite Video within the ANVIL Video Annotation Tool  
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7  CONCEPTUAL MODEL DEVELOPMENT  

To lay the foundation for the analysis of the workflow and the subsequent dissemination of the 

main project findings, it was important to establish the hierarchical structure of the workflow in 

the form of a descriptive conceptual model.  

7.1  GENERAL INSIGHTS FROM THE SITUATED OBSERVATIONS   

After the completion of the pilot studies and the formal situated observations, a number of key 

insights became apparent which informed the development of the workflow model:  

• Cognitive Observations: Cognitive decision making cannot be directly observed, the 

interactions with the workstation are merely artefacts of cognition.  

• Multimodal interaction: The workstation offers many methods of concurrent interaction 

such as the screen, the keyboard, the mouse and the Speechmike.   

• Domain Knowledge: High level domain knowledge is critical for understanding the 

behaviour of the participant.  

• Hierarchical Task Structure: The activities that make up the workflow are inherently 

hierarchical and nested into distinct task classes and subclasses.   

• Bounded Rationality: The workflow is highly constrained by the design of the workstation 

and its interface, the nature of the task, and the user's habitual approach to radiology 

reporting.   

• Top-down Vs Bottom-up: The workflow is a combination of both top-down and bottom-

up behaviours, but predominantly driven by top-down task-oriented goals.   

• Cognitive Resources: From a bottom-up perspective, concurrent threaded multitasking 

involving all the basic cognitive resources is continuous across the timeline of the 

workflow.   

• Selective & Nonselective Attention: The eye-tracking observations only measure 

selective fixations and scanpaths, so attention related to the non-selective channel such 

as the initial glance (Kundel & Nodine, 1975) and peripheral vision are not captured by the 

situated observational technique.   

• Serial Multitasking: The behavioural stream that makes up the workflow is segmented 

into discreet Object Orientated Actions (ORAs). These ORAs are continuous, sequential 

and naturally parsed by transitional saccades between the different locations and 

operations within the GUI and workstation.   

• Concurrent Multitasking: During the workflow there are periods when more than one 

goal orientated action is being carried out at the same time, where one action is 

supporting the other. E.g. dictating the report and evaluating the image at the same time. 

But there is no true concurrent multitasking involving more than one goal at the same 

time. E.g. Dictating the current report, and looking at the name of the next patient.   
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• Multitasking of Higher Order Tasks: The serial multitasking of higher order tasks is 

achieved through the sequential interleaving of ORAs and supporting actions. E.g. 

Evaluating all the relevant images, or completing sections of the report.   

• Rapid Interaction: The participants work at a very rapid pace, so the workflow must be 

slowed down to see what they are doing at durations under one second.   

• User Differences: Differences between the users are more obvious at the top-down level.   

• Interface Usage: There is a generally sparse use of application functionality during the 

workflow, which is concentrated on the most basic types of interaction, such as selection, 

dictation, typing and scrolling through image stacks.   

• Report Centred Activity: The generation of the text within the report is the main focus of 

the task, rather than the evaluation of the images.   

   

  

7.2  INSIGHTS FROM THEORY   

Similarly, the literature review provided a number of overarching theories that clearly 

resonated with the evidence from the situated observations:  

• Theoretical Incompatibilities: Many areas of overlapping theory are not completely 

compatible in relation to terminologies and the timespans they refer to.   

• Micro-cognitive Vs Macro-cognitive Theory: There is far more literature related to 

microcognitive explanations of controlled behaviour, compared to macro-cognitive 

explanations of situated behaviour (West & Nagy, 2007). And the micro-cognitive 

literature rarely sheds any light on macro-cognitive workstation interactions.   

• Chunking: The chunking of behaviour and attention is caused by the management of 

limited cognitive resources in relation to complex cognitive tasks (Miller et al, 1960). 

Chunks are referred to in various ways from different theoretical frameworks.   

• Object Related Actions: ORAs are based on empirical evidence that was derived from 

eyetracking data (Land, 1999) as used in this study.   

• System 1 and System 2 Thinking:  Kahneman (2011)  ”Thinking fast an slow” can be related 

to the length and number of the ORAs: e.g. System 1 (Thinking fast) is characterised by 

numerous short ORAs.  

• Hierarchical Action Structure: Land (1999) and others break down the hierarchy into 

activities at different levels e.g. A1(ORA), A2, A3, A4. But the higher order activities are in 

fact composed of the interleaving of lower order actions to produce complex distributed 

serial multitasking, rather than single unit tasks composed of long series of related sub-

actions.  
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• Threaded multitasking: Threaded multitasking (Salvucci & Taatgen, 2008) describes the 

micro-cognitive sharing of cognitive resources and connects with many other cognitive 

modelling frameworks.  

   

7.3  REQUIREMENTS   

It became clear from the key theoretical and observational insights that the model must have a 

number of critical attributes to be of theoretical and practical value. i.e. The model must be:   

• Applicable to any radiology reporting context.   

• Focused on measurement rather than prediction.  

• Based on empirical ecologically valid situated measurements.   

• Able to provide an account of the behavioural stream of the reporting clinicians.     

• Incorporate goal oriented chunking behaviour.   

• Able to take account of both serial and concurrent multitasking at different levels of the 

model.   

• Able to characterise the cognitive complexity of the workflow across the timeline.   

• Able to connect with the current theoretical approaches from psychology and HCI.   

• Able to facilitate the development and application of more advanced cognitive metrics.  

• Able to provide an understanding of the workflow for systems designers with no clinical 

knowledge.   

• Applicable for use within a mixed-methods approach to radiology task analysis.   

• Able to address naturalistic macro-cognitive needs, rather than micro-cognitive theories.  

   

7.4  MODELLING FRAMEWORK  

To incorporate these insights into a principled generalisable framework, the model must be a 

synthesis of the empirical data derived from the situated observational sessions, and the key 

theoretical perspectives identified during the literature review. To meet these meta-theoretical 

requirements the model is built upon a number of key theoretical approaches:   

Critical Realism: As set out in the Research Strategy, the highly context dependant nature of the 

radiologists reporting workflow demands a more complex philosophical approach to observation 

and modelling. Hence, in relation to model development, this thesis takes Bhaskar’s Critical Realist 

approach (Bhaskar 2008: Pg 37,70,153) as a means of characterising the high-level of uncontrolled 

complexity of the observed workflow. Where the objects and mechanisms that make up the 
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workflow model are enduring and emergent from the complex clinical reality of the diagnostic 

task, the design of the interface, and the abilities and needs of the reporting clinician.   

Cognitive Chunking: The key finding that can be seen throughout the observations of all of the 

participants is that the behavioural stream is divided up into chunks of serial Object Orientated 

Actions (Land, 1999), which are made up of threaded concurrent cognitive resources (Salvucci & 

Taatgen, 2008). The Object Related Actions are sometimes accompanied by supporting actions 

that form concurrent input-output pairs, e.g., evaluating the image (Input) and dictating the 

report (output) at the same time. These actions are then combined over time to complete the 

goals for each report that make up a reporting session.  

Cognitive Resource Management: The model takes into account how the limited cognitive 

resources of the reporting clinician (Miller, 1960) are managed to complete the complex task of 

radiology reporting.  The model employs Land’s goal-oriented Object Related Actions (1999) as 

the basic unit of work activity, and the principal way that complex tasks are broken down into 

cognitively manageable actions and activities.   

Hierarchical Task Analysis: Hierarchical Task Analysis involves identifying the overall aim of the 

physical processes [or workflow] and its components using a top-down method of decomposition 

and analysis (Annett & Stanton, 2000). This approach facilitates multiscale modelling, so that the 

various tasks and sub-tasks are identified, and then represented as a hierarchy of operations 

(Hollnagel, 2003 Pg 18).  

Timescales of Activity: To formalise this hierarchy of task-oriented behaviour across all relevant 

timescales, Helal et al’s (2010) generalisation of Activity Theory was adapted to produce the 

naming convention for each hierarchical level of the model. From the low-level cognitive events 

through actions, activities, workflow sequences, to the entire reporting session.  

Threaded Multitasking: To describe the way that the participants are able to complete more than 

one activity at the same time or within a particular period of time, Salvucci & Taatgan’s theory of 

Threaded Cognition (2008) was adopted to show how a limited number of cognitive resources can 

be performed concurrently (or threaded), and how discrete sequences of concurrent action pairs 

can be interleaved to produce serial multitasking.    

7.5  TERMINOLOGY & GRANULARITY MATCHING FOR A META-MODEL   

The hierarchical chunking of behaviour is well established within theory; but it became clear 

during the literature review that there is a lack of consistency in terms of terminology, granularity 

and application across the various theoretical approaches. Newell (1994) and also Helal et al 

(2010) provide two competing theoretical frameworks covering all time-scales of human action; 

with other models covering more limited timescales. To complicate matters further, the concepts 

used to construct the GOMS family of models i.e. Goals, Operations, Methods and Selection Rules 

represent different categorical concepts that are unrelated hierarchically. E.g. methods are 

composed of operations, whereas selection rules choose methods.  Even though the concepts 

used by Newell (1994) and Helal et al (2010) are categorically consistent within the hierarchy, 

there is no way of selecting one of these frameworks in preference to the other.  
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In relation to the structure of the timelines both Burns & Baxter (2006) and West & Somers (2011) 

reject the strict granularity of Newell's Timescales by asserting that behaviour is highly context 

dependant. For example, the timescales for a game of Tetris are considerably shorter than those 

of a game of chess.   

It could be argued that the term “Operation” is fairly consistent across all the models with the 

potential to anchor all the models together, but there is no way to know if there is any validity in 

this assertion. Ultimately, there are many other inconsistencies between the various models 

which precludes the possibility of simply combining the models together to form a viable meta 

model of the timescales of the reporting workflow (See Table 4 for an attempt to combine the 

terminologies from differing models). Within the table there is no way of knowing if the respective 

authors are conforming to the same notions of granularity with respect to the activities they are 

attempting to model. Hence it is impossible to know if any of the columns line up with each other. 

Therefore, it was necessary to reject the specific terminologies of each model and adopt a naming 

convention that was consistent with the evidence provided by the situated observations.   

   Timescales 

for Human  
Action  

KLM 

GOMS  
CPM 

GOMS  
SGOMS  

Threaded  
Cognition  

Activity  
Recognition  
Modelling  

Object  
Related  
Actions  

Cognitive  
Chunking 

from 

Eyetracking  

Granularity 

of Time  
Bands  

Reference  Newell, 

1994  
Card et al,  

1987  

  

John  
1990  

  

West &  
Somers,   

2011  

  

Salvucci  
&  

Taatgen,  
 2008    

  

Helal et al,  
2010  

Land et al,  
1999  

  

Noriyuki & 
Haru,  
2011  

  

Burns  
&  

Baxter,  
2006  

  

Rational  

Band  

Task  

        

Classified  
Meta-

Activity       

Task  
        

Meta-

Activity 
  A4  

    

Task     
  

Activity  A3  
  

 

Cognitive  

Band  

Unit Task  Methods  Methods    Unit tasks  
(Macro- 

cognitive)  

 Action  A2    Course 

   

Operations  Operations    Operations    

  

Operation  
(Micro- 

cognition) 

   

Steps/Tasks  Operation  A1 (ORA)  

  

Cognitive 
Chunks  

  

Medium    

Deliberate 

Acts  
Keystrokes    Threaded 

Resources  
Event    Fine   

Table 4: Comparison of Timescale Models  

   

7.6  BUILDING THE MODEL   

Cognitive Resource Events: At the finest level of granularity there are the unitary events 

associated with the cognitive resources. These events are combined concurrently through 

Threaded Multitasking as per Salvucci & Taatgen’s Threaded Cognition (2008), with the procedural 

resource providing overall sequential control for the other resources. To give this level of 

behaviour a more deliberate granularity and to connect it with the macro-cognitive perspectives 
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of Activity Theory, this level is referred to as ‘Resource Events’ in reference to the individual micro-

events associated with each resource.   

The Cognitive Resource Events combine to form the individual actions (As shown in Figure 50). In 

the example actions; A, B, C and E are all Object Related Actions because they involve the use of 

the visual resource (Radiology reporting is predominately a visual activity, so this assumption is 

carried over from Land et al (1999)). Action A: could represent evaluating the image while 

constructing the text of the report in declarative memory. Action B: could represent waiting for 

the screen to change. Action C: could represent dictating the report and watching the words 

appear on the screen. Actions D and E: are a concurrent action pair centred around the Declarative 

Resource, such as evaluating the image and dictating the report at the same time. In the example 

the supporting action D is the same duration as the object orientated action E, but often they are 

of different durations. The declarative, visual and motor resources tend to be active in some way 

throughout the session, whereas the vocal and aural resources are only involved in certain 

reporting actions.  

  
Figure 50: Cognitive Resource Section of the Workflow Model  

Object Related Actions:  The most obvious characteristic demonstrated by the observational data, 

was that the behavioural stream is chunked sequentially. This corresponds well with Miller’s 

(1994) description of the way that the brains limited cognitive resources are managed by 

executive control to meet task goals. Land’s Object Related Actions (1999) were chosen as the 

most accurate description of these chunks because they have a strong theoretical base, derived 

from situated eye-tracking studies, and can be parsed with the transitional saccade method used 

in this thesis.   

Within the Action Section of the model (Figure 51) the discreet action classes that are used to 

complete specific task types are represented by the coloured blocks where each row is a specific 

action type. The ORAs are continuous across the timeline and mutually exclusive with only one 

ORA active at any one time. The model only represents six general action types for the sake of 

space, but in reality, actual reporting workflows require many more.  

Supporting Actions:  Concurrent multitasking at the action level can be seen as two or more 

actions sharing the available cognitive resources to meet one goal (Salvucci & Taatgen, 2008). 

True concurrent multitasking involving actions that meet more than one goal at the same time 
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were not observed during the sessions. Hence, within the model concurrent actions are referred 

to as supporting actions that work towards the same goal as the ORA. This is most commonly seen 

when the participants are evaluating the image and dictating the findings into the report at the 

same time.  

Activities: Activities are made up of action sequences that contribute towards high-level reporting 

goals. The examples Q,R,S and T (Figure 51) are sequential reporting activities composed of 

combinations of ORAs and supporting actions. An example of one of these activities might be: the 

reporter views the image in one ORA, and then dictates the specific finding in the following action 

pair. In practice, activities are hard to parse within the behavioural stream because it is difficult 

to determine the reporters high-level reporting goal simply by observing what they are doing.  

  
Figure 51: Action Section of the Workflow Model  

Report Activities: The generation of any report involves the completion of a number of goals such 

as reading the request, viewing all the relevant images, viewing the patient's previous history, 

completing various sections of the report, etc. Each of these goals is not completed in one distinct 

sequence but distributed across the timeline of the whole reporting task in the form of interleaved 

Report Activities that are made up of action sequences. For example, the generation of the report 

text is distributed over the majority of the time it takes to process one examination, but is made 

up of a number of action sequences.  

Report Activities have a diverse character, and it is often difficult to distinguish where one ends 

and another begins. Within the model the various classes of Report Activities are represented on 

separate rows, with boxes outlined with dashes to represent their uncertain character. Only four 

general classes of Activities are displayed within this section of the model (As shown in Figure 52) 

whereas there would be many more in reality. The Report Activities combine sequentially to 

generate the report for one study, which is represented by the black box in the diagram.   
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Figure 52: Report Activities Section of the Workflow Model  

High-Level Workflow Sequence: Within the high-level sequence the reporters tend to follow the 

worklist, reporting one study after another; and this is represented by the sequence of report 

blocks (As shown in Figure 53). Sometimes they will decide not to report the next study presented 

by the worklist, and select another study. These Worklist Tasks are raised above the general 

workflow sequence to denote a higher-level task within the abstraction hierarchy of the overall 

model. In an extreme case, the reporter may choose a different worklist altogether.  

  
Figure 53: Workflow Sequence Section of the Model  

Reporting Session: This is the entire object of the investigation and contains all of the behavioural 

stream of the reporting workflow (As shown in Figure 54). The session begins with a number of 

Initialisation Tasks such as starting applications, customising the workspace, and choosing the 

appropriate worklist. The reporter then moves into the main Workflow Sequence where the 

character of the workflow is bounded by the worklist. One of the main documented problems that 

reporters face relates to the time that is wasted by numerous distractions (Fell, 2013). Within the 

model the Distraction is elevated to indicate that it is not part of the main workflow, in reality it 

is a completely different workflow altogether.   

  
Figure 54: Reporting Session Section of the Model  

 The Complete Workflow Model: The components of the model presented above are combined 

bottom up to represent all of the granularities across the full timescale of the reporting workflow 

(As shown in Figure 55).  
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Figure 55: Full Reporting Workflow Model  

  

  

    

8  CASE STUDIES: DATA MODEL DEVELOPMENT  

  

8.1  INTRODUCTION  

The purpose of the case studies was to demonstrate the value of the situated method and the 

application of the workflow model. Within phase four of the project the workflow of 8 participants 

was decomposed into their constituent Object Related Actions and Supporting Actions, and then 

timing and coding information from each case study was combined into one data model ready for 

analysis.  

8.2  WORKFLOW DECOMPOSITION  
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Task Decomposition: The decomposition of the workflow and coding of the subsequent ORA’s 

was performed using the ANVIL open-source video annotation application. The ANVIL tool was 

chosen from a number of other packages, see appendix ii.   

An initial coding manual was developed during the pilot study, and this was further developed 

throughout the coding process due to the need to categorise the unique workflow patterns of 

each individual. E.g. only one participant used the messaging system, and this required the 

addition of a completely new set of sub-tasks.  

Hierarchical Workflow Decomposition: The Workflow naturally decomposes into five hierarchical 

levels at differing timescales:  

• Level One: The reporting session  

• Level Two: The high-level workflow sequence which includes each report  

• Level Three: The report activities composed of action sequences that make a single report  

• Level Four: The object related actions and concurrent supporting actions  

• Level Five: The threaded cognitive resource events  

In practice this involved using only two Anvil tracks for sequential decomposition and coding of 

the behavioural stream I.e. Levels Two and Four (Level Three cannot be easily determined via the 

coding process). It was not possible to segment the Cognitive Resource Events due to the 

complexity and low value of this task in relation to the project aims.  

  

Sequential Session Decomposition: The entire session naturally decomposes into two types of 

workflow:   

• Initialisation of the workstation at the beginning of the session  

• The high-level workflow involving each report  

The Initialisation of the workstation broke down further into logging-In, interface set-up and 

worklist selection; but this was not the main focus of the study. Furthermore, in a real reporting 

session there would be distractions from the reporting task to other tasks with different 

workflows, such as phone calls.  

Sequential High-level Workflow Decomposition: This part of the workflow is predominately 

broken down into the sequence of studies that are being reported, from the beginning of each 

study until it was saved or authorised. Each of the studies was reported back to back without any 

breaks, but there might be some disruption between reports to manage the worklist, e.g. choosing 

a different examination from the one that was automatically allocated.  

Sequential Action Decomposition: The segmentation of the behavioural stream takes Land’s 

Object Related Actions (ORA) as the unit of analysis. The focus of attention for the ORA is taken 

as the principal start and finish of the ORA with the beginning of the transitional saccade (As 

shown in Figure 56) taken as an approximation of where the action switching occurs (cognitively 

this happens a short time before the movement of the eyes, but this cannot be observed). The 

majority of input ORAs can be easily delineated in this manner, but some require a domain 
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understanding of the user’s interaction to differentiate between similar action types within the 

GUI.   

  
Figure 56 Action Switching between ORAs  

Certain ORAs, such as reading the words in a sentence, are composed of sequences of complex 

cognitive events that resemble simple actions. In these cases, the higher order task was taken as 

the object of the ORA. Similarly, some tasks are composed of numerous shorter ORAs and it was 

sometimes difficult to differentiate between a resource event and an ORA, e.g. the individual 

steps involved in making a measurement on the screen. In these cases, the interface operation 

was used to delineate the action.   

Although the process of image evaluation could be clearly observed, the composite ORAs used for 

evaluating the different parts of the image, such as the heart or ribs, could not be reliably coded. 

Consequently, a decision was made that the image was the object of the ORA not the individual 

anatomical elements within the image. (See discussion for full justification).  
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Finally, for some complex sequences the segmentation of the ORAs needed to be adjusted during 

the coding process as the nature of the action became clearer over successive occurrences within 

the session.  

Concurrent Multitasking Segmentation: The primary focus of this thesis is the overload caused 

by the interaction with the interface and the workstation, hence the segmentation method 

predominantly concentrated on visual cues. However, there was a degree of high-level concurrent 

multitasking occurring where visual and verbal activities were happening at the same time in 

support of each other. E.g. evaluation of the image and dictation of the report. In these cases, the 

ORA segmentation process only captured the duration of observations in relation to visual 

behaviour (This was a problematic decision which will be reviewed in the discussion).  

8.3  ORA CODING  

Once the behavioural stream had been segmented, each ORA was coded within the ANVIL Video 

Annotation application using the coding dictionary developed during the pilot (Appendix ii). The 

coding dictionary was appended for each observational session to accommodate the 

idiosyncrasies of each participant. A quality check was made at the end of the entire coding 

process to ensure that there was consistency between the first and last sessions to be coded.  

Activity Coding: Although there is a clear sense that there are sequences of ORAs and Action Pairs 

that complete higher-level tasks within the reporting process, e.g.  the writing of the report; these 

action sequences are interleaved with other activities so they cannot be reliably coded in any 

meaningful way.    

Action Coding: The coding dictionary, initially developed during the pilot (Appendix ii), was 

created using the expertise of the researcher who is a domain expert and Reporting Radiographer. 

The aim was to identify a number of overarching task categories, and then subdivide these into 

specific action types. The overall aim of this process was to derive a set of enduring task categories 

and action types that could be generalised to any reporting workflow no matter what the users 

technical or operational context might be.  

Each of the actions was coded based upon the higher-level goal of the action involved, rather than 

the lower-level operators such as button clicks, that would be used in a GOMS analysis.  

Example:  

• High Level Workflow: Individual examination reporting  

• Activity: Complete entire text of report (not coded)  

• ORA: Task Category: Report; Action Type: Reads primary report  

Multitasking Coding: For the majority of the actions there was concurrent multitasking at the 

Cognitive Event level, but not at the Action-level. On some occasions there were clearly 

concurrent goal directed behaviours, e.g. evaluating the image and dictating the report at the 

same time. These actions were coded separately but the ORA duration was based on the visual 

cues from the eyetracking (Again this was a problematic approach which will be reviewed in the 

discussion).  



 

  

  
111  

Action Utility: The model asserts that certain classes of ORAs and Action Pairs have greater value 

and/or complexity within the workflow than others. To describe and measure task utility, the 

model extends and modifies Cooper and Shallice’s (2006) use of Crux, Enabling and Tidying 

activities; to Crux, Enabling, Troubleshooting and Waiting action types (Note the deliberate use of 

actions rather than activities).   

  

Final Quality Check: Because the coding was a dynamic process informed by the behaviour of all 

the participants, it was important to go back through each set of observations at the end of the 

coding to ensure consistency across all the sessions.  

8.4  DATA MODEL CONSTRUCTION  

The coded ORA data for each participant was exported from ANVIL as a tab delimited CSV file, and 

then imported into Excel. Two extra columns were added, one to differentiate the overall task, in 

the high-level workflow sequence; and the other to differentiate the participant.  

In relation to the overall task, the number in the column represented the report number in the 

sequence of reports. Any ORA measurements related to a Worklist Tasks were given a value of 

zero. The delimiting actions within the High-Level Workflow sequence were taken as the closing 

of the current case in the PACS system.   

Each participants data was then added to the model in turn providing a unique number for each 

participant. One of the pilot participants was also added with a number of 0 because they had 

known issues related to the poor performance of the voice recognition system. This data was 

included as a useful way of validating the data model and the method as a whole. The final data 

model was composed of a matrix of all the ORA data from all of the observation sessions.   

Raw Session Data: The data model comprised the raw data and a number of calculated fields, the 

raw data fields were as follows:  

• Participant Number: A unique number for each participant   

• Task Number: The number of each exam, with any Worklist Actions classified with a 0  

• Start: Time of the start of each ORA  

• End: The end time for each ORA  

• Duration: The duration of each ORA  

• Comment: General comments about each action  

• Report: Report related actions  

• Metadata: Any actions related to the evaluation of examination and patient metadata  

• Image Interaction: Any actions related to the manipulation of image related functionality  

• Worklist Interaction: Any actions related to interactions with the list/s of examinations  

• Enabling Interactions: Any miscellaneous enabling actions that did not fit into the other 

categories (not to be confused with the enabling action type)  

• Imaging History: Actions that involve the imaging history of the current patient  

• Dictation: Any actions that involve dictation into the Speechmike  
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• Waiting: Any pseudo-actions that occur while waiting for something to happen  

• Evaluates the Image: Any actions that involve the evaluation of the images  

• System Configuration: Any action that involves changing the configuration of the 

workstation systems  

• Messaging: Any actions that involve the internal radiology messaging system  

Derived Utility Data: A number of utility heuristics where derived from the raw data (As shown in 

the Research Strategy) by categorising each ORA as either a Crux, Enabling, Troubleshooting or 

Waiting type of action (See Appendix xii for an explanation of each categorisation) This 

categorisation was then stored in a lookup table, and used to label and sum the duration of the 

ORAs under these utility types(As shown in Appendix xiii) for full details of the method of 

calculation:  

  

• Time-Crux: The combined duration of crux actions  

• Time-Enabling: The combined duration of enabling actions  

• Time-Troubleshooting: The combined duration of troubleshooting actions  

• Time-Waiting: The duration of any periods waiting for something to happen  

  

Pivot Table Analysis: The final data model included 5049 individual ORA measurements from all 

8 sessions. These measurements were analysed using a pivot table in Microsoft Excel 2016. A 

number of calculated fields were generated from the tabulated data within the data model (See 

appendix xiii for full details):  

  

• ORA Count: The number of ORAs for any grouping within the pivot table  

• Total ORA Duration: The sum of the duration ORAs for any grouping  

• % Crux Duration: The sum of the duration crux ORAs for any grouping  

• % Enabling Duration: The sum of the duration enabling ORAs for any grouping  

• % Troubleshooting Duration: The sum of the duration troubleshooting ORAs for any 

grouping  

• % Waiting Duration: The sum of the duration of waiting ORAs for any grouping  

• Median ORA Duration: The median (most common) ORA duration for any grouping  

To provide a validation of the data calculations, the utility analysis (which was not subsequently 

used in the final results) was calculated in two different ways and compared to identify any 

mistakes cause by data and calculation errors (As shown in appendix xiii).  

  

8.5  PARTICIPANT REPORT FORMAT  

The aim of each Participant Report was to drill down into the data to identify issues related to 

cognitive and information overload such as the utility, complexity and efficiency of the ORAs and 

ORA sequences for each reporting task (See Figure 57 for an example).  

Each report consisted of:  
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• A summary of the context including the experience of the participant and the type of 

studies they chose to report.  

• An overview of the session including a summary of the number of reports performed and 

a qualitative description of any unusual issues.  

• A pivot-table summarising the ORA Count, ORA Duration, % Crux, % Enabling, % 

Troubleshooting & %Waiting; for each task. This table was used to select two studies as 

exemplifiers of complex time-consuming behaviour that could create overload in the 

participant.  

 

Figure 57: Example of a Participant Report  

For each examination a process-trace graph (As shown in Figure 58) was produced displaying the 

sequential duration of each ORA in relation to the previous ORAs. The utility type for each ORA 

was colour coded onto the respective ORA to highlight the type of behaviour involved. For those 

ORA’s that involved concurrent multitasking, the colour coding for enabling and troubleshooting 

took precedence.  
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Figure 58: An Example of a Process Trace Graph for the Workflow of one Examination  

The graphical process trace was used to identify a number of action sequences or individual 

actions likely to be representative of inefficient performance. The tabulated data for these bursts 

of activity were copied from the data model to provide specific contextual information about the 

sequences. This information was then synthesised into a summary to highlight the cognitive 

performance issues that could contribute to the problem of overload. An indicative screen capture 

was also provided to ground the comments in the participants associated visual activity.   

8.6  TASK CATEGORY REPORT FORMAT  

The aim of the Task-Category report was to evaluate each Action-Type within the Task-Categories, 

established within the coding dictionary, in relation to performance issues and overload. Each 

Task Category report consisted of:  

Category Overview: A brief overview describing the overall Task Category and its relationship 

within the reporting workflow.  

Action Definitions: A detailed tabulated description of each Action-Type within the Task Category, 

its associated utility type, and the justification for the chosen type.  

Quantitative Summary: The analysis of the Action-Types within each Task-Category was 
supported by three simple metrics: ORA Count, Total Duration, Median ORA Duration (See Figure 
59 for an example using the Messaging Task Category). A full explanation of these metrics and 
how they were used can be found in appendix xiii along with the full Task Category Analysis.  
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Figure 59: Task Category Analysis Example for The Messaging Tasks  

  

  

    

9  CASE STUDIES: RESULTS & ANALYSIS  

This case study was performed in the Radiology Department of an NHS Hospital in the South of  

England. The analysis comes in two stages, a Participant Analysis followed by an evaluation of the 

Task Categories that make up the workflow. The analysis presented below is partly summarised, 

the full set of Participant Reports can be found in Appendix xi, and the Task Category Reports can 

be found in Appendix xii.  

9.1  PARTICIPANT REPORTS  

Reporting Task: Each number represents one examination, starting with the appearance of the 

first image, to the appearance of the next image of the following examination. A value of 0 

indicates ORAs that are related to any meta-task, most commonly, tasks related to identifying an 

appropriate examination or set of examinations to report within the worklist. The first 2 
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examinations were taken as the acclimatization period, examinations within this period were not 

evaluated in detail.   

• ORA Count: The number of ORAs used to complete the task or sub-task, this is related to 

overall task complexity.   

• Total Duration: Is the total amount of time taken for each task (i.e. Reports from 1 to n). 

This value correlates with the approximate overall cognitive complexity of the ORAs within 

the task. However, duration only acts as a proxy for cognitive complexity and there is no 

direct equivalence, e.g. when the participant is waiting for something to happen, the 

duration does not correlate with their mental workload. Also, the duration is an 

approximation and does not account for any changes in cognitive intensity.  

• % Crux: The percentage of each task spent on Crux activities, marked in green.  

• % Enabling: The percentage of each task spent on Enabling activities, marked in light blue.  

• % Troubleshooting: The percentage of each task spent on Trouble-Shooting activities, 

marked in red.  

• % Waiting: The percentage of each task spent waiting for something to happen, marked 

in purple.  

Abbreviations: EPI – Evaluates Primary Image; EPrI- Evaluates Previous Image; RPR – Reads 

Primary Request; RIS Radiology Information System, DPR – Dictates Primary Report.  

 

9.1.1 PARTICIPANT 0  

Context: This participant is a Reporting Radiographer with over ten years of experience reporting 

on plain radiographic trauma radiographs from Accident & Emergency, consisting of x-rays of 

trauma and pathologies of the musculo-skeletal system. This session was recorded with the 

original Morae set-up which interfered with the voice recognition system slowing the participant 

down and creating reporting errors that needed to be resolved after approximately 5 mins of use. 

It has been included to demonstrate that the method can identify known usability issues.  

General Comments: The eye-tracking glasses were calibrated without any problems, and there 

was no evidence of dropout in the video feed. The voice recognition application started to 

malfunction midway through the session, but the participant persevered. This participant also 

used the messaging system a number of times to contact the referring team to report that urgent 

further action was required.  

The participant completed 28 reports in 18m 54s, with 1m 32s spent on managing the higher-level 

tasks of selecting appropriate examinations from the worklist. Six examinations were rejected by 

the participant as unsuitable for the experimental session and were labelled as task 0. There 

appeared to be a greater use of enabling functionality at the beginning of the session up to task 

11, suggesting that the participant was demonstrating best practice rather than genuine use.  

There is a significant amount of trouble shooting, especially between tasks 11 and 23, the majority 

of these ORA where devoted to editing the errors within the report created by the malfunctioning 

voice recognition system.  
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The average amount of time spent on crux activities was 62.6% suggesting a lot of time was being 

wasted, also there was a drop in complexity as represented by the ORA count per task, suggesting 

a sparser use of system functionality.  

The most challenging studies in terms of ORA count and duration beyond the acclimatisation 

period were 6, 14, 19 and 20.  Out of these, 6 and 14 have been taken as exemplars of inefficiency 

contributing to overload within the workflow.  
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Table 5 Participant Report 0  

Task ORA Count Duration (s) % Crux % Enabling % Trouble-S hooting % Waiting 
Participant 0       

0  61 92.14 45.2 % 28.2% 0%   26.6% 

1  75 88.53 79.2% 17.1% 1%   2.9% 

2  12 12.4 62.3% 31.2% 0%  6.5% 

3  27 49.68 67.3% 32.7% 
  

0.0% 

4  26 28.8 63.3% 32.1% 0%  4.6% 

5  18 40.91 54.6% 40.4% 0%  5.0% 

6  64 66.78 59.5% 34.7% 5%   0.5% 

7  22 25.4 80.3% 12.1% 0%  7.6% 

8  48 53.53 55.9% 35.9% 7%   1.1% 

9  30 30.61 63.4% 31.8% 0%  4.8% 

10  19 33.66 75.3% 20.8% 0%  4.0% 

11  38 50.84 55.9% 37.9% 6%   0.0% 

12  30 37.33 64.7% 16.3% 19%   0.0% 

13  42 53.94 56.2% 6.9% 33%   3.6% 

14  62 88.06 48.2% 11.8% 38%   1.6% 

15  23 29.8 62.5% 12.9% 22%   2.2% 

16  37 32.58  73.4% 8.6% 8%    10.0% 

17  19 23.28 75.9% 13.7% 0%   10.3% 

18  13 10.52 85.5% 3.8% 0%  10.7% 

19  56 112.59 50.2% 8.9% 39%   1.9% 

20  54 100.87 63.9% 10.7% 24%  1.0% 

21  13 12.73 75.4% 11.0% 0%  13.6% 

22  36 45.47 72.0% 6.2% 17%  4.4% 

23  20 19.81 74.4% 5.4% 0%  20.2% 

24  14 12.09  82.3% 14.4% 0%  3.3% 

25  12 17.32 87.7% 4.2% 0%  8.1% 

26  15 18.6 93.2% 1.5% 0%  5.4% 

27  9 15.6 83.3% 16.7% 0%  0.0% 

28  17 22.28 50.6 % 31.5% 0%   18.0% 

Grand Total 912 1226.15 62.6% 19.4% 13%  5.3% 

0 % 
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PARTICIPANT 0, TASK 6   

This study involved identifying a subtle paediatric fracture and then using the messaging system 

to inform the referring clinician that the report should be read urgently. The clinical task is difficult 

relative to the other tasks in the session, which partially explains the number of ORAs. But there 

are also two sections of enabling tasks and a small amount of troubleshooting.  

 

  

Start  Stop  Duration  ORA  Supporting  

270.0  271.6  1.5  Uses keyboard to invert image    

271.6  272.3  0.7  EPI  Moves image  

272.3  273.07  0.7  EPI    

273.0  275.6  2.5  EPI    

275.6  276.4  0.8  Uses keyboard to invert image    

276.4  277.2  0.8  EPI  Zooms out  

277.2  278.2  1.0  EPI  Changes brightness  

278.2  279.2  1.0  Reads imaging history    

279.2  280.3  1.1  Displays RIS    

280.3  281.4  1.0  Scans report    

281.4  282.2  0.8  Uses keyboard to invert image    

282.2  282.8  0.6  Reads report    

282.8  283.2  0.3  Edits report with Keyboard    

  

Figure  60   Participant 0 Task 6 Process Trace   
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283.2  283.6  0.4  EPI    

283.6  284.2  0.6  EPI  DPR  

284.2  284.8  0.6  EPI  DPR  
Table 6 Participant 0, Task 6, Sub Sequence 1  

  

  

 

  

  

Start  Stop  Duration  Object Related Actions  Support Actions  

294.8  296.8  2.0  Selects text    
 

296.8  297.4  0.6  Selects menu in report    
 

297.4  298.2  0.8  Copies exam number using menu    
 

298.2  299.2  1.0  Creates Message    
 

299.2  300.6  1.4  Sets message type    
 

300.6  301.4  0.7  Select message recipient    
 

301.4  303.4  2.0  Add examination details    
 

303.4  304.0  0.6  Pastes exam number    
 

304.0  304.8  0.8  Add visit    
 

304.8  307.4  2.6  Types Message    
 

307.4  307.6  0.2  Checks exam number    
 

Sequence Overview:  This sequence involves a lot  

of multitasking where the participant is evaluating  

the primary image but also performing other tasks  

concurrently. So, the majority of the enabling  

tasks are supporting the image evaluation to make  

it easier , or at least less risky. Similarly, the input  

process of dictating the primary report (DPR) is  

being supported by image evaluation. Overall, the  

sequence is an example of efficient multitasking  

which is being slowed down by the use of the  

keyboard to init iate the enabling functionality,  

and also the time wasted changing the screens to  

see information on the RIS.   
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307.6  308.2  0.5  Checks message    
 

308.2  308.8  0.6  Sends message    
 

308.8  309.2  0.3  Attempts to send message    
 

309.2  309.3  0.1  Realises warning dialog box has appeared    
 

309.3  310.2  0.9  Deletes warning about message recipient    
 

Table 7 Participant 0 Task 6 Sub Sequence 2  

 

  

 

PARTICIPANT 0, TASK 14  

This examination involved describing a relatively simple ankle fracture, but a large amount of time 

was spent compensating for the malfunctioning voice recognition system.  

 

  

Sequence Overview:  This sequence involves  

copying an exam number, pasting it into a  

message to the referring  clinician before sending  

it. This is a very time - consuming section of the  

workflow with no multitasking and many steps  

that take a significant effort to complete. E.g. to  

find and copy the exam number takes 3.4s.   

  
  

  

Figure  61   Process Trace  P articipant   0   Task   14   
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Start  Stop  Duration  Object Related Actions  Supporting Actions  

628.0  629.5  1.5  Reads report    

629.5  630.5  1.0  Selects text    

630.5  631.0  0.4  Scans report  Edits text  

631.0  631.4  0.4  Reads DOB    

631.4  632.4  1.0  DPR    

632.4  633.2  0.7  Reads word    

633.2  633.4  0.2  Looks at SpeechMike    

633.4  636.6  3.2  DPR    

636.6  638.2  1.6  Select Text    

638.2  641.2  2.9  DPR    

641.2  643.2  2.1  Dictates without mike on    

643.2  644.0  0.7  Selects text    

644.0  647.0  3.0  DPR  Reads Report  

647.0  648.8  1.8  Selects text    

648.8  652.0  3.1  DPR  Reads report  

652.0  653.5  1.5  Selects text    

653.5  654.0  0.4  Selects text    
Table 8 Participant 0 Task 14 Sub Sequence 1  

  

Sequence Overview: This  sequence clearly 

demonstrates the problems created by the 

failure of the voice recognition system as the 

memory and processing footprint of the Morae 

system started to hog the computational 

resources.  

The participant attempts to dictate the report a 

couple of times, then tries to edit with the VR 

system, and finally gives up and types the report.  

  

During this process the participant completely loses flow and starts making mistakes, 

such as needing to select the text twice. This is very time consuming and stressful for 

the participant. A process that should have taken 4.3s took 26 seconds and 

distracted the participant from the clinical decision-making process.  
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Start  Stop  Duration  Object Related Actions  Supporting Actions  

661.8  664.2  2.4  Reads report    

664.2  668.2  3.9  Selects text    

668.2  671.6  3.4  Reads report  DPR  

671.6  676.7  5.1  Reads report  DPR  

676.7  678.4  1.7  Checks report    

678.4  679.4  1.0  Selects text    

679.4  684.5  5.1  Types edit    

684.5  684.9  0.3  Checks report    

684.8  686.4  1.6  Selects text    

686.4  688.2  1.8  Edits Text  DPR  

688.2  690.6  2.3  Checks report    

690.6  691.9  1.3  Selects text    

691.8  698.0  6.1   Types edit    
 

698.8  698.9  0.9  Clicks next case    
 

Table 9 Participant 0 Task 14 Sub Sequence 2  

  

 

  

 

PARTICIPANT 0: SUMMARY  

The observational and analytic method highlighted the main points of interest within the 
participant’s process trace. This showed an experienced clinician performing well under difficult 
circumstances. The key points demonstrated are:  

• Enabling tasks can be indicative of more efficient multitasking performance rather than 

inefficient workflow.   

• A poorly performing VR system causes a major disruption to the workflow in terms of 

complexity and time wasted.  

Sequence Overview:  Again, this sequence clearly  

demonstrates the disruption in the  workflow  

caused by a malfunctioning voice recognition  

system. This sequence should have involved one  

ORA of 0.9s, but actually took 37.1s.   
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• The messaging system and its associated workflow are poorly designed requiring time and 

a significant number of steps to complete the process.  

During the session 62.6% of the time was devoted to crux activities, 19.4% supported by 

enabling tasks, 13% wasted on troubleshooting and 5.3% spent waiting for the system.  

9.1.2 PARTICIPANT 1  

Context: This participant is a Consultant Radiologist with over ten years of experience.   

The participant chose to report a worklist of adult chest x-rays, with no studies rejected.  

The most challenging studies in terms of ORA count and duration beyond the acclimatisation 

period were 9 and 15 and these were taken as the exemplars of inefficiency (See Data Model 

below).  
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Figure 62: Participant Report 1  

 

PARTICIPANT 1, TASK 9  

This study involved a chest examination that was associated with a complex abdominal x-ray, 

where the participant also viewed a previous CT study.   

Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooting % Waiting 
Participant 1       

0  7 26.1 65.8% 34.2% 0%  0.0% 

1  24 81.5  71.9% 15.9% 0%  12.3% 

2  38 90.7 73.2% 26.8% 0%  0.0% 

3  12 45.9  89.0% 1.3% 
  

9.7% 

4  17 65.4  88.2% 9.4% 0%  2.4% 

5  12 70.6  89.3% 2.3% 5%   3.2% 

6  14 76.5 92.5% 4.7% 0%   2.8% 

7  25 87.0 78.7% 17.8% 0%   3.4% 

8  20 49.9 90.1% 5.7% 0%  4.2% 

9  69 189.4  70.9% 26.7% 1%  1.8% 

10  26 76.7 73.7% 23.7% 1%  1.4% 

11  22 79.2 84.0% 8.3% 5%  2.4% 

12  18 53.0 90.8% 5.7% 0%  3.5% 

13  24 84.1 74.5% 21.3% 4%  0.0% 

14  11 44.1 86.5% 13.5% 0%  0.0% 

15  37 148.1  70.4% 17.1% 11%  1.1% 

16  47 87.3  74.4% 21.6% 0%   4.0% 

Grand Total 423 1355.3 78.4% 16.4% 2%  2.9% 

0 % 
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Sequence 1 Overview: This sequence is related to dealing with the complexity of accessing and 

evaluating supporting information from previous studies and reports within the patient’s imaging 

history. For example, at 659.9 s the participant evaluates a CT scan made up of hundreds of images 

to get a high-level understanding of the patient’s cancer staging. The potential clinical risk 

accounts for the complexity and duration of the study.  

Sequence 2 Overview: This sequence represents a very thorough deliberative evaluation of the 

chest x-ray, probably related to the participant looking for subtle metastatic nodules that could 

represent the spread of cancer. Hence the long ORAs are likely to be related to the cognitive 

complexity of a cautious approach to image evaluation.  

 

PARTICIPANT 1, TASK 15  

This study involved a complex chest x-ray where the participant also employed the internal 

messaging system to inform the referring clinical team.   

  

Figure  63   Process Trace Participant 1 Task 9   
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This study contained three very long single actions of interest:  

Element 1: Represents a very thorough deliberative evaluation of a complex chest x-ray.  

Element 2: Involved editing the report using the keyboard which is less efficient than using the 

voice recognition system.  

Element 3: The last action also represents a very thorough deliberative image evaluation, probably 

looking for subtle metastatic lymph nodes.  

PARTICIPANT 1, SUMMARY  

This participant was happy to evaluate a number of complex studies during the reporting session 

demonstrating that the clinical complexity of the examination requires long periods of 

concentrated attention with long ORAs.  

During the session 78.4% of the time was devoted to crux activities, 16.4% supported by enabling 

tasks, 2% wasted on troubleshooting and 2.9% spent waiting for the system.  

      

  

Figure  64   Process Trace Participant 1 Task 15   
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9.1.3 PARTICIPANT 2  

Context: This participant is a very experienced Consultant Radiologist with over 30 years of 

experience. The participant chose to report a worklist of adult chest x-rays, with no studies 

rejected.  

The most challenging studies in terms of ORA count and duration beyond the acclimatisation 

period were 23 and 34, but study 13 shows a high proportion of enabling activity, so 13 and 34 

were taken as the exemplars of inefficiency.  

  
Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooting % Waiting 

Participant 2       

0  12 34.8 28.9%  60.7% 0%   10.3% 

1  33 64.7  61.6%  35.6% 0%  2.8% 

2  34 39.5 57.3%  32.4% 0%   10.3% 

3  18 24.6 81.6%  7.3% 
   11.1% 

4  16 25.9 65.4%  24.1% 0%  10.5% 

5  26 48.4 61.8%  30.6% 0%  7.6% 

6  26 27.7 69.8%  20.8% 0%  9.4% 

7  28 37.2 45.7%  48.4% 0%  5.9% 

8  14 35.1 89.2%  0.4% 0%   10.5% 

9  17 24.3 61.3%  23.8% 0%  14.8% 

10  15 21.1 85.7%  10.5% 0%  3.8% 

11  30 66.4 67.1%  25.9% 0%  7.0% 

12  25 65.2 72.4%  22.8% 0%  4.8% 

13  32 48.1 48.3%  51.7% 0%  0.0% 

14  11 21.1 83.9%  6.6% 0%  9.5% 

15  16 23.7  74.7%  9.0% 0%  16.3% 

16  16 19.1 75.1%  15.4% 0%  9.4% 

17  15 20.6 68.2%  14.3% 0%  17.5% 

18  12 21.1 82.7%  5.4% 0%   12.0% 

19  11 20.1 86.4%  2.6% 0%   11.0% 

20  12 27.3  78.4%  2.9% 9%   9.8% 

0 % 
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21  18 21.0  78.8%  6.3% 0%   14.9% 

22  15 16.7 78.8%  10.8% 0%  10.4% 

23  61 89.4 58.6%  36.4% 0%  5.0% 

24  16 19.9  77.6%  19.7% 0%  2.7% 

25  10 17.9 81.8%  4.1% 0%   14.2% 

26  11 15.7  74.9%  11.5% 0%  13.6% 

27  10 14.9 75.4%  8.5% 0%  16.2% 

28  13 27.1 87.7%  6.1% 0%  6.2% 

29  22 25.7 64.9%  22.4% 0%  12.7% 

30  28 57.9 84.3%  9.5% 0%  6.2% 

31  13 24.6 91.9%  4.3% 0%  3.8% 

32  23 35.7 80.5%  13.3% 0%  6.2% 

33  9 26.9 89.3%  3.0% 0%  7.7% 

34  58 91.3  66.6%  30.5% 0%  2.8% 

Grand Total 726 1200.3 69.6%  22.6% 0%  7.6% 

Figure 65 Participant Report 2  

  

 

PARTICIPANT 2,TASK 13  

This study involved a routine chest x-ray where the participant used the measurement tool to 

measure the heart.  
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Sequence 1 Overview: All PACS applications provide tools for deriving measurements from the 

images. This sequence involves adding two heart measurements to the image.  

Sequence 2 Overview: This sequence mostly represents deliberative evaluation of the image 

which takes time. There was a point where the participant needed to check if the Speechmike was 

activated.  

  

 

PARTICIPANT 2, TASK 23  

This study involved evaluating a plain chest x-ray where the participant also reviewed a previous 

CT scan.  

  

  

Figure  66   Process Trace Participant 2 Task 13   
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Sequence 1 Overview: This sequence is mostly related to collecting contextual information for 

the report from the patient’s imaging history. This takes many steps that have a long duration due 

to the search process.  

Sequence 2 Overview: This sequence is related to displaying and evaluating a previous CT 

examination. CT studies are composed of many examinations that contain numerous slices. The 

evaluation of any cross-sectional imaging study presents one of the most complex sets of tasks in 

radiology. Although this sequence was composed of many long ORAs, it was completed relatively 

quickly given that it involved uncovering relevant information from a complex part of the patient’s 

imaging history.  

 

PARTICIPANT 2, SUMMARY  

This participant completed a surprising number of studies in the time allowed and even included 

some complex interactions with studies in the imaging history. This participant demonstrates a 

general problem with this kind of analysis: poor performance can be measured and tracked, but 

the efficiencies achieved by a sparse use of the functionality and also the use of short concise 

reports is hard to measure. i.e., You can’t see what they have learnt not to do.   

Specifically, this participant demonstrated that the use of the image measurement tool is very 

time consuming, and also the small amounts of waiting can add up for those users who are 

working efficiently. But more seriously, finding and accessing information from the patient’s 

imaging history is very slow and complex.  

    

  

Figure  67   Process Trace Participant 2 Task 23   
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9.1.4 PARTICIPANT 3  

Context: At the time of the observational session, this participant was a Senior Registrar training 

to be a Radiologist with 5 years’ experience as a junior doctor, and 2 years as a trainee Radiologist. 

The participant was near the beginning of a 6-month rotation at the research site and was not 

used to the workstation software.  

The most challenging studies in terms of ORA count and duration beyond the acclimatisation 

period were 2, 3 and 4, and after a quick review of each, 2 and 4 were taken as the exemplars of 

inefficiency (As shown in the Data Model below).  

Figure 68 Participant Report 2  

 

PARTICIPANT 3, TASK 2  

This study involved evaluating a plain chest x-ray where the patient has a pacemaker in situ.  

  

Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooting % Waiting 
Participant 3       

0  29 45.1 5 2.0% 29.7% 0%   18.3% 

1  49 108.3  71.7% 20.1% 8%   0.7% 

2  153 276.1  69.7% 15.3% 12%   3.0% 

3  155 255.6  69.2% 20.9% 
   2.8% 

4  194 323.8 70.5% 22.4% 6%   1.5% 

5  33 85.5 87.5% 9.3% 0%  3.2% 

6  15 19.8  65.1% 8.7% 0%  26.3% 

7  138 287.5  67.0% 31.8% 1%   0.6% 

Grand Total 766 1401.6 69.8% 21.7% 6%  2.8% 

7 % 
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Sequence 1 Overview: This sequence involves adding two heart measurements to the image, 

reading and understanding the measurements, and then deleting them.  

Sequence 2 Overview: This sequence involves the use of the keyboard to write and edit the 

report. The registrars have a complex relationship with the voice recognition system. They are not 

used to using it, so they often prefer to type the reports. Because they tend to type their reports 

the VR system cannot learn their speech patterns, so it makes more mistakes.  

  

 

PARTICIPANT 3, TASK 4  

This study involved evaluating a complex plain chest x-ray which required a lot of comparisons 

with the previous studies.  

  

  

Figure  69   Process Trace Participant 3 Task 2   
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Sequence 1 Overview: This sequence is mostly related to collecting contextual information for 

the report from the patient’s previous examinations and reports. This takes many steps that 

involve searching for information.  

Sequence 2 Overview: This is another sequence related to collecting contextual information for 

the report from the patient’s previous examinations and reports. This takes many steps that 

involve searching for information about which types of imaging the patient has undergone in the 

past. The thumbnails represent previous examinations within the PACS matrix view.  

 

PARTICIPANT 3, SUMMARY  

The lack of experience of this participant created an indecisive inefficient approach to the 

evaluation of the images, the construction of the report, and the use of the technology. This 

results in many more ORAs to complete the examinations compared with the consultants. Hence, 

the complexity of the process-trace is more an artefact of the inexperience of the participant 

rather than the usability of the GUI. However, these examples highlight a number of specific 

issues:  

• The inefficiency of tool use, such as the measurement tool.  

• The difficulty of new users using the voice-recognition system, and the inefficiency of 

typing the reports.  

• The complexity of evaluating the exam history and the imaging history  

  

  

Figure  70   Process Trace Participant 3 Task 4   
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9.1.5 PARTICIPANT 4  

Context: This participant is a Consultant Radiologist with over twenty years of experience.   

The most challenging studies in terms of ORA count and duration beyond the acclimatisation 

period were 10 and 23 which were taken as the exemplars of inefficiency.  
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Figure 71 Participant Report 4  

 

Task ORA Count Duration (s)  % Crux % Enabling % Trouble-Shooting % Waiting 
Participant 4      

0  3 4.8 79.3% 20.7% 0%  0.0% 

1  25 63.6 77.3% 22.7% 0%  0.0% 

2  10 26.8  82.1% 6.9% 0%   11.0% 

3  25 42.9 80.2% 10.5% 
   6.7% 

4  9 30.6  89.4% 1.8% 0%   8.7% 

5  9 30.4 91.7% 0.9% 0%   7.4% 

6  33 82.0 72.8% 15.7% 0%   11.4% 

7  30 69.5  79.9% 9.8% 4%   6.2% 

8  39 96.3  81.6% 12.2% 2%   4.1% 

9  29 34.0 81.7% 6.7% 2%   9.2% 

10  43 93.4 71.0% 21.2% 0%   7.6% 

11  11 26.2 85.3% 7.2% 0%   7.5% 

12  32 61.1 88.0% 8.0% 0%   4.0% 

13  30 59.1 84.0% 8.2% 0%   7.8% 

14  15 43.0 93.8% 2.0% 0%   4.3% 

15  19 47.0 72.8% 23.6% 0%   3.7% 

16  30 54.0 80.4% 11.7% 0%   7.9% 

17  39 83.8 77.4% 13.4% 7%   2.2% 

18  17 40.1 65.0% 6.4% 12%  16.2% 

19  13 17.8  93.7% 6.3% 0%  0.0% 

20  11 25.8 87.6% 2.6% 0%   9.8% 

21  19 30.2 60.7% 15.3% 0%  24.0% 

22  9 16.6 88.5% 11.5% 0%  0.0% 

23  62 83.3 81.0% 14.5% 0%   4.5% 

24  38 68.3 50.4% 42.2% 1%   6.0% 

25  22 35.1 63.9% 29.3% 0%   6.8% 

26  30 61.0  70.7% 12.7% 13%   3.3% 

Grand Total 652 1326.7 77.4% 14.1% 2%  6.5% 

3 % 
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PARTICIPANT 4, TASK 10  

This study involved evaluating a complex plain chest x-ray which was accompanied by an equally 

complex abdominal examination.  

  

 

  

Sequence 1 Overview: This sequence involves evaluating a previous study and reading the report 

for that study. The majority of the time was spent reading the previous reports and requests. This 

included numerous examples of multitasking, suggesting an efficient use of cognition.  

Sequence 2 Overview: This sequence involved a mixed set of fairly rapid multitasking interactions 

that were slowed down by the amount of time it took for the next set of images to appear.  

  

 

PARTICIPANT 4, TASK 23  

This study involved evaluating a complex plain chest x-ray which included a significant amount of 

assessment of the previous images and reports.  

  

  

  

Figure  72   Process Trace Participant 4 Task 10   
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Sequence 1 Overview: This sequence involves evaluating and selecting previous studies and can 

be understood in one of two ways. Uncovering and selecting relevant previous imaging is a 

complex information processing task that takes up a lot of ORAs. On the other hand, PACS 

workstations provide split screen “Hanging Protocols” of previous imaging in the form of 

“thumbnails” to facilitate fast access to previous imaging. This sequence is a very rapid evaluation 

and selection of the previous studies, so although complex, it is an example of efficiency.  

Sequence 2 Overview: This sequence involves selecting and evaluating previous reports, where 

the majority of the complexity is related to reading the previous report, and then going back to 

the current report on the dictation screen.  

  

 

PARTICIPANT 4, SUMMARY  

This session represents average performance for a consultant with little time wasted on complex 

action sequences or troubleshooting. For the most part the duration of each task is dictated by 

the clinical complexity of the studies, not the complexity of using the system. The main theme 

that can be derived from this session is the complexity of discovering and retrieving previous 

reports and imaging. Again, we can see that the Radiologist is working efficiently, but the method 

cannot reveal what the participant has learnt not to do in terms of their interaction and report 

writing to maintain this efficiency.  

  

    

  

Figure  73   Process Trace Participant 4 Task 23   
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9.1.6 PARTICIPANT 5  

Context: This participant is a Consultant Radiologist with over ten years of experience, who 

specialises in musculoskeletal imaging.   

The most challenging studies in terms of ORA count and duration beyond the acclimatisation 

period were 6 and 10 and these were taken as the exemplars of inefficiency (As shown in the Data 

Model below).  

Figure 74 Participant Report 5  

 

PARTICIPANT 5, TASK 6  

This study involved the evaluation of a high-risk cervical spine (neck) study.  

  

Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooting % Waiting 
Participant 5       

0  27 39.0 36.2%  33.1% 0%   30.7% 

1  23 97.0  93.6%  6.4% 0%  0.0% 

2  28 76.0 91.2%  3.8% 1%  4.2% 

3  28 58.1 86.3%  12.0% 
  

0.0% 

4  21 84.7  93.7%  4.9% 1%  0.0% 

5  10 80.8 95.8%  2.9% 0%  1.2% 

6  34 111.1 79.9%  12.7% 7%  0.0% 

7  24 68.4 92.2%  5.9% 0%  1.9% 

8  24 62.2  85.3%  11.3% 1%  2.2% 

9  57 143.3 83.3%  13.4% 2%  1.1% 

10  88 265.8  74.0%  19.3% 1%  6.0% 

Grand Total 364 1086.6 83.0%  12.1% 2%  3.4% 

2 % 
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Sequence 1 Overview: This sequence involved a series of needless ORAs that are related to the 

inefficient design/setup of the software environment and the need to use the app switcher to 

change applications. E.g. 7.8s related to switching apps, 2.6s seconds to manipulate the reporting 

system.  

Sequence 2 Overview: This sequence involves the evaluation of a cervical spine image that is 

complicated and associated with a high clinical risk. This is reflected in the three long ORAs where 

the participant uses concurrent multitasking to evaluate the image and dictate at the same time. 

There is also a small amount of error correction with the use of a report edit.  

 

PARTICIPANT 5, TASK 10  

This study involves combining 9 complex chest x-rays for the same patient, and reporting them all 

at the same time.  

  

Figure  75   Process Trace Participant 5 Task 6   
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Sequence 1 Overview: This is a very complex sequence that represents efficiency at the level of 

the reporting session, rather than the study. Some acutely ill patients can have a chest x-ray every 

day, so it is common practice to combine these examinations together into one study and report 

them all at the same time. The reporting system allows examinations to be combined using an 

efficient drag and drop method. i.e. it takes one short ORA to combine two exams. In this case the 

participant combines nine into one, and then checks that they have all been included.  

Sequence 2 Overview: This follows on from the previous sequence and represents the complexity 

of reporting numerous x-rays from a very ill patient all at the same time. One multitasking ORA 

lasts 29 seconds, with the participant evaluating the image and dictating a coherent accurate 

description of some very complex appearances at the same time. This demonstrates the system 

supporting the clinician efficiently, allowing them to work in a highly focused way without 

distraction.  

 

PARTICIPANT 5, SUMMARY  

This session represents a participant who is comfortable with complex reporting, and has a fluent 

understanding of the software environment. The applications are seen to be supportive rather 

than a hindrance. This type of fluency is predominately demonstrated by long sequences of short 

ORAs. Specifically, the analysis demonstrates that:  

• Poorly fitting software can waste time.  

• Some complex sequences can be related to broader efficiencies such as combining 

examinations.  

  

Figu re  76   Process Trace Participant 5 Task 10   
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• Long ORAs can be related to complex efficient diagnostic performance.  

During the session 83.0% of the time was devoted to crux activities, 12.1% supported by enabling 

tasks, 2% wasted on troubleshooting and 3.4 % spent waiting for the system.  
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9.1.7 PARTICIPANT 6  

Context: This participant is a Consultant Radiologist with over ten years of experience, who 

specialises in paediatric imaging. The participant chose to report a worklist of adult chest x-rays.  

The most challenging studies in terms of ORA count and duration beyond the acclimatisation 

period were 5 and 15 and these were taken as the exemplars of inefficiency.  
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Figure 77 Participant Report 6  

 

PARTICIPANT 6, TASK 5  

This involved reporting on a chest x-ray with a lot of investigation of the related previous history.  

Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooting % Waiting 
Participant 6       

0  41 83.0  55.1%  39.0% 0%  5.9% 

1  17 53.5 92.5%  7.5% 0% 0.0% 

2  54 72.3 76.3%  16.9% 6%  0.8% 

3  43 67.4  82.3%  14.3% 
  

3.4% 

4  18 49.1 80.1%  19.9% 0% 0.0% 

5  147 192.7 65.3%  27.9% 6%  0.9% 

6  46 95.9 75.7%  17.1% 0%  7.2% 

7  37 86.6 90.9%  6.3% 3% 0.0% 

8  31 44.2 82.7%  14.2% 0%  3.1% 

9  31 65.2 31.0%  43.2% 0% 25.8% 

10  21 46.3  87.0%  13.0% 0% 0.0% 

11  19 36.3 86.0%  10.6% 0%  3.4% 

12  53 92.8 70.2%  26.8% 0%  3.1% 

13  47 69.7 60.2%  33.7% 3%  3.1% 

14  31 68.4 73.3%  21.9% 3%  1.5% 

15  67 131.9  57.2%  38.5% 0%  4.2% 

Grand Total 703 1255.3 70.4%  24.1% 2% 3.8% 

0 % 
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Sequence 1 Overview: In this sequence the participant uses the matrix screen to subdivide and 

organise the workspace so that four previous images can be viewed at the same time. This can be 

seen to be very time consuming.  

Sequence 2 Overview: This is a very complex sequence involving a lot of ORAs, with comparatively 

little being achieved. This demonstrates the problems of not having the participant there to 

retrospectively explain what was going on in the sequence.  

  

 

PARTICIPANT 6, TASK 15  

This involved reporting on a chest x-ray with a lot of investigation of the related previous history 

including CT and US studies.  

  

Figure  78   Process Trace Participant 6 Task 5   
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Sequence 1 Overview: This sequence has two components both related to gathering information 

about the clinical context. This involves reading numerous previous reports and looking at a 

previous CT. The final report was written by this point, so it is unclear what this extra work 

achieved. But the patient has a long imaging history indicating a complex underlying clinical 

history.  

Sequence 2 Overview: Again, this sequence involves investigating the patient’s previous history 

including viewing an ultrasound of the bladder, which was all done after the report had been 

written.  

All the actions were performed very rapidly and fluently indicating efficiency rather than poor 

performance.  

 

PARTICIPANT 6, SUMMARY  

This participant had a very thorough deliberative style involving the use of a lot of ORAs related 

to investigating the patient’s previous histories. This participant demonstrates the impact of 

different cognitive styles and approaches to clinical risk. This depth of evaluation comes at a high 

cost in terms of complexity, number and duration of the ORAs used. Also, this participant spent a 

lot of time optimizing the viewing environment for each study which was very time consuming.  

     

Figure  79   Process Trace Participant 6 Task 15   
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9.1.8 PARTICIPANT 7  

Context: This participant was a Junior Registrar training to be a Radiologist with 5 years of 

experience as a Junior doctor, and 1 year as a trainee Radiologist. The participant was at the 

beginning of a 6month rotation at the research site and was not entirely used to the workstations.  

The most challenging studies in terms of ORA count and duration beyond the acclimatisation 

period were 4 and 5 and these were taken as the exemplars of inefficiency.  

Figure 80 Participant Report 7  

 

PARTICIPANT 7, TASK 4  

This study involved reporting on a chest x-ray with a lot of activity related to tool use.  

  

Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooti ng % Waiting 
Participant 7       

0  31 47.5  61.7% 11.8% 0%   26.6% 

1  117 172.7 68.3% 11.5% 20%   0.7% 

2  30 89.4 75.3% 12.3% 10%   2.4% 

3  19 72.5 93.7% 5.6% 
  

0.7% 

4  105 284.9  63.3% 29.6% 6%  1.4% 

5  126 248.8  61.1% 18.3% 18%  2.3% 

6  75 138.8  62.4% 29.4% 3%   5.0% 

Grand Total 503 1054.4 66.5% 20.0% 10%  3.1% 

0 % 



 

  

  
149  

 

  

Sequence 1 Overview: this sequence is predominately related to the use of tools, specifically the 

time it takes to perform heart measurements. However, the end of the sequence demonstrates 

efficient image evaluation and multitasking by simply moving closer to the image to zoom in.  

Sequence 2 Overview: The first part of the sequence is related to investigating the previous 

reports in the worklist and being interrupted by a system warning about the location of the study. 

The second part of the sequence is related to selecting and evaluating a CT scan. Again, the 

identification and evaluation of previous imaging information is very complex and time 

consuming.  

 

PARTICIPANT 7, TASK 5  

This involved reporting on a chest x-ray with a lot of investigation of the related previous history 

including a CT study.  

  

  

  

Figure  81   Process Trace Participant 7 Task 4   
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Sequence 1 Overview: This sequence involves the investigation of the patient’s previous imaging 

history which is normal practice at the beginning of any examination. The participant is also 

methodically dictating a summary of this information at the same time, so this is a good example 

of efficient best practice.  

Sequence 2 Overview: This is a part of a much longer sequence of troubleshooting related to 

editing and re-editing the report. These problems, also uncovered in relation to participant 3, 

illustrate that the registrars are not used to using the voice recognition system, so they often 

prefer to type the reports. Because they type their reports, the VR system cannot learn their 

speech patterns, so it makes more mistakes. And this leads to a vicious cycle of inefficient systems 

interaction.  

 

PARTICIPANT 7, SUMMARY  

Again, the lack of experience of this participant created an indecisive inefficient approach to the 

evaluation of the images, the construction of the report, and the use of the technology. This 

results in many more ORAs to complete the studies compared with the consultants. Hence, the 

complexity of the process-trace is more an artefact of the inexperience of the participant rather 

than the usability of the UI. However, these examples highlight a number of specific issues:  

• The difficulty of new users using the voice-recognition system, and the inefficiency of 

typing the reports.  

• The complexity of evaluating the exam history and the imaging history.  

Figure  82   Process Trace Participant 7 Task 5   
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9.2  TASK CATEGORY ANALYSIS  

The constituent tasks of the workflow are made up of sequences of Object Related Actions and 

concurrent Supporting Actions, which have been observed and coded using a coding dictionary of 

categories and sub-categories.  

The chosen utility type, which is used to classify the actions within the process traces, is also stated 

and a brief rationale for the choice is provided. This analysis is from a formative perspective only, 

and not statistically relevant due to the small sample sizes derived from each observation session. 

The analysis is supported by three simple metrics:   

ORA Count: The number of ORAs used to complete the task or sub-tasks, this is related to overall 

task complexity.  

Total Duration: The total amount of time taken for each task or sub-task. This value correlates 

with the cognitive complexity of the composite ORAs within the task or sub-task. However, there 

is no direct equivalence between ORA duration and cognitive complexity, e.g when the participant 

is waiting for something to happen, the duration does not correlate with cognitive complexity.   

Median ORA Duration: Is an estimate of the challenge of each sub-category, based on the median 

time each participant takes to complete the ORAs relative to each subcategory. The median is 

chosen over the mean, because the distribution of ORA durations tends to be negatively skewed, 

so a measure of what is most common rather than the mean is more indicative of the participants 

performance.    

    

9.2.1 IMAGE INTERACTION  

Overview: All PACS systems provide a variety of image tools to allow the user to measure, 
transform and restructure the images that are presented in any study. This category is a 
collection of all the ORAs related to the use of image interaction behaviour and functionality.   

 Row Labels ORA Count Duration Median ORA Duration 

   

Add Measurment 
1  11  35.56  3.12 

2  8  31.53 4.1 

3  2  5.12 2.56 

5  1  8.08 8.08 

6  4  13.6  3.34 

7  2  6.33 3.165 

Brightness   

0  5  10.33 1.13  
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3  1  1.4 1.4 

6  1  7.8 7.8 

Contrast   

6  3  6.28 1.16 

Display Menu   

0  4  2.66 0.73  

1  10  6.76 0.76  

2  18  15.02 0.535  

3  3  3.84 1.28  

5  1  1.24 1.24  

6  11  11.36 0.72  

7  8  7.32 0.9 

Drills through Image Stack   

1  2  18.36 9.18 

2  1  8.93 8.93 

3  1  9.56 9.56 

6  2  13.88 6.94 

7  2  5.4 2.7 

Expands image to Fit screen   

2  2  2.33 1.165  

3  2  2.44 1.22  

6  9  7.68 0.84 

Inverts Image   

0  11  16.13  1 

6  5  6.36 1.2 

Moves Image   

0  11  14.67 1.2 

Removes annotation   

1  1  3.6 3.6 
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3  1  2.44 2.44 

7  1  3 3 

Rotate Imgae   

0  2  2.13 1.065 

Selects tool   

1  9  7.96  0.8 

2  11  16.41 1.47 

3  2  4.08 2.04 

5  1 0.24 0.24  

6  6  4.2  0.6 

7  2  2.33 1.165 

Zooms in   

0  15  35.21 1.6 

1  1  4.04 4.04 

2  1  0.93 0.93  

3  19 37.72  1.4 

6  3  2.16 0.8 

7  9  36.54 4.07 

Zooms Out   

0  7  9.32  1 

3  7  13.36 1.28  

6  1  1.12 1.12 

7  3  8.33  2.33 

Table 10 Task Category Analysis: Image Analysis  

Analysis: Overall, there is a sparsity of image tool use seen throughout the sessions, making it 

difficult to say anything equivocal about the complexity in relation to their context of use.   

Summary:  

1. Overall, there is a sparsity of tool use across the sessions, but this interaction profile 

may only relate to plain radiographic reporting.  

2. The measurement tool involves the use of many ORAs to make each measurement.  
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3. Drilling through a cross sectional image stack takes time but this is efficient in relation 

to the amount of information processed during this type of activity.  

4. There are significant differences between users in terms of their use of functionality 

suggesting different cognitive styles.  

5. The zoom sub-category should have been coded under two types: system zoom and 

moves closer to the image.  

  

 

9.2.2 WORKLIST INTERACTION  

Overview: All PACS systems group different types of studies into worklists that are used to 

organise the work that will be reported within a particular reporting session. Generally, the user 

will choose an appropriate worklist at the beginning of the session and then allow the worklist to 

automatically select the study that will be reported next when the current report is completed, 

and this is triggered by the user closing the study by clicking next case. Alternatively, the user can 

also open a new study by clicking on any of the studies within the worklist. Routinely the user will 

spend some time navigating through the worklists in the PACS system before choosing an 

appropriate worklist for the session of reporting. E.g. A radiologist might begin the session by 

looking for and selecting the GP reporting worklist.  

Also, the user can jump out of the current worklist to choose a different study or worklist. This 

type of behaviour is external to the process of reporting and is at a higher task level in the 

hierarchy. Such task behaviour is denoted with a 0 within the data model. Hence the data can be 

split between higher level task selection behaviours, or lower-level reporting.   

  

Extra-Reporting Usage  Inter-Reporting Usage  

  Participant  ORA Count Duration Median ORA Duration   Participant  ORA Count Duration Median ORA Duration 
Close Case Allocates exam to someone else 

0 2 4.4 
   0 1 3.4 

 

3 3 2.9 1.0  Close Case 

 0 26 34.1 

 
 

5 1 1.5 
  1 11 22.2  

7 2 3.4 
    

 2  34 70.4 
  

  
 

 

Moves through 

worklist    3  6 11.5 
  

0 2 4.3 
 

4  28 57.8 
  

5 1 0.6 
 

5 7 12.0 
 

2.2 3.4 

1.3 

1.5 

1.7 1.9 

2.1 

2.0 

2.1 1.7 

0.6 1.3 
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6 3 18.1   
7 5 12.5 

  

Open Case   Moves through worklist  

0 6 11.1  3 1 3.0 
  

   

3 1 0.4 
  Open Case  

 0 7 15.1 

 
 

4 1 2.5 
  2 1 3.6  

5 2 2.0 
    

3 2 3.3 
  

6 3 2.6  
  

    4 1 1.8 
  

Reads Possible Workslists   
5 2 3.6 

  

0 1 1.3 
   

 6 11 20.1 
  

1 1 3.1 
  7 1 2.0 

  

3 3 6.6 
  Reads Possible Workslists  

 

5 1 1.4 
  0  1 0.3 

  

Reads Worklist   Reads Worklist  
0 5 6.5 

  

0 10 16.9 
  

 
3 4 9.0  

 

1 1 9.9 
 

5 9 13.1  

2 3 10.1 
    

 6 2 1.3 
  

3 6 11.6 
  7 2 1.3 

  

4 1 1.4 
  Selects Worklist  

5 3 6.6 
  0 2 1.6 

  

6 15 39.6 
  Selects exam recipient  

6.4 2.5 

3.0 

1.8 

0.4 

1.8 

2.5 

1.0 3.6 

1.6 

0.9 

1.8 

1.8 

1.3 

1.2 

3.1 2.0 

2.3 

1.4 0.3 

0.6 

1.7 

1.7 

9.9 

3.9 1.1 

0.6 

1.3 0.6 

1.4 

0.9 0.8 

1.7 
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7 2 2.1 
  0 1 3.3 

  

Refreshes Worklist    

0 2 5.1 
 

1 1 3.4 
  

2 1 4.0 
 

Selects Worklist   

0 2 2.1 
  

1 3 7.2 
  

3 3 3.0 
  

5 4 4.0 
  

6 4 3.4 
  

7 6 14.3 
  

Table 11 Task Category Analysis: Worklist Interactions  

Analysis: Overall, there is a limited use of worklist functionality, but this is not surprising given 

that this tends to be part of the initialisation process and not part of the general reporting 

workflow.  

Due to limited use: Allocates Exam, Move Through Worklist, Refreshes Worklist, and Selects Exam 

Recipient was not assessed.   

Summary:  

1. Worklist functionality is more often used prior to the reporting task to select appropriate 

reporting worklists and examinations.  

2. The complexity of the worklists makes this a naturally time-consuming and complex task.  

3. Close/next case could be linked to the Save/Authorise actions to remove a redundant 

ORA.  

   

  

    

9.2.3 REPORT INTERACTION  

Overview: The radiology report is the legal record of the medical imaging process and a summary 

of the main findings which are accessed by other clinicians when they are treating the patient. 

This category is a collection of all the ORAs related to the interaction with the report in the report 

window which is part of the RIS. Naturally, the report is one of the central focuses of activity in 

the reporting process, so there are a larger number of sub-categories associated with it; the pivot 

1.1 3.3 

2.6 

3.4 

4.0 

1.1 

2.8 

0.8 

0.9 

0.9 

2.7 
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table results have been split into two parts and displayed alongside each other for the sake of 

easier comparison.  

 

Analysis:  Overall, the report is one of the central foci of activity with many subcategories of 

activity employed by all the participants, this is not surprising given that the report is the ultimate 

goal of the reporting workflow.   

Summary:  

1. The Auto-text which provides automatic reports and sections of the report using the insert 

command was hardly used.  

2. Editing text is a complex and time-consuming activity, especially when the edits are made 

by typing.  
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3. The segmentation of the dictation process was not accurate due to the deliberate focus 

on the visual segmentation of ORAs.  

4. Accessing and reading the patient’s previous reports is a complex time-consuming activity 

that some participants use more than others.  

5. The activity of reading in general is complex and time-consuming.  

 

9.2.4 REQUEST (ORDER) INTERACTION  

Overview: The referring clinician will initially submit a Radiology Request (More commonly called 

a Radiology Order outside of the UK) either electronically or in the form of a paper request. This 

request contains relevant clinical information about the patient: the type of examination that is 

required, the related symptoms, and the key clinical question that the referring clinician would 

like answered.  

(Legacy paper requests are sometimes scanned into the RIS system as an image).   
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Analysis: The information from the request comes almost at the beginning of each report to 

provide the general context for the report.   

Summary:  

1. Request read times are short and infrequent near the beginning of each report.  

2. The efficiency of the request reading activity is partly a product of the efficiency of the 

shorthand form that the requests are written in the first place.  

3. The participants briefly refer back to the request throughout the reporting process with 

short intermittent fixations.  
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9.2.5 IMAGE EVALUATION  

Overview: The evaluation of the images is obviously a key part of the workflow, but it was made 

clear in the Research Strategy that the techniques for evaluating the images are not within the 

scope of the project. Consequently, this task category has been limited to the interaction with the 

interface in relation to the images, rather than the techniques used to evaluate atypical image 

appearances.  

  

 

  

Analysis: The majority of the image evaluation involves discreet ORAs of one anatomical part of 

the image related to the clinical question. But at other times, especially for the registrars, there 

are nested sequences of ORAs covering a number of anatomical areas within the image which 

could have been segmented separately. This creates some methodological issues that will be 

explained in the discussion.  

Summary:  

1. These types and subtypes of activity related to radiological image evaluation were not 

part of the scope of the project.   

2. Image evaluation is broken up into a mix of evaluating the primary and previous images, 

and this work is interleaved with other types of tasks related to the generation of the 

report and the functioning of the workstation.  
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3. Naturally, a significant amount of time is spent evaluating the images and this reflects the 

complexity of the overall task.  

4. There is more time spent evaluating the primary image/s compared with the previous 

imaging, suggesting that previous imaging plays a limited supporting role in the process 

of report generation.  
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9.2.6 VIEWS METADATA  

  

Overview: Each study provides a wide variety of metadata such as times, dates and imaging 

parameters that can be used by the users to inform the process of image evaluation and report 

generation.   
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Analysis: All of these subcategories involve reading something from the UI in some way, so they 

will be assessed together. The patient/examination metadata is valuable to the user at various 

points during report generation and they are easily viewable on the surface of the UI without 

needing to be uncovered. This is indicated by the generally short median ORA times. There are a 

number of outliers related to participant 1 but these are based on a small number of 

measurements.  

There are other types of metadata within the UI that take up real estate that was not seen to be 

used such as brightness and contrast values. Some of the metadata provided by the interface is 

clearly of value and easy to access when needed, but only required sporadically. But overall, it is 

difficult to demonstrate any weakness in the system from the use of the metadata.  

  

 

9.2.7 MISCELLANEOUS INTERACTIONS  

Overview:  There were numerous miscellaneous interactions that could not easily be coded under 

the established interaction categories, and these were generally related to the windows 

environment and events outside of the interface. These interactions were often unique to the 

participant but still an essential part of the overall workflow.  

 

Analysis: There are a set of intermittent interactions that do not clearly fit into any specific 

category, and these were coded as miscellaneous interactions.  

Summary:  
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1. The Application Interactions and External Interactions, should have been coded in more 

detail and given their own activity categories.  

2. The application interactions were predominantly related to the use of application 

switching to move between the RIS and the PACS within the information screen.   

3. Users often need to visually check the location of the Speechmike or keys on the keyboard 

during external interactions with these devices.    
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9.2.8 SYSTEM MESSAGING  

Overview: Both PACS and the RIS provide the ability to contact other system users in the form of 

text messages. Only the RIS messaging is used at the research site, and is most commonly used 

for passing on critically important messages to the referrers via the radiology clerical staff.   

  

 

Analysis: The messaging system is a self-contained package within the RIS system that involves 

many steps to send a message. Consequently, it is of greater use to evaluate the use of the 

messaging system as a sub-sequence rather than as individual activities. Participant 0 provides an 

example that takes 15.4 seconds in total:  

Participant 0, Task 6   

Start  Stop  Duration  ORA Activity  

294.8  296.9  2.1  Selects text  

296.9  297.5  0.6  Selects menu in report  

297.5  298.3  0.8  Copies exam number  
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298.3  299.3  1.0  Create message  

 299.3  300.7  1.4  Message type  

300.7  301.4  0.7  Select message recipient  

301.4  303.4  2.0  Adds examination details  

303.4  304.0  0.6  Pastes exam number into visit   

304.0  304.9  0.9  Adds visit  

304.9  307.5  2.6  Types message  

307.5  307.7  0.2  Checks exam number  

307.7  308.2  0.5  Checks message  

308.2  308.9  0.7  Sends message  

308.9  309.2  0.3  Attempts send message  

309.2  309.3  0.1  Realises dialog box has appeared  

309.3  310.2  0.9  Deletes warning about message 

recipient  

  

Summary: The use of the messaging system was limited to two participants, this may be due to 

infrequent use, cognitive styles or that the complexity is seen as an obstacle to general use. Here 

we have an example of the way the method demonstrates a potentially inefficient section of the 

workflow that could be improved through better design.  

  

 

9.2.9 WAITING FOR THE SYSTEM  

Overview: Radiology reporting involves the use of a lot of data and it often takes time for the 

system to process the data, or download new data from the servers via the hospital network.  
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Analysis: The majority of the waiting occurs as the system retrieves the imaging for the next 

patient, so the amount of time wasted is correlated with the number of examinations completed 

by the participant (As shown in the graph below).  

 

Figure 83 Relationship between waiting the Number of Tasks Performed  

  

Summary: The reasons why a system might generate a large amount of waiting time are complex, 

ranging from poorly designed software and low specification workstations, to underperforming 

severs and data networks. The impact of waiting may seem trivial within the context of one 

examination, and may even provide the user with a second or two to relax; but overall, each 

participant wasted 30 to 60 seconds within a 20-minute period. This is a potentially a significant 

amount of time wasted when scaled up across the whole of the profession.  
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Medical Imaging provides one of the most effective diagnostic tools in modern medicine; but no 

matter which imaging method is used, the final diagnostic report must be produced by a 

Radiologist or another reporting clinician with the use of a radiology workstation (As shown in 

Figure 84 AlfredHealth, 2019).  

  
Figure 84: Routine Workstation Setup (AlfredHelth, 2019)  

  

Hence, the production of the Radiology report via the Radiology workstation represents one of 

the key bottlenecks in modern healthcare (Sharma, Wang & Siegel 2017). Furthermore, the 

success of medical imaging has created an ever-increasing demand for imaging services that 

Radiology Departments are struggling to keep up with (Krupinski, 2012). For example, the Royal 

College of Radiologists has stated in 2018 that in the past five years within the UK, there has been 

a 54% increase in demand for computed tomography and a 48% increase in magnetic resonance 

examinations (RCR, 2018). Finally, modern imaging systems produce far more images per study at 

a greater image resolution which further increases the demand on the Reporting Clinician (ibid).  

The TRIP Committee (Andriole,2004; Andriole & Morin, 2006) referred to this as the “Data 

Overload Problem” and set out a number of broad themes that needed research and development 

in order to mitigate this problem I.e.: human perception, image processing and computer-aided 

detection, data visualization, image set navigation, usability, systems integration, and validation 

methods. (ibid).  

Although the Data Overload Problem can be viewed from a purely operational point of view, all 

of the information generated must be evaluated and processed in some way during the reporting 

workflow.  
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In response to this situation, it is the assertion of this thesis that to address the overload problem 

from a clinician’s perspective, it is critical to develop a fundamental understanding of the cognitive 

nature of the activities involved. Consequently, the aim of this study is to explore, model and 

measure the reporting workflow with an emphasis on the cognitive limitations of the user, the 

task and the interface.   

10.1 LITERATURE REVIEW  

An extensive review of the literature revealed a highly complex set of theoretical influences, from 

the cognitive psychology of multitasking to the modelling of human behaviour and computer 

interaction. The holistic exploratory nature of the study presented a major challenge in relation 

to the scope of the possible theoretical influences needed to describe the workflow. Throughout 

the project, there was always the concern that critical areas of theory may have been missed, and 

that the literature that was included was not reviewed in sufficient depth due to time constraints. 

Furthermore, as West & Nagy (2007) point out, there are often problems with the applicability of 

theories from the microcognitive literature when describing macro-cognitive user behaviour. 

Hence, there was often little resonance between the theoretical work derived from controlled 

research studies and the situated workflow observations. For example, there is a large body of 

work on task switching costs which ought to have been highly relevant, but there was no way of 

applying these concepts to complex naturalistic observations where task switching is ubiquitous, 

but its cognitive origins are unseen. Generally, it was found that there is a significant bias within 

the literature towards controlled positivist studies and very little discussion regarding the 

ecological validity of these types of observations.   

On the other hand, at the time of writing there was no evidence of any situated workstation 

studies that could establish the authentic macro-cognitive characteristics of the reporting 

workflow. Broadly speaking, the current approaches to Radiology performance evaluations come 

under three different approaches: controlled psychometric or laboratory-based studies (e.g. 

Krupinski & Berbaum, 2009), low granularity business processing modelling (e.g. Muller, 2011) 

and the unpublished user experience studies performed by radiology systems design teams. Given 

the paucity of relevant published research, it was necessary to establish the theoretical landscape. 

This led to the identification of a number of key themes associated with cognition, attention and 

action sequences that were relevant when describing cognitive overload as evidenced by the 

exploratory observations:   

  

• Limited Cognitive Resources: The workflow requires the management of the limited 

span of cognitive resources (Miller, 1994) towards the specific reporting goal. This 

requires complex cognitive resource strategies to complete the task (Fougine, 2008; 

Salvucci and Taatgen, 2008).  

• Chunking: The key finding of this study is the way that workflow is chunked into 

goaloriented behaviours or actions, that are used to selectively process the sub-tasks of 

the workflow using the limited cognitive resources that are available (Tulving & Craik, 

2000; Fougine, 2008; Fonollosa et al, 2015).  
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• Object Related Actions: Complex action sequences consist of a succession of individual 

object-related actions, where gaze and actions are temporarily bound to one object at a 

time (Land, 2009). This is the process that most accurately describes the chunking 

behaviour observed during the situated workflow interactions.   

• Overt and Covert Attention: Although Nodine & Kundel (1975) describe the initial glance 

as a key component of attention during image evaluation, this cannot be observed in the 

eyetracking data because only overt fixations and scan paths are recorded with any 

accuracy.  

• Duel Process Theory: Although cognition cannot be observed directly, the speed and 
efficiency of the user's workstation interactions can be indirectly observed in the form of 
the timing and number of the ORAs.  

• Multitasking: Both serial and concurrent multitasking can be seen throughout the 

workflow, with concurrent multitasking occurring at a number of hierarchical levels.   

• Hierarchical Task Analysis: The workflow naturally decomposes into a number of 

hierarchical levels, starting top-down with the reporting session and then descending to 

the level of individual interaction events at the cognitive level.  

• Timescales for Human Action: Although Newell (1990) provides a comprehensive 

generalisation for all timescales at any granularity, the specifics of his overall framework 

were found to be too idealistic when compared with the reality of the observations made 

within this study.   

• Bounded Rationality: The workflow activities and underlying cognition are significantly 

structured and limited by the information related to the clinical context, the functionality 

of the workstation, and the habits of the reporting clinician.   

• Process Tracing: The decomposition of action sequences via process tracing is a common 

method used to evaluate the emergent characteristics of human work (Alexander, 1977; 

Patrick and James, 2004; Dearden & Finlay 2006), and can be combined with eye-tracking 

techniques to capture the dynamics of attention during work processes.  

• Mental Workload: There is a broad set of literature on the measurement of mental 

workload and cognitive load, but much of it is either context specific or micro-cognitive 

in nature (Tao et al, 2019).  

• Efficiency, Productivity and Complexity: Although there is extensive literature covering 
efficiency and productivity in the workplace, there is very little covering the cognitive 
efficiency in relation to systems interaction, with the possible exception of Krug’s “Don’t 
make me Think” (2013).  

• Human Activity Modelling: A very broad discipline usually devoted to modelling physical 

activity rather than cognitive modelling.  

Surprisingly, the literature on medical decision making was not a major influence, because 

decision making cannot be directly seen within the observations. Furthermore, because the data 

was derived from only one clinical site, the literature related to systems design and usability was 

informative but not explicitly used to support any comparative work.   

10.2 APPROACH TO DATA COLLECTION AND ANALYSIS  
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One of the most common approaches to user modelling is via the pragmatic mixed-methods 

approach used within the discipline of User Experience (Ux) (Rogers et al, 2011). However, the 

qualitative methodologies that are generally applied in Ux studies, run counter to the empirical 

philosophical prejudices found in healthcare sciences. This is understandable given the clinical 

risks involved in medical environments, so there is a natural leaning in healthcare towards the 

perceived certainties of  

“hard science” over “soft science” (VanLandingham, 2014). I.e. The use of quantitative positivist 

methods of data collection are preferred over the interpretivist qualitative approaches used 

within disciplines like Ux.   

A Positivist controlled laboratory approach was initially explored within the pilot studies 

(Appendix ii) but rejected because it removed the authentic contingencies associated with the 

context of use, e.g. clinical risk, local worklists and familiar interface functionality. These findings 

conform with the view developed by Suchmen (1987), that situated studies are critical for 

understanding the authentic use of technological artefacts, and for achieving observations with a 

degree of ecological validity (Mc Namara et al, 2015). For the user, the workflow involves 

navigating a path through a highly complex sociotechnical context in order to complete the task 

at hand. Any attempt to reduce the complexity of that context will cause a loss of ecological 

validity that could undermine the authentic behaviours of the users, and the external validity of 

the models derived from these behaviours. This is not to say that there is no place for controlled 

HCI observations in radiology workflow studies, but that they should also be grounded with 

respect to some form of situated observations.  

This requirement leads to a dichotomy within the research strategy. To achieve results that 

generalise across all settings, the observations must be performed in a controlled setting e.g. The 

controlled pseudo-interface observations of Moise et al (2006). But to achieve a high level of 

ecological validity where behaviour is bounded by genuine local constraints, observations must 

be uncontrolled within the context of use. This dichotomy can be resolved by applying the deeper 

philosophical approach of Critical Realism (Bhaskaer, 1979). From this perspective it becomes 

possible to explicitly state the underlying philosophical foundations applied within the method 

(As shown in appendix i). In short, the chosen method involves making ontologically real 

observations of the participants interactions with the GUI and the workstation in a pseudo-

naturalistic context using eye-tracking and video recordings. But then coding and classifying the 

observations with the use of a relative epistemology based on domain expertise. This approach 

allows for a reproducible methodological framework, but one where a great deal of care must be 

taken when generalising the coding dictionary to any other similar contexts of use.    

10.3 CRITIQUE OF THE DATA COLLECTION METHOD  

Any situated study requires a detailed understanding of the weaknesses and assumptions made 

during data collection:  

The number of research sites: For ethical and bureaucratic reasons it was extremely difficult to 

get permission to perform the observational sessions at more than one radiology department, 

and the project ran out of time before any other clinical sites had completed the approval process. 

Although the clinical and medicolegal requirements related to the production of radiology reports 
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are common to all radiology departments within the NHS, the workstation and its supporting 

applications are specific to each department. Although the contexts will differ to a degree, the 

attentional mechanisms of the ORAs will generalise across individuals within any setting, which is 

the prime reason for choosing the ORA as the unit of measurement.   

Number of Participants: Although the data was derived from only eight participants, over five 

thousand ORA measurements where captured and coded. This created a rich data set, but makes 

the assumption that the observations can be generalised to all other radiology settings. At the 

microcognitive level participants have differing psychometric characteristics, and at the macro-

cognitive level they have differing cognitive styles. But the ORA generalises across all populations 

of reporting clinicians, and it is the use of the ORA as a measurement of cognitively related activity 

that is under evaluation.   

Task Scenario: The choice of worklist was highly realistic but could not represent every facet of 

radiology reporting. The participants were asked to choose a plain radiographic (Routine x-ray) 

reporting list and report the associated studies in the normal way. The Radiologists were asked to 

report a chest worklist because this involved complex pathologies that sometimes required the 

evaluation of previous reports and studies such as CTs, and this provided a more comprehensive 

complex set of reporting behaviours. Ultimately it is impossible to reproduce every type of task 

that could be part of the workflow, but again the aim is to develop an evaluation method rather 

than to evaluate every aspect of the workflow.  

Ecological Validity: It has already been said that situated data collection was critical in order to 

ensure the ecological validity of the observations.  In most respects ecological validity was 

achieved, i.e. the sessions involved live patients with genuine clinical risk; the participants are all 

reporting clinicians reporting in their normal working environment; and the workstations were 

set up in the normal way.   So, the behaviour of the participants was bounded by the cognitive 

and decision-making constraints that normally shape a reporting session. From a subjective point 

of view, the reporting sessions seemed normal and most of the participants were happy to 

authorise the reports during the session, suggesting a degree of confidence in the reporting 

process. On the other hand, there were a number of pilot sessions using the Morae screen 

recorder, where the participants complained that the voice recognition was not working correctly. 

Indicating that the participants were prepared to be vocal about any problems that they might be 

having during the session. One of these sessions was ultimately included in the analysis because 

the participant persevered for the full twenty minutes before complaining about the voice 

recognition problems, and this was demonstrative of troubleshooting behaviour.  

The key differences between the observation sessions and authentic use, related to the use of 

eyetracking. Firstly, the eye-tracking glasses must be calibrated before the observation session 

commences. This can take up to five minutes and is a highly unnatural activity that reinforces the 

observational nature of the session. Secondly the glasses themselves were somewhat 

cumbersome especially for those who were not used to wearing glasses.   

The Hawthorn Effect: Given that it was very clear to the participants that they were being 

observed, the impact of the Hawthorn Effect was a major concern. There was the impression that 

some of the participants were on their best behaviour at the beginning of the session. E.g. some 

of the participants used the chest measuring tool in the first few minutes, but then stopped using 
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it for the rest of the session. On the other hand, one participant started humming a tune halfway 

through the session, suggesting that they were not aware of being observed. In one extreme case 

the participant seemed to view the whole thing as a competition, their session was rejected due 

to calibration problems, but would have been rejected on the grounds of the Hawthorn Effect 

anyway.   

Fundamentally, there was no practical or ethical way of capturing the reporting activity without 

the participants being aware of the research process, and all eye-tracking studies are flawed in 

this respect. It is not possible to capture the behaviours that the participants are deliberately 

omitting, and difficult to identify behaviours that are purely for show. Ultimately, it was assumed 

that the Hawthorn Effect was present but only in a minor way, and most often at the beginning 

of the session before the participant settled into their normal working pattern. Further research 

would need to be performed in this area to evaluate the impact of the Hawthorn effect, this could 

be achieved by comparing the keystroke patterns between the observation sessions and routine 

use.  

Cognitive Breaks: Without exception the participants worked constantly throughout the session, 

without any distractions, cognitive breaks or daydreaming. This is unrealistic, but unlikely to have 

had any major impact on a reporting session of only twenty minutes. At worst there may have 

been some problems with fatigue near the end of the session.   

Segmenting the ORAs: In general, the transitional saccades clearly demarked the beginning and 

ends of the ORAs due to the large shifts in attention recorded within the scan paths. A small 

number of the transitions were less clear due to the nesting of tasks, multitasking and tasks 

performed in the same location of the UI. During nested ORAs such as reading or evaluating the 

image, where one ORA is made up of a set of smaller rapid ORAs, the higher-level object was taken 

as the focus of the action i.e. reading the text was taken as the object rather than each of the 

words. For multitasking and tasks performed in the same location of the UI, an effort was made 

to explore each action using all the information available to make sure the segmentation was 

performed accurately. Overall, the segmentation could be performed to an accuracy of 

microseconds for the majority of the ORAs.  

Coding the ORAs: The principal flaw within the method was that the authors domain expertise 

was the only source of information used to develop the coding dictionary and classify each of the 

ORAs. The common way to establish the validity of any coding framework would be to test for 

coding accuracy with interobserver agreement. Unfortunately, the original coding of the sessions 

took a number of years, so it would not have been economically or pragmatically viable to hire a 

radiologist or radiographer to repeat the coding of the sessions. It was hoped that it would be 

possible to establish a degree of interobserver agreement by hiring a radiographer to repeat the 

coding for short sections of each of the sessions. But again, this was not possible with the time 

constraints at the end of the project. It is the intention to complete this work prior to publication 

after the thesis is submitted.  

The coding dictionary was specifically designed to establish an unequivocal description of the 

tasktypes and subtypes to ensure that the coding could generalise to any reporting context. This 

approach worked well for the majority of the sub-types but, as has already been said within the 

analysis, “Reads Report” and “Checks Report” should have been coded under the same subtype. 
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Also, there were numerous occasions when new task categories were observed, and then the data 

for the respective participant was checked and recoded where necessary to take account of the 

new coding.   

A methodological decision was made at the outset of the coding that the focus of the research 

was the evaluation of the workflow, not radiological decision making. So the image evaluation 

ORAs were only coded with respect to the place within the imaging history, rather than the 

pathological focus of interest. This was the correct decision to make relative to the research 

question, but it does mean the specific reason for the image evaluation actions has not been 

coded. E.g. “Evaluates previous image” Vs “Evaluates the heart size in the previous image”. The 

method could be used in this way, but it would have pushed the analysis beyond the scope of the 

project and beyond the abilities of the researcher.  

Practicality of the Method: Finally, although segmenting and coding by hand provided an 

excellent indepth analysis of the observations, it was extremely time consuming. This approach is 

not recommended for general use, and the automation of the method will be discussed in the 

recommendations.  

Value of the Method: The situated method offers a detailed view of the workflow that can provide 

authentic empirical evidence about the dynamics of the reporter’s workstation interactions, 

which can then be analysed quantitatively in a variety of ways. Furthermore, this practical use of 

Land’s Object Related Actions (1999) could potentially be applied for the analysis of complex 

repetitive workflows in any sociotechnical domain. Although the situated method cannot directly 

uncover what the participant is thinking or experiencing, it provides a link between the 

quantitative and qualitative evaluation of the user’s experience that could add value to mixed 

methods studies.  

10.4 VALIDATION OF THE MODEL  

The initial starting point for model development was the radiological decision-making model by 

Nodine and Kundle (As seen in Figure 37). Although this seminal piece of work was derived from 

rigorous eye-tracking studies, it was based on an outdated non-digital workflow and has little 

value in relation to prediction or measurement. To avoid these problems and to ensure that the 

workflow model is fit for purpose, a set of requirements was set out at the beginning of the 

modelling section.   

Applicability: The structure of the model is designed to match both the hierarchical nature of 

human task decomposition and the general task structure of the radiology reporting workflow as 

observed in the sessions. The model is not designed to account for the specifics of radiology 

decision making, only the sequence of actions that support decision making and report 

production. The model aims to capture the dynamics of the workflow in a relatively simple but 

explainable way that can be equally understood by clinical and non-clinical researchers.  

Ecologically Valid: The model aims to reflect authentic use within a natural context rather than 

controlled laboratory behaviour. The elements of the model have been designed to generalise 

across all reporting workflows by omitting any references that are specifically related to the 

context in which the data was gathered.    
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Chunking: The model is explicitly built around the goal orientated chunking behaviours that 

characterise authentic reporting workflow. This is achieved by applying Land’s principled concept 

of the Object Related Action (1999) as the fundamental unit of action.    

Multitasking: The model takes account of both serial and concurrent multitasking at different 

hierarchical levels of the model.   

Cognitive Complexity: The model is able to characterise the cognitive complexity of the workflow 

across the timeline at different granularities. This is achieved by combining the hierarchical 

models of Newell (1994) and Helal et al (2010) with the information from the broader literature 

review, and the workflow observations. This synthesis aims to provide a valid meta-theoretical 

model that can explain the complexity of the workflow in terms of a hierarchical orchestration of 

object related actions combined using serial and concurrent multitasking. With this perspective 

the cognitive complexity of the workflow can be broken down by classifying and measuring the 

constituent ORAs and concurrent supporting actions. From this view, the complexity of the 

workflow becomes more comprehensible as a set of specific actions responding to the constraints 

of the interface, the task, and the abilities of the user.   

Higher Level Goals: The behavioural stream is continuous and contingent upon the constraints 

imposed by the overall reporting context with the aim of meeting a set of high-level reporting 

goals.  These goals are not achieved individually by combining ORAs in a simple sequential fashion 

as per Land’s action sequences (Land et al, 1999). In reality, many goals are addressed 

concurrently by interleaving ORAs to contribute towards more than one goal at a time. E.g. An 

ORA that evaluates a previous image may achieve the specific goal of staging the development of 

a chest infection, but will also contribute towards the tacit goal of reviewing the imaging history. 

The structure and ontology of these higher-level goals describes the core of the discipline of 

radiology decision making, consequently it is considerably beyond the scope of this study.  

Meta-Theoretical Validity: The model is designed to achieve a degree of validity by linking with 

current theoretical perspectives from Psychology, HCI and Radiological Psychometrics. 

Specifically, the base of the model is derived from Threaded Cognition which is in turn based on a 

synthesis of microcognitive theory and cognitive modelling (Salvucci and Taatgen, 2008). The 

overall structure of the model is a combination of Newell’s Timescales (1994) a key theoretical 

construct from HCI, and Helal et al (2010) which is a generalisation of Activity Theory. Finally, 

these approaches are united around Lands Object Related Actions (1999) which takes a 

neurophysiological view of attention-based activity.   

Measurement: The model itself is a conceptual representation of the workflow which is designed 

to emphasise the importance of the ORA as a cognitively related unit of measurement. The 

simplicity of this unit of measurement facilitates the development and application of more 

advanced cognitive metrics so that the model can be validated using techniques such as 

pupillometry and EEG measurements.  

Internal & External Validity: Internal validity is related to the impact of a controlled intervention 

(Yen et al, 2014) rather than the validity of a model, but external validity addresses the 

generalisability of the model. The workflow model is constructed from a number of well-

established components from the literature, i.e. the concurrent multitasking of limited cognitive 
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resources using threaded cognition, behavioural chunking with ORAs, and hierarchical task 

deconstruction. These elements are what the Critical Realists refer to as enduring entities and 

mechanisms (Frauenberger, 2016), which are common to the human condition and will generalise 

to all reporting contexts. The combination of these components into a model that encompasses 

differing time scales is well supported by the literature and the observational data, so it is 

reasonable to assert that it will generalise to all other reporting contexts.    

Falsifiability: The model is composed of a number of cognitive and attentional mechanisms which 

must be testable for the model to demonstrate that it can be falsified. For example, the model 

asserts that all reporting workflows are chunked into ORAs, and this can be tested with eye-

tracking in any reporting context by repeating the method.   

Experimenter Bias: The structuring of the model is based on the authors conceptual 

understanding of the workflow and the domain. This knowledge is based on over twenty years of 

work with digital radiology systems, ten years as a Reporting Radiographer, and the meticulous 

observational work that was undertaken as part of this thesis.  

Given the problems associated with the key use of the experimenter’s knowledge base, there was 

a deliberate effort to broaden the scope of the model out from the authors scope of practise. This 

involved stripping out any references to specific workflows to produce an idealization based 

around events, actions and activities rather than specific types of reporting tasks and radiological 

decision making.  

Fit for Use: In relation to the appropriateness of the model, it must be able to support change 

within the profession. From a descriptive point of view, the model is valuable for those who know 

little about radiology reporting such as systems designers and medical imaging researchers. At the 

other end of the spectrum, it can help Radiologists explain the complex dynamics of their 

reporting workflow relative to the GUI, rather than from a purely clinical point of view. Although, 

the model is formative rather than predictive, it suggests new ways of measuring and analysing 

the workflow, especially in relation to cognitive overload.  

10.5 ANALYSING COMPLEXITY OF THE WORKFLOW ORAS  

Given the sociotechnical nature of this study it would have been natural to have chosen some 

type of GOMS based approach for modelling and measuring the reporting workflow. However, as 

West & Nagy (2007) conclude, the use of GOMS techniques is problematic for macro-cognitive 

studies where interruptions and opportunistic task switching are common; and de Haan et al 

(1991) stress that GOMS analysis cannot deal with error repair, non-expert performance and 

problem-solving. To address these problems a new measurement technique was derived from the 

observations and the workflow model that will be referred to as Cognitive Activity Analysis, which 

aims to uncover the mental workload characteristics of the workflow rather than simply the order 

of the tasks.  
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10.5.1 THE ORA AS THE UNIT OF ANALYSIS  

The key finding that can be seen throughout the observations is that the behavioural stream is 

composed of serial chunks of what Land et al (1999) refer to as “Object Related Actions”, which 

can be parsed using transitional saccades into consecutive actions. This study asserts that because 

an ORA encapsulates one discreet cognitive action, the observable features of the ORA can be 

used as a proxy for the characteristics of the underlying mental workload during the ORA. Hence, 

the ORA was taken as the fundamental enduring unit of analysis, and the basis for the 

development of the workflow model and workflow evaluation.  

There are a number of clear values of the use of the ORA as the unit of analysis:  

• They encapsulate one discreet goal orientated cognitive operation (Land et al, 1999).  

• Their existence has been justified from neuropsychological observations and theory (Land, 

2009; Binkofskia & Buxbaum, 2013).  

• They were developed to account for naturalistic top-down purposeful visual behaviours 

(Land, 2009).  

• They are relatively easy to observe and parse from the eye-tracking data (Land et al, 1999).  

• From the observations, it can be seen that they naturally chain together into task-oriented 

action sequences.  

Furthermore, from a micro-cognitive or bottom-up perspective ORAs can been seen to be made 

up of threaded concurrent cognitive resources as described by Salvucci and Taatgen (2008) and 

this links with the theoretical work on multitasking, attention and cognitive modelling.  

The observational data made it clear that some sequences of ORAs had greater value and 

complexity than others, suggesting that the workflow could be usefully investigated and 

redesigned by uncovering the complexity and value of each ORA in relation to the reporting action 

sequence. From this perspective, it should be possible to reduce overload by decreasing the 

complexity and number of ORAs within the reporting workflow, especially those of low value. The 

method of analysis was designed to drill down through the ORA data to uncover complex tasks 

and sequences of activity that would increase cognitive overload.  

 

10.5.2 THE UTILITY HEURISTIC  

The potential value of an ORA within the workflow is not simply confined to the measurement of 

the task duration and number of actions it takes to complete a task, but also the utility of the 

respective actions within the workflow. Land et al (1999) make this clear by classifying the ORAs 

into Crux, Enabling and Tidying actions. Although this classification is a good starting point, the 

workflow observations suggested that a classification based on Crux, Enabling, Troubleshooting 

and Waiting is more meaningful. There is also the further argument that distractions constitute 

low utility activity, but they tend to involve a completely new high-level task composed of ORAs 

and activities related to the completion of a totally different goal.  

The value of this exercise in relation to mental workload and cognitive overload is that it 

differentiates between Crux actions that contribute directly towards the clinical goals within the 

report, and any other actions that potentially add an unnecessary cognitive burden. But it must 

https://www.ncbi.nlm.nih.gov/pubmed/?term=Binkofski%20F%5BAuthor%5D&cauthor=true&cauthor_uid=22889467
https://www.ncbi.nlm.nih.gov/pubmed/?term=Buxbaum%20LJ%5BAuthor%5D&cauthor=true&cauthor_uid=22889467
https://www.ncbi.nlm.nih.gov/pubmed/?term=Buxbaum%20LJ%5BAuthor%5D&cauthor=true&cauthor_uid=22889467
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be stressed that this heuristic technique is purely based on the domain expertise of the author. 

This high-level classification is derived through a relativistic epistemology where the validity of 

the technique is based on the ability of the author to establish and unbiased classification (As 

shown in appendix xii). Although the majority of the task types could be easily and unequivocally 

classified into one of the four utility types, this is something that should have been double or triple 

coded to ensure complete classification agreement. Ultimately, this technique was used to isolate 

bursts of inefficient activity, so the task types did not need to be 100% accurate.  

 

10.5.3 IDENTIFYING COMPLEX REPORTING BEHAVIOUR FROM THE DATA MODEL  

The overall method initially drills down through the coded ORAs within the data model to uncover 

the most complex reporting behaviours for each participant using the participant summary. This 

summary provides an easily understandable representation of each of the consecutive tasks 

within the participants workflow, where tasks 1 to n represents each of the individual reports 

produced within the session. The calculations used to generate the overall data model and 

summary metrics (Appendix x) were tested by calculating the same metric in two ways (As shown 

in the Method). The data bars used to display these metrics were set to be proportional with each 

other to provide an intuitive way of comparing the values of the different utility metrics for each 

reporting task (As shown in Figure 85).   

  

 

Figure 85: Data Model Pivot Table Example for Participant 7  

  

Overall, with the exception of the Crux actions, higher values for the metrics were considered to 

be indictive of complex behaviours worthy of further investigation. This is true for the 

Troubleshooting and Waiting actions, but the Enabling ORAs present a spectrum of utility, e.g. the 

messaging system contains many Enabling Actions that were inefficient enough to be redesigned 

in later versions of the software. Whereas the keyboard shortcut that rapidly inverts the image to 

improve the visibility of subtle appearances, is an enabling action that is closely related to the 

diagnostic task.   

This technique deliberately selects some reporting activity whilst ignoring the majority of the ORA 

measurements within the data model, so some of the shorter problematic sequences will be 

missed. The aim of the method is to uncover sequences that contribute towards overload, so the 

longer sequences are more relevant. This limitation could be addressed by automating the 

production of the process tracing graphs so that all of the data could be easily displayed and 

visually evaluated.  
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10.5.4 PROCESS TRACE ANALYSIS  

A simple process trace of the ORA characteristics over time provides two types of information 

related to the workflow: Firstly, it maps out the duration of the participants ORA activity over 

time, as a proxy for their cognitive load. Secondly it overlays the utility of the actions onto the 

respective ORAs within the workflow. The resulting process trace provides a simple intuitive 

presentation of the ORA data for each report, which can be understood by anyone without the 

need for any formal training.  

The process trace for each report highlights bursts of potentially inefficient cognitive activity 

caused by either cognitively difficult time-consuming tasks, or low value tasks such as 

troubleshooting. The analysis makes the central assumption that, given that there was no time 

pressure or urgency to complete the reports, the level of cognitive intensity for each ORA was 

equal. This is a major assumption within the analysis, for example the cognitive intensity during a 

Waiting ORA is likely to be less than that during the ORAs used to dictate the report. This is a 

feature of the method that requires further work and will be covered in the recommendations. 

Furthermore, the duration is only correlated with cognitive complexity relative to the participant, 

rather than the general cognitive complexity of all participants, because there is no way of 

knowing if the participants were all using the same intensity of cognition per second.  

The complexity of the task is correlated with the ORA count for each report, e.g. a report that can 

be completed with a sequence of 10 ORAs is less complex than one that requires 100. When these 

two correlations are combined and viewed in the process trace, we can start to see what 

Kahneman (1973) refers to as thinking fast and slow. When the participants are thinking fast, they 

produce sequences consisting of numerous short ORAs where complex problems are solved easily 

and little cognition is required for each ORA. But for difficult cognitive problems “thinking slow” 

we see relatively few long duration ORAs. E.g. Figure 86 demonstrates bursts of thinking fast, 

interspersed with three ORAs demonstrating thinking slow. Element 1: Deliberative image 

evaluation; Element 2: Editing the report with the keyboard (Troubleshooting); and Element 3: 

Deliberative image evaluation for cancer detection. This example demonstrates the value of the 

ORA process trace and the way that it can represent the cognitive complexity of the workflow, 

while also linking out to other theoretical descriptions of cognition.   
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Figure 86: Example of Thinking Fast and Slow  

  

 

10.5.5 SEQUENCE ANALYSIS  

The process trace demonstrates bursts of activity that are indicative of “thinking slow” and/or of 

low utility. From the standpoint of cognitive overload some of these bursts or sequences of 

activity involve inefficient activity that could be optimised through the redesign of the workflow 

or the interface. If this method was applied to optimise a system in practice, the sequence analysis 

would form part of a mixed methods participatory design exercise by providing a selective think 

aloud protocol. Rather than requiring the participant to retrospectively review their entire session 

recording, the method would allow for the evaluation of only the problematic sections.  

Within this study the place of the participant and the retrospective think aloud protocol has been 

replaced by a detailed analysis of all the ORAs in each session by the author, who is a reporting 

radiographer and a PACS domain expert. Although the analysis has a breadth of analysis in relation 

to the ORAs, it lacks the personal perspective of the participant.   

Overall, the sequence analysis aims to produce a thematic understanding of the underlying 

characteristics and causes of excess or unnecessary cognitive load, so the interpretation of each 

sequence is an interpretivist evaluation, using detailed but subjective domain knowledge.  

 

10.5.6 TASK CATEGORY ANALYSIS  

The task category analysis is a somewhat simpler evaluation than the participant analysis that 

drills down through the data model to uncover the utilisation and complexity of the different types 

of actions set out in the coding dictionary.  Again, the analysis uses the ORA count and total 
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duration to indicate usage, but also includes the median ORA Duration as an indication of 

cognitive complexity. This metric is usually based on a small number of ORAs and is only indictive 

rather than being statistically significant.    

The benefit of the Task Category analysis is that it allows for a degree of triangulation with the 

evidence from the Participant Analysis. I.e. A task category may be highlighted as being 

problematic within a specific participant’s task sequence, but that may be the only time it is used 

by any of the participants.  

10.6 SUMMARY OF THE ANALYSIS   

The overall analysis of the observation sessions can be summarised under a number of broad 

themes that have an impact on cognitive load during the workflow. The cited evidence from the 

results within the appendices in this section takes the form (P1, T1, S2) which corresponds to 

(Participant 1, Task/Report 1, Sequence 2).  

Clinical Context Evaluation: The recurrent finding from the participant’s results and analysis is 

that searching for and evaluating relevant previous imaging and reports to gain an understanding 

of the patient's clinical context is complex and time consuming (P1,T9,S1 ;P2,T23, S1; P3, T4, S1; 

P3, T4, S2; P4, T10, S1; P6, T6,S1; P6, T15,S1; P6, T15, S2; P7, T4, S2; P7, T5, S1)  This is not 

surprising as it involves searching through large amounts of data spread across numerous 

examinations and reports to identify and summarise complex supporting information. This goes 

to the heart of the data overload problem because as the quantity of radiological data goes up, 

and the medico-legal pressures increase, it becomes more important for the radiologist to make 

sure that they have not missed any relevant evidence within the patient’s previous clinical history. 

P1,T9,S1 personifies the problems related to the complexity of evaluating and collating the 

previous radiological information about the patient. The sequence consists of numerous complex 

enabling ORAs (As shown in Figure 87 and Figure 88), with the main CT evaluation lasting almost 

11s. These kinds of sequences are common throughout all radiological reporting sessions 

especially for cross-sectional imaging studies, and demonstrate how the increased amounts of 

imaging data have a direct impact on the amount of time it takes to report complex examinations.  
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Figure 87: Process Trace Including P1,T9, S1  

  
Figure 88: Action Sequence P1,T1,S1  
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Image Evaluation: It goes without saying that the evaluation of the radiology images is a highly 

complex cognitive activity, covering a spectrum of complexity from simple glances to very long 

sequences of deliberative evaluation. These activities occur in one of two ways that are similar 

but not the same as those describe by Nodine and Kundel (1983). Firstly, there are long 

deliberative ORAs that involve a thorough investigation of any atypical regions within the image 

(P1,T9,S2; P1,T15,E1; P1,T15,E3; P2,T13,S2);  and shorter less focused ORAs that often accompany 

concurrent dictation activities (P5,T10,S1) that suggest a supporting evaluation which is 

confirming the findings that are being dictated.   

Tool Use: The sparsity of tool use will be discussed in the next section, there is a surprisingly 

limited amount of tool use demonstrated within the observations. The sequences that were 

observed, demonstrated how difficult it is to use the heart measurement tool (P2, T13, S1; P3, T2, 

S1; P7, T4, S1). The overall sparsity of tool use is confirmed by the low ORA Task category count 

for “Selects Tool” which has little usage except for the registrars, who may be using the tool 

because they lack the experience to subjectively assess the size of the heart.  

Advanced GUI Usage: There are a number of actions and activities that are clearly challenging for 

the user e.g.  searching for information, reading, editing, image evaluation, evaluating CT scans, 

clinical context evaluation, and tool use. But there are also sequences of advanced interaction 

that represent fluent efficient use of the Ui and its functionality. The best examples of these types 

of activities involve the combining of individual studies together so that they can all be reported 

at the same time. Although these sequences (P5, T10, S1; P5, T10, S2) are composed of complex 

ORAs, as a whole they represent workflow efficiency by reporting a number of examinations in a 

short period of time. This demonstrates a cautionary aspect of the analysis, i.e. a sequence may 

seem inefficient when looking at the individual actions, but may be efficient when taken as a 

whole.      

Multitasking: The true use of concurrent multitasking where an ORA is performed concurrently 

with other actions was observed less than 20% of the reporting time, and most often during the 

dictation of the report. This type of concurrent multitasking is not the same as the threaded 

multitasking of cognitive resources as described by Salvucci and Taatgen (2008). This concurrent 

multitasking occurs at the action level of the model, and usually involves two actions in support 

of each other. True concurrent multitasking, where the concurrent actions have different goals, 

was not seen within the main observation sessions. Whereas one of the radiographers was seen 

to evaluate the image while answering the phone during the pilot studies. The problem of 

distractions is often discussed within the literature, so this type of behaviour may be very 

common, but when it happens the main focus of attention is the distraction, and any concurrent 

actions that are part of the reporting workflow are relegated to a low level of cursory attention.  

It is difficult to say which of the two concurrent actions is the dominant focus of attention, where 

the focus of attention can be internal as well as external. For example, during dictation the 

participant is dictating the report while visually collecting supporting information from the GUI, 

so the internal construction of the report within declarative memory is the main focus of 

attention. On the other hand, some of the reporting phrases have been used so many times before 
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that they become automatized, allowing the reporter to maintain the focus of attention on the 

information within the UI while dictating some very complex automatic phrases.   

Multitasking complicates the use of the ORA as a proxy for cognitive complexity, because more 

than one action is being performed at the same time, with the concurrent action often spanning 

more than one ORA. The combination of the two actions should be cognitively more complex, but 

multitasking only appears to happen when the reporter has completed the complex process of 

data collection and knows what they want to say in the report. Within this study multitasking is 

regarded as an example of an efficient fluent cognitive process, rather than an example of 

cognitive overload. However, this is an assumption, and would require a more complex 

neuropsychological evaluation of cognitive intensity in conjunction with the process traces to 

establish a true baseline of cognitive activity.  

Troubleshooting:  One of the most problematic aspects of the workflow are those activities 

related to troubleshooting. With the best will in the world, systems are prone to failure and people 

make mistakes. Under these circumstances the user is required to either restore the system to 

optimum performance or correct the mistakes that have been generated. This involves a 

distraction that is internal to the reporting process, but which requires a diversion of attention 

away from the normal reporting goals to a new set of unique problem-solving goals. This internal 

diversion invokes a complex “thinking slow” process in response to the unique challenge of the 

fault that needs to be fixed.   

These actions and activities were specifically highlighted in the process traces. One of the pilot 

studies where the radiographer persisted with a faulty voice recognition system was included in 

the final set of results as a prime example of troubleshooting. Sequences (P0,T6,S1; P0,T14,S1; 

P0,T14,S2) are clear examples where the participant is recognising the errors within the report 

caused by the faulty voice recognition system and attempting to fix them by repeating words and 

using the keyboard.  These trouble shooting sequences are demonstrative of the cognitive 

complexity invoked by dealing with the unique problem-solving strategies required for trouble 

shooting, and the contribution troubleshooting makes towards cognitive overload (As shown in 

Figure 89).  
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Figure 89: "Thinking Slow" caused by Troubleshooting P0,T14,S1 & S2  

Waiting: Complex radiological systems are required to process and retrieve large amounts of 

imaging data and this takes time. The reporters were routinely seen waiting for the images for the 

new study to appear after they had clicked “Next Case”. The ORAs related to waiting behaviours 

are not true actions and the length of the ORA does not correlate with cognitive complexity or 

contribute directly to overload. However, poorly designed systems indirectly contribute to 

overload over large periods of time due to the total time wasted. The task category analysis for 

the tasks includes a simple regression analysis showing linear correlation between the number of 

reports completed by the participant and the amount of time wasted. This analysis is only based 

on 7 results and is not statistically significant, but indicates the time wasted by any reporter during 

their routine reporting practice.  

10.7 WORKFLOW IMPLICATIONS  

Although it is proving difficult to reduce the operational demand for radiology services, the 

workflow model and situated observations present a very simple truth about the nature of 

workflow efficiency. Any intervention that can reduce the number and the duration of the ORAs 

that are used to produce the radiology reports, will reduce cognitive load and increase overall 

reporting efficiency. From this perspective the question then becomes, what has this study 

uncovered about the nature of ORAs that can allow the reporting workflow to be redesigned and 

managed to realise these efficiencies.  

Measurement: It has been demonstrated that the use of the ORA allows for the observation, 

measurement and modelling of the reporting workflow in authentic situated contexts. These 

techniques can be used to make comparative observations and measurements to evaluate the 

impact of any changes to the workflow. This is because evaluations based on ORA’s encapsulate 

basic measures of cognitive activity which can connect with the task at higher macro-cognitive 

levels relative to the domain of use. This higher-level description reveals more about the context 

of use in terms that match the users conceptual understanding. E.g. Whereas a GOMS type 

analysis would tend to focus on a description of operations relative to the use of the interface; an 
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ORA analysis can focus on the enduring actions and activities that contribute towards the 

completion of higher level tasks. Hence, by parsing the workflow at a higher level of abstraction 

there is a much better match between the workflow description and the user’s account of what 

they are doing. This allows for a principled approach to workflow measurement and evaluation 

that connects at the micro-cognitive level to support research techniques such as fixation counts, 

iris dilation and other cognitive biometrics; and at the macro-cognitive level for techniques such 

as think aloud protocols and questionnaires that are used in Ux and Cognitive Work Analysis 

Studies (Rogers et al, 2011).  

Complexity: The complexity of the overall workflow does not necessarily correlate with the 

overload problem. Complexity can be broken down a number of ways, i.e. the complexity of the 

task, and the complexity of the user’s response to the complex nature of the task. Some expert 

users can use the tools within the GUI to achieve a great deal with rapid sequences of short ORAs 

(e.g. P5, T10, S1; P5, T10, S2). Whereas, other novice users will routinely take a complex but 

inefficient approach to all tasks.  

With the exception of actions such as waiting or taking a cognitive pause (e.g. daydreaming) this 

study asserts that the duration of each individual ORA is strongly correlated with the complexity 

of the action and its contribution to overload within the workflow. Some crux tasks like image 

evaluation produce naturally long ORAs that are difficult to optimise, but long enabling or 

troubleshooting ORAs are indictive of difficult inefficient actions and candidates for optimisation.  

Differentiating between efficient an inefficient sequences or activities within the workflow is more 

problematic. Combining the perspective of Kahneman’s “Thinking fast and slow”(1973)  with the 

utility metrics, suggests that sequences of long enabling or troubleshooting ORAs are indicative 

of thinking slow to achieve low value goals which should be optimised. Clearly trouble shooting 

actions should be removed where possible, but not all enabling actions can be removed or 

optimised e.g.  searching for supporting information from the patient’s clinical history is complex 

and time consuming by its nature and can only be optimised to a degree. In these cases the only 

way to uncover the true value of certain sequences would be to allow the participant to verbalise 

their experience using retrospective think aloud.  

Finally, the model demonstrates the actions that make up the workflow also relate to different 

levels of a hierarchical tasks set. The cognitive strategies that are used to manage this level of 

complexity are well beyond the scope of this thesis, but the existence of the higher-level reporting 

goals and how they structure the workflow has not been systematically addressed within the 

literature. To provide a trivial example, the higher-level goal of viewing all the relevant imaging 

data necessitates the ability to see the images and navigate through the imaging history. The 

radiology literature is devoted to the complex explicit clinical goals of reporting pathologies, 

rather than the broader high-level reporting goals. There are a number of techniques and 

technologies that aim to address these higher-level reporting goals such as Structured Reporting 

Templates, Decision Support with AI, and Advanced Visualisation Systems (Alhajeri et al, 2017), 

but there is often the assumption that these complex approaches will add benefit without the 

evidence to support this view. It is possible that a research effort to uncover the less obvious tacit 

reporting goals, specifically those related to the structure of the report and the management of 

clinical risk, could lead to more focused methods of workflow optimisation.   
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The Sparse Use of Functionality: Much of the functionality of the workstation and the UI was not 

used during the observational sessions. This is not surprising given that both the Law of Less Work 

(Hull, 1943) and The Theory of Cognitive Parsimony (Gigerenzer & Goldstein, 1996; Tversky & 

Kahneman, 1974), predict the participants will favour low effort strategies when faced with 

complex tasks. Hence, the participants are less likely to use complex functionality if they can meet 

their goals without them. For example, the GUI provides a zoom function, but more often the 

participants were seen to move their head closer to the image for the same effect. The heart 

measurement tool is also a case in point, the use of this tool involves a highly complex sequence 

of ORAs (see P2, T13, S1; P3, T2, S1; P7, T4, S1) but more often, this either wasn’t used or only 

used during the acclimatisation period. It is likely that quick subjective report phrases, e.g. “The 

heart is of normal appearances”, are more often used instead of the complex use of the measuring 

tool. This leads to a general rule that, functionality will not be used unless there is no option to 

use it, or its use will save time in other ways.   

Unfortunately, the sparse use of functionality highlights a fundamental problem with the use of 

Cognitive Activity Analysis, i.e. you can’t measure what the participants have learnt not to do. This 

creates a blind spot in relation to understanding how the users self-optimise their own workflow 

as they become more proficient.   

Utility: One of the clear benefits of the model and the method is that it provides a way of parsing 

the individual actions that make up the workflow. This in turn allows for the classification of each 

action and concurrent actions with respect to the value they provide in delivering the high-level 

reporting goals. The analysis applies and extends the Crux/Enabling/Tiding actions set out by Land 

et al (1999). This study asserts that the Crux actions are of high utility because they contribute 

directly towards the diagnostic goals needed to write the report; the enabling actions are of lower 

utility because they do not directly contribute; and waiting and troubleshooting actions have 

negative utility. For example, the evaluation of the primary image from a study involves the crux 

actions of searching for and evaluating the key radiological findings within the image. Whereas, 

searching through a worklist simply enables the process of reporting as a whole.  

Simply put, low utility actions contribute unnecessarily to cognitive overload by taking the 

reporter away from crux activities of the report. Ideally, the workflow should be completely Crux 

focused, but this is an unrealistic goal because some enabling actions are always needed, but they 

should never be arduous. The sequences from participant 0 related to the use of the messaging 

tool are a case in point. In this context the messaging tool is used to send alerts to referring 

clinicians to warn them of highrisk cases. Part of the sequence involves copying the exam number 

into the message using several difficult enabling ORAs (P0, T6, S2). In later versions of the software 

there is a messaging button within the exam that automatically copies the exam number into the 

message reducing the number of steps to achieve the same outcome.   

The process traces from the observations are predominantly composed of crux actions, which 

suggests that the participants are self-optimising the workflow. This would eliminate unnecessary 

enabling and troubleshooting actions and activities that the reporters have learnt to avoid from 

previous experience.   



 

  

  
189  

The use of this relatively simple utility analysis is a powerful and intuitive HCI technique that has 
the potential to generalise to any other workflow analysis. But it must be stressed that this is a 
heuristic technique based on a relative classification of the Action Types.  

Bounded rationality: The workflow is bounded by the entirety of the context of use i.e. the 

workstation design, its GUI, the nature of the radiological problem, and the ability and cognitive 

style of the clinician. In relation to the constraints placed by the interface, the GUI can be said to 

be an extension of the users declarative and procedural resources, presenting information and 

functionality that can be accessed during each ORA. Again, in relation to cognitive parsimony and 

the limited availability of cognitive resources, the workflow is predominately bounded by the 

immediate context of use. i.e. the constraints on the current ORA. So the management of the 

information and functionality relative to each ORA is critical for efficient cognitive processing 

during each action within the workflow.    

10.8 GUI DESIGN IMPLICATIONS  

The model suggests that data overload can be managed by redesigning the GUI to eliminate 

excessive or unnecessary cognitive actions and activities. Simplistically, the reduction in the 

average number and complexity of the ORA’s it takes to produce a report would clearly, by 

definition, improve efficiency and reduce cognitive overload. However, this must be a holistic 

reduction; any design intervention that creates a reduction in complexity in one part of the 

workflow at the expense of another is of little value. The ORA process trace is designed to provide 

an overview of the timeline that can display the wholistic characteristics of the workflow as an aid 

for comparative design studies.  

Radiology systems manufacturers often use informal participatory design sessions involving 

interested parties to achieve a degree of user centred design. These sessions employ workshops, 

interviews and questionnaire to assess the needs of the users and the usability of their newest 

applications. Unfortunately, these subjective modes of enquiry often overemphasise the highly 

technical niche opinions of PACS experts, instead of uncovering the real needs of more typical 

users. On the other hand, the model and method provide a more impartial way of evaluating the 

impact of new designs that can be further enhanced with mixed methods studies. I.e. if the 

segmentation and classification of the ORAs could be automated via Machine Learning and 

Human Activity Analysis; the process traces could be generated in real time. This would allow for 

the identification of problematic activities from situated observations, that could be used as the 

basis for selective retrospective think aloud sessions, to objectively evaluate problematic 

sequences. This focused dialog between the design team and the user would provide a more 

principled understanding of the specific cognitive challenges faced by the user.   

Don’t make me think: From the perspective of this research, Krug’s guiding principal” Don’t make 

me think” (2013) can be taken literally. The simple holistic reduction of ORAs within the workflow 

by identifying inefficient sequences and redesigning the related functionality will reduce cognitive 

load as long as the logic of the new sequence remains intuitive. It has already been said that the 

chest measuring tool, and the messaging system are examples of overly complex sequences that 

should be redesigned to reduce the number of ORAs needed to complete the respective tasks. 

This problem has already been addressed in the later versions of the RIS Messaging tool (As shown 

in Figure 90). In the current version of the RIS the Related Attendance number (Highlighted) is 
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automatically populated into the message, saving the user many ORAs during the process of 

finding and copying the Attendance number. At the time of writing the RIS supplier is adding a 

FAR (Further Action Replied) Alert Button to the report editor on the request of the Author. This 

will reduce the FAR Messaging workflow to one very short crux ORA, instead of the sequence of 

long ORAs demonstrated in the previous workflow by this study.  

  
Figure 90 The redesigned RIS Messaging Tool  

  

Crux Centred Design: The ability of the method to highlight low utility actions and activities 

creates the possibility of workflow optimisation through a process of crux-centred design. This 

can be achieved by combining the evaluation steps of Cognitive Activity Analysis with a crux 

focused approach to GUI redesign (As shown in Figure 91).  

How this is done in practice would be specific to the respective problems that were identified. But 

as a general rule, crux tasks should be simplified; enabling tasks should be automated or at least 

simplified; and systems should be so intuitive and reliable that there is rarely any need for 

troubleshooting actions. Naturally, systems that waste the users time through unwanted 

downtime should always be avoided, but these problems are more often related to the design of 

the system architecture rather than the design of the GUI.  
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Figure 91 Crux Centred Design Process  

Chunking and the GUI: One of the main insights from the research is that the workflow is 

hierarchically chunked, and the report is the high-level focus of the workflow, rather than the 

evaluation of the images. With this in mind, the workflow could be rationalised around the 

concept of the ORA and hierarchical chunking to match the cognitive limitations of the reporter 

and their expectations of the reporting task. In practice, the hardening-up of any vague tasks that 

directly correspond with the reporting goals is challenging and requires a much clearer 

understanding of the reporting process at a high-level with further research. For example, 

decision support systems will not be used unless they are better integrated into the workflow in 

a way that reduces the overall complexity of the interaction. These systems often generate 

complex sets of extra information that the reporter has to navigate, evaluate and summarise e.g. 

As shown in the interface for the Siemens CT lung evaluation system (As shown in Figure 92). If 

these systems generated standard snippets of report text that could be dragged and dropped into 

the report, the number of ORAs required to employ these systems could be reduced dramatically.   
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Figure 92: Siemens CT Lung Evaluation System  

  

Similarly, simpler principles are already being used as part of the more recent PACS GUIs. The 

Sectra IDS7 GUI now integrates the image matrix showing the thumbnails of the previous 

examinations directly into the GUI (As shown in Figure 93), which reduces the number of steps 

required for the evaluation of the patient’s imaging history.  

  
Figure 93: Sectra image UI with Integrated Thumbnail View  

Bounded Rationality: The complexity and utility of the ORAs are bounded by the context that they 

are in response to. One of the ways that could reduce the complexity of the ORAs is by making 

the rational bounds on each ORA more explicit within the design of the UI. This can be initially 
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achieved by mapping out the high-level reporting goals, and then bringing related functionality 

closer to the surface of the UI, to make the clinically relevant information more apparent within 

the interface. This already happens to a certain degree with the use of display protocols, e.g. when 

the primary examination is a chest x-ray the reporter will need to evaluate the current 

examination in relation to the previous imaging of the same region, so the PACS system displays 

any other thoracic imaging as part of the display protocol. Systems that collate or highlight the 

sources of information that are relevant to the current clinical question, would go some way 

towards reducing the overall complexity of the data gathering process.  

Redesigning the UI for Two Complimentary Types of Workflow: Another way of dealing with the 

overload is by simply accepting that there is too much work for the current cohort of radiologists 

to cope with. The RCR has already adopted this approach in the UK where one third of the reports 

are written by Reporting Radiographers (RCR, 2016). This technique could be developed further 

by designing the GUI around two distinct roles, collation and validation. The Reporting 

Radiographers could collate the relevant data into multimedia reports (Beuscart-Zephir et al, 

1994) with the help of decision support tools (Jaspers et al, 2011) and structured reporting 

templates (Faggioni et al, 2011). The radiologists could then focus on the crux activities associated 

with the validation of the key clinical findings with the use of the pre-collated reports and 

bookmarks linking to the supporting radiological data. The complex low-level enabling tasks, that 

often need troubleshooting, can be performed by the Reporting Radiographers during collation 

with a GUI that has been specifically designed for that task. The Radiologists could then work with 

the precompiled reports and a stripped-down GUI that reflects the clinical focus of their role and 

their parsimonious style of interaction. This would apportion the work across a broader pool of 

professionals, reduce the complexity of the associated ORAs, and make it easier to integrate 

complex AI tools into the collation workflow by playing to the strengths of both professions.  

Reporting with the use of AI: Coming full circle, the original motivation for the study was the hope 

within the profession that advanced AI systems would be able to reduce the data overload 

problem by allowing AI systems to automatically generate simple reports (Jiang et al, 2017). 

Although it is doubtful that the current applications have the sophistication to perform these tasks 

(Liu et al, 2020), this research casts doubt on the underlying workflow assumptions of this 

solution. From a naive perspective, the use of AI would seem to drastically reduce the amount of 

time it takes to generate the report, because the application is doing most of the work. However, 

one of the values of the workflow model and cognitive activity analysis is that it can be applied on 

a purely formative basis.   

The use of AI does not relinquish the reporter from their medico-legal responsibilities, so they will 

still need to check each report for accuracy. In relation to the top of the model, the reporting 

session will still be divided into individual sequential reports. All the reporting goals would remain 

the same relative to the respective care-pathways and pathologies, but the introduction of AI 

would introduce a new set of goals associated with managing these additional systems. On the 

whole AI systems are designed to overcall (Massat, 2018) so that they do not miss any pathologies, 

forcing the reporter to pay attention to all of the findings that have been detected by the AI (ibid). 

Medico-legally, they cannot be seen to ignore findings that may be proven to be pathological in 

the long term.   
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The nature of the workflow at the level of the ORAs and the action sequences will be very different 

because the reporter is predominantly troubleshooting someone else’s work; and 

troubleshooting, as evidenced by this research, tends to involve “Thinking slow”(Kahneman, 

1973). Now, it may well be true that the use of AI leads to completely new hybrid workflows that 

are more efficient, but a cursory formative evaluation using the workflow model gives reason for 

doubt. The power of this kind of analysis reflects the deliberate simplicity and explainability of the 

model, and its direct relationship to the authentic reporting behaviour of radiologists and 

reporting radiographers.   
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11  CONCLUSION  

The Rationale for the Project: The TRIP Committee (Andriole 2004; Andriole & Morin, 2006) 

originally described the nature of the “Data Overload Problem” within the Radiology Profession. 

The production of the radiology report from the patient’s radiological information represents one 

of the key operational bottlenecks in modern healthcare (Sharma, Wang & Siegel 2017). This 

process is referred to as the radiology reporting workflow and ultimately involves the diagnostic 

evaluation of the patient’s imaging and the documentation of the main pathological findings in 

relation to their previous medical history. This activity is highly complex, cognitively challenging 

and entirely mediated through the user interface of a Radiology Reporting Workstation. It is the 

assertion of this thesis that to address the overload problem from the reporter’s perspective, it is 

critical to develop a fundamental understanding of the structure and dynamics of the reporting 

workflow that can be used to investigate the cognitive, operational and design challenges 

presented by the overload problem. With this in mind, the aim of this study has been to explore, 

model and measure the reporting workflow with an emphasis on the cognitive limitations of the 

user; the structure of the task; and the critical influence of the user interface.  

Theoretical Influences: One of the key challenges for this project has been the scope of the 

theoretical influences needed to describe the natural reporting behaviours that make up the 

reporting workflow and the complex sociotechnical interaction with the radiology workstation 

and its GUI. The modelling of the workflow was initially established across a broad set of 

timescales using Newell’s “Timescales for Human Actions” (1990), and the general Activity Model 

of de Hann et al (1991) in the form of a Hierarchical Task Analysis. This allowed for both a top-

down framework derived from the domain structure; and a bottom-up description of the 

reporter's goal orientated behaviours derived from the study observations. Surprisingly, much of 

the controlled micro-cognitive research from the psychological literature and the work on clinical 

decision making was of little value because the cognition of the participants could not be directly 

observed within the session observations.  

Land’s Object Related Actions (1999) proved pivotal in linking the micro-cognitive workstation 

interactions, with the macro-cognitive actions and activities that make up the reporting workflow. 

Especially the micro-cognitive behaviours described by Salvucci & Taatgen’s Theory of Threaded 

Cognition (2008), which links to the literature on cognitive modelling and multitasking. This study 

asserts that because an ORA encapsulates one discreet cognitive action made up of threaded 

cognitive resources, the duration and number of the ORAs can be used as a proxy for the cognitive 

characteristics of the actions and sequences of actions within the reporter’s behavioural stream. 

From this perspective, the Object Related Actions can be used to measure and analyse the 

dynamics of the reporter’s mental workload across the timeline of the workflow.   

The analysis of the workflow with this form of ORA based cognitive activity analysis revealed the 

importance of Kahneman’s Dual Processing Theory (1973). Specifically, the dynamics of the ORAs 

visualised through a process trace provide a representation of where the reporter is” thinking 

fast” and “thinking slow” in response to the complexity of the ongoing task.  

Observational Method: The observation goals for the project presented a significant 

methodological dichotomy. To achieve results that can support a model that generalises across 

all settings, the observations must be performed under controlled laboratory conditions. But to 
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achieve a high level of ecological validity where behaviour is bounded by genuine local constraints, 

the observations must be uncontrolled within the context of use. This dichotomy was resolved by 

applying the deeper philosophical approach of Critical Realism (Bhaskar, 1978) to the 

development of the method. Using this approach, the method involved making ontologically real 

observations of the participants interactions in a pseudo-naturalistic context using eye-tracking 

and video recordings. But then coding and classifying the observations with the use of a relative 

epistemology based on the domain expertise of the author. This approach allows for a 

reproducible methodological framework, but one where a great deal of care must be taken when 

generalising the coding dictionary to any other similar contexts of use.  

The Workflow Model: The workflow model represents one of the key deliverables of the project 

and the main contribution to new knowledge. The model itself is a conceptual representation of 

the workflow which is designed to emphasise the importance of the ORA as a cognitively related 

unit of measurement, within a hierarchical framework of goal-oriented activities at different 

granularities within the timeline. Furthermore, the model is a meta-theoretical synthesis that can 

explain the complexity of the workflow as an orchestration of object related actions using serial 

and concurrent multitasking. From this view, the complexity of the workflow can be understood 

as a set of specific actions and action sequences bounded by the constraints of the interface, the 

task, and the abilities of the user.  

Although the ORA will always be the mechanism of goal-oriented attention, and high-level tasks 

will always be deconstructed hierarchically into smaller more manageable sub-tasks, the overall 

sociotechnical context is continually changing, hence the validity of the model can only be said to 

endure as long as the reporting workflow is based on a radiology user interface and the overall 

task remains report centric.   

Cognitive Activity Analysis: The pre-existing approaches to human activity measurement and 

modelling such as the GOMS type techniques could not be applied to the situated reporting 

observations because of the high-level actions and activities that make up the workflow. Land’s 

ORAs allowed for an alternative method of segmenting the observable actions and concurrent 

supporting actions recorded during the eye-tracking and video observations.   

Although the contexts will differ, the attentional mechanisms of the ORAs will generalise across 

all individuals within any setting. This method allows for the acquisition of situated activity 

measurements in the reporter’s authentic context of use, involving live patients with genuine 

clinical risk. This approach also provides a quantifiable ecologically valid system of data collection 

within the participants normal working environment with the workstations set up in a familiar 

way. To promote the value of these techniques a generalised research protocol was developed as 

part of the study, that sets out the steps needed to reproduce the method for the evaluation of 

any complex cognitive workflow (Appendix xiii).  

Although the method facilitates a high degree of ecological validity, it does have certain 

drawbacks. Firstly, for ethical and bureaucratic reasons it was extremely difficult to get permission 

to perform the observational sessions in more than one radiology department. Although every 

attempt was made to make the observations generally applicable, the overall study can only be 

viewed as a single set of case studies from one source. Furthermore, the use of eye-tracking 
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technologies detracts from the ecological validity of the study and introduces the possibility that 

the observations may be distorted by the impact of the Hawthorn effect.  

The ORAs where predominantly segmented using transitional saccades demarked by large shifts 

in attention recorded within the scan paths, and this process was supported by information from 

the video recordings for the more subtle transitions. The coding of this Object Related Action 

information was specifically designed to establish an unequivocal description of the task-

categories and related action types to ensure that the coding could generalise to any reporting 

context. However, one of the principal flaws in the method was the use of the author’s domain 

expertise as the only source of information used to develop the coding dictionary and classify each 

of the ORAs. Lastly, although segmenting and coding the observations by hand provided an 

excellent in-depth data model, it was extremely time consuming, and not recommended for 

general use without some means of automating the process.  

Measures of Complexity and Utility: The use of the ORAs and concurrent actions as the units of 

measurement allow for the workflow to be rapidly evaluated in two ways, firstly by tabulating the 

ORA data to indicate which reports and task categories are indicative of inefficient cognitively 

complex behaviours due to the amount of time taken for the activities involved. Secondly, and 

more importantly, sections of the workflow can be plotted in the form of a process trace that 

highlights the dynamic characteristics of the workflow through bursts of different types of 

reporting activities. This visualisation provides a simple intuitive way of rapidly evaluating large 

amounts of workflow data, and constitutes the second major deliverable of the project. The 

easiest way to comprehend the value of the process trace, is by understanding that it provides a 

direct representation of the way the participants are “thinking fast and slow” as set out in 

Kahneman’s Dual Process Theory (1973). Efficient fluent activities (System 1) are demonstrated 

by rapid bursts of short ORAs, and challenging cognitively complex activities (System 2) by 

sequences of long ORAs. But system 2 cognition may be necessary when it is associated with Crux 

activities such as image evaluation, where satisfaction of search is an intrinsic cognitive 

requirement (Graber et al, 2012). To highlight these issues, the value of the process trace is further 

enhanced by overlying the associated utility metrics for each ORA. With this technique bursts of 

complex low utility System 2 activities can be identified and tracked back to the original workflow 

sequences within the data model, for high level analysis performed with the benefit of either 

domain expertise, or as part of a retrospective think aloud protocol.  

Although the process trace is a potentially powerful tool for rapidly assessing sociotechnical 

workflows, it does involve the selection of some workflow activity for analysis, whilst ignoring the 

majority of the ORA measurements within the data model. Also, it must be remembered that the 

utility metric is only a heuristic. In reality it is often difficult to say with certainty which actions are 

more important than others. Waiting and troubleshooting actions are usually easy to identify, but 

some enabling actions have more intrinsic value. Hence, the utility metric must always be coded 

by a domain expert, and any utility evaluation must be viewed with a degree of caution.  

Results from the Case Studies: Finally, the method was used to evaluate the sources of cognitive 

overload faced by reporters during plain radiographic reporting (Routine x-ray examinations) at 

an NHS Hospital.  
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The recurrent finding from the participant’s results and the cognitive activity analysis is that 

searching for and evaluating relevant previous imaging and reports, to gain an understanding of 

the patient's clinical context is complex and time consuming. Similarly, and unsurprisingly, the 

fundamental activity of image evaluation is generally complex, deliberative and an example of 

Kahneman’s thinking slow.  

This goes to the heart of the data overload problem because as the quantity of radiological data 

goes up, and the medico-legal pressures increase, it becomes more important for the radiologists 

to make sure that they have not missed any relevant evidence within the patient’s current 

examination, or previous radiology history.  

The second general observation made within the study is that there is an overall sparsity of tool 

use seen within the sessions; but when they are used, they invoke a complex series of long 

enabling ORAs. This suggests that tool use is inefficient, and that expert users have learnt to self-

optimise their workflow to avoid complex interactions with the GUI that provide little utility. 

Alternatively, some users were seen using rapid series of short ORAs and multitasking, “thinking 

fast” to efficiently accomplish complex goals within the GUI, such as combining numerous 

examinations into one study so that they can be reported all at the same time. This exemplifies 

effective use of the Radiology GUI to overcome overload, and the power of good GUI design in 

the hands of an expert user.  

Lastly, troubleshooting in any form was seen to invoke a complex series of long ORAs as the 

participants worked their way through unexpected workflow problems. The unique nature of 

these distractions requires problem solving which involves long duration ORAs that are indicative 

of “thinking slow” to resolve the issues. Trouble shooting activities are indictive of poor systems 

performance and systems design that do not meet the user’s expectations. Inevitably 

troubleshooting activities are related to cognitive complexity and ultimately increase the 

possibility of overload.  

In Summary: Although the overload problem is fundamentally caused by excessive operational 

demand for diagnostic imaging, it is experienced by the reporters as a persistent level of high 

cognitive load during the reporting workflow. Whilst it is difficult to manage the clinical demand 

for radiology examinations, or the operational capacity to meet that demand, it is possible to 

redesign the workflow with a view to reducing the overall cognitive load using Crux Centred 

Design supported by Cognitive Activity Analysis. Hence, the overload problem is less about 

operational capacity and demand, and more about cognitive activity measurement and 

optimisation of pre-existing workflows.   

This exploratory study has set out to understand the problems related to overload in relation to 

the cognitive demand of the actions and activities that make up the reporting workflow. This study 

has substantially achieved the main deliverables set out in the aims and objectives. Specifically:  

• A comprehensive meta-theoretical literature review   

• The development of an overall hierarchical model of the reporting workflow  

• The development of a new method for evaluating the cognitive aspects of complex 

workflows   
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• A detailed analysis of a set of case studies based on one Radiology Department  

• The identification of workflow activities from the case study that should be redesigned   

This thesis has provided a new meta-theoretical conceptualisation of the reporting workflow 

based around a hierarchical activity model of its constituent actions and activities. It is hoped that 

this principled approach will lead to a greater objective understanding of the way radiology 

systems are used in practice, a moved to a more crux centred approach to Radiology GUI design; 

and ultimately a better cognitive experience for the radiologists and reporting radiographers who 

experience the overload problem every day of their working lives.   

  

12 RECOMMENDATIONS  

The exploratory nature of this study has uncovered the authentic workflow patterns used during 

radiology reporting through the development of a new approach to situated HCI observations. 

This unique approach to observation opens up many opportunities for radiology workflow 

research, but can also be applied to other domains and disciplines such as Healthcare Informatics 

and HCI. To take advantage of this rich opportunity it is necessary to further validate the model 

and technique, and then disseminate the current findings.  

Further validation of the method and model: Firstly, the current research must be completed by 

performing the interobserver ORA segmentation and coding agreement studies that were not 

possible during the original project. It would not be possible to segment and recode all of the 

sessions, but a comparison of one or two minutes from each session by a small number of other 

reporters would confirm the accuracy of the subjective components of the original work.   

Publication of the research from the thesis: This thesis was written with a view to subsequent 

publication. Initially the full thesis will be posted on Research Gate along with the Research 

Protocol, but it will then be divided up into three parts for formal publication:  

• The rational for the study and the description and validation of the data collection method  

• The development and description of the workflow model  

• The process tracing analysis of the case studies  

It is hoped that this initial dissemination will encourage others to adapt the principles develop in 

this thesis for their own research.  

Finally, following a number of discussions with the Informatics Lead for the Royal College of 

Radiologists, the general motivating principle for this project has been included as the central 

recommendation in the RCR guidelines for the deployment of AI decision support systems (RCR, 

2020):  

AI must be integrated in the reporting (radiology information systems [RIS] and picture 

archiving and communication systems [PACS]) workflow in such a way that it does not add 

extra burden to the radiologists.  
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This sentiment can be seen gaining acceptance by the international radiology informatics 

community; at the time of writing a Google search of the phrase “Integrating into the reporting 

workflow” generates 1310 results.  

Further development of the method: The segmentation and coding of the session data by hand 

was extremely laborious and impractical for general use. It should be possible using machine 

learning techniques to automatically segment the ORAs using a combination of the scanpath data 

and application state data. Similarly, it ought to be possible to automate a large part of the sub-

task coding using cluster analysis of the application state data. It goes without saying, that this is 

not a simple undertaking, and would require an extensive research effort to establish an accurate 

automation technique.  

If the production of the data model from the observational recordings could be significantly 

automated, the method is ultimately designed with the possibility of being augmented with other 

metrics that can add more information to the process traces. The source of these metrics could 

relate to any type of human activity measurement, but in relation to mental workload, EEG, ECG, 

pupillometry or fixation measurements could provide useful information related to cognitive 

intensity and fatigue.  

From a qualitative point of view, the ORA sequences provide workflow information at a level of 

interaction which more closely coincides with the participants personal conceptualisation of the 

activities they are performing. Hence, the technique naturally lends itself to be part of a mixed 

methods analysis, where the participants can provide a qualitative explanation for the bursts of 

problematic activity via a focused retrospective think aloud protocol.  

Further radiology-based research: The original intention of the study was to develop a way of 

performing comparative design studies. For example, the integration of AI based decision-support 

systems is a common theme within the radiology informatics literature at the time of writing. The 

usability of these systems is not well understood, and they have often been rejected in the past 

because they tend to make the reporters less efficient (Hatton et al, 2004). The value of these 

decisionsupport systems could be directly assessed by making comparative sets of ORA 

evaluations, with and without the support of the AI applications where the value of the 

introduction of the new system could be measured with the use of process traces.  

Development of the technique for broader use in HCI and systems design: The use of situated 

ORA based activity analysis fits naturally with the general needs of Participatory Design and User 

Centred Design. Combining situated ORA activity analysis with mixed method techniques would 

allow for a more focused method of participatory design, where the think aloud evaluation of any 

new application could concentrate on the problematic workflow activities highlighted by the 

cognitive activity analysis.   

If ORA based cognitive activity analysis could be developed into a widely accepted technique for 

sociotechnical workflow evaluation, its broader use may uncover the design principles needed to 

optimise the GUIs for other cognitively demanding workflows such as Industrial Control Rooms,  

Flight Controls and the complex GUIs used within the Financial Industry. Whatever the application 

domain, a general use of crux focused design principles based around an understanding of the 

authentic dynamics of systems use, must inevitably go some way towards reducing the problem 
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of cognitive overload in any systems interaction. An outcome that could only improve the 

experience of any computer user.  
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15.1 APPENDIX I: PHILOSOPHICAL REVIEW  

A Positivist Approach: The Positivist movement advocated the investigation of phenomena in 
highly controlled experimental conditions, by carefully varying one or two independent variables 
to determine their effect on the system under investigation (De Villiers, 2005). Ultimately, the 
philosophy of positivism was developed to ensure the quality of scientific research by ensuring 
reliable, reproducible methods that are free from biases (ibid). Hence, quantitative positivist 
studies tend to be the de-facto mode of enquiry within healthcare settings where patient’s lives 
are at risk.   
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However, the abstracted nature of this mode of enquiry can cause a disconnection with the overall 

meaning of the original context through the need to develop precise generalizable models (see 

Burrell and Morgan, 1979; Spradley, 1980; Perry & Coote, 1994; Bryman, 2008). Also, the Positivist 

approach can be idealistic when applied to research performed in real world settings (Suchman 

1987; Harrison et al, 2007; Adams et al, 2008).   

  

Within the project, it was originally assumed that in order to engender credibility, the overall 

methodological approach should conform to the positivist preconceptions found within 

healthcare, by adopting a controlled laboratory-based approach. However, it quickly became clear 

through the literature and a number of informal video base pilot studies, that the reporting 

workflow is highly context dependent, so there would be no way of establishing the ecological 

validity and authenticity of the observations using controlled laboratory studies.   

  

Looking to Alternative Research Philosophies: Broadly speaking research methods can be derived 

from a spectrum of research philosophies that span from the Positivist Empiricist approach, to an 

Interpretive and/or Pragmatic perspective. Saunders et al (2009) have attempted to encapsulate 

how this spectrum of philosophies drives the choice of research method in the form of a useful 

decisionmaking tool they refer to as the Research Onion. The ultimate choice of method/s is 

derived by initially deciding on the most appropriate research philosophy for the study in 

question, and then moving into the centre of the diagram in order to identify the most appropriate 

associated research method.   

  

Interpretivism: At the other end of the spectrum of research philosophies is Interpretivism, where 

there is a need to collect rich insights from subjective accounts that are generated by getting 

inside situations and involving oneself in the normal flow of activities. (As shown in Burrell & 

Morgan 1979; Seymour and Rooke 1995). This has value because it concentrates upon the 

evaluation of social phenomena in their natural environment (Saunders et al 2009). 

Fundamentally, this Relativist Postmodernist viewpoint asserts that all knowledge is socially 

constructed (Boghossian 2007), and often viewed as being synonymous with qualitative research 

methods, such as ethnography, interviews, and think aloud protocols. Ultimately these methods 

provide a rich in-depth account of what an individual believes to be the motivation directing their 

computer interaction and experience (Harrison et al, 2007).   

  

From a critical perspective, the interpretivist approach lacks the external validity of empirical 

research, so that the results cannot be easily generalized to other settings (Salberg et al 2012). 

Furthermore, there is the concern that Postmodernist and Radical Postmodernist approaches can 

slip into extreme relativism, in which the knowledge construction becomes arbitrary and isolated 

in its context (Frauenberger 2016). The inherent relativism of these approaches poses the threat 

that any HCI or Ux observations derived using qualitative research methods alone can be written 

off as simply arbitrary subjective artefacts that are unique to the specific research context (Salberg 

et al 2012). Consequently, a purely interpretivist approach based on qualitative research methods 

could not be guaranteed to provide information that could inform general practice.   

  

Critical Realism: To counter the problems associated with the epistemological dichotomy 

between the Positivist and Interpretivist research philosophies, Bhaskar (1975) developed the 
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approach which is now called Critical Realism. The Realist Movement contends that although 

science aims at a literally true account of the real world, it is nevertheless a fallible human 

endeavour, and this must be taken into account when adopting any approach to research (Leplin 

1984, p2).  

     

Like Positivism, Realism states that reality exists independent of the mind, but the researcher is 

influenced by world-views and their own experiences. (Saunders et al 2009). Realism can then be 

divided into two further subdivisions: Direct Realism and Critical Realism. Direct Realism asserts 

that what is experienced through the senses of the researcher provides an accurate reflection of 

reality. On the other hand, the Critical Realists argue that what is initially experienced through 

senses is processed subjectively by the mind (ibid). Hence, Critical Realism adopts the view of 

realism within the ontological domain whilst accepting relativism within the epistemological 

domain (Mingers 2004, p. 91).    

  

Carlson (2003), Mingers (2004), Smith (2006) and Fraunenberger (2016) argue for the adoption of 

a  

Critical Realist approach within the fields of HCI and Information Systems evaluation. Most 

recently Fraunenberger (2016) attempted to summarise the complex epistemological debate 

within the field in an attempt to reconcile the different methodological approaches used within 

contemporary HCI. To summarise Fraunenberger’s point of view: reality can be described as a 

multileveled interaction between transitive objects, (objects of knowledge) and intransitive 

objects (objects that have an apriori existence that are independent of knowledge), stating that 

the aim of Critical Realism is to understand the nature of the real mechanisms that connect these 

objects.   

Within the Positivist tradition the mechanisms or interactions between objects are modelled by 

the derivation of universal laws, whereas a Critical Realist approach involves the development of 

what are referred to as tendencies (Bhaskar, 1979). Bhaskar explains that event regularities are 

based on the existence of enduring entities which may or may not be observable, that tend to act 

in particular ways. These entities may be physical (e.g., atoms or organisms), social (e.g., the 

market or the family) or conceptual (e.g., categories or ideas) (Mingers, 2004). Social structures 

can then be said to be real but only relatively enduring and autonomous (Bhaskar, 1979, p. 38). 

Furthermore, categories are not to be viewed as something which the subjective observer 

imposes on reality; rather categories such as causality, substance, process, persons, etc, if valid, 

are constituents of reality, irrespective of their categorization by observers or thought (ibid). 

Which is to say that valid categorisations used within HCI can be regarded as enduring entities 

and mechanisms that can be used for the development of valid generalizable models of user 

interaction within enduring socio technical contexts. Hence, within this study we are aiming to 

model the enduring tendencies between the sociotechnical entities that constitute the reporting 

workflow.    

  

Freunberger(2016) suggests that a critical realist perspective is appealing to HCI, because it is 

nonreductionist, multi-faceted and dialectical, while also offering notions of objectiveness, rigor 

and accountability. From a practical perspective, Critical Realism provides a deep theoretical 

structure that allows the researcher to evaluate sociotechnical domains in a way that is less 

constrained by the positivist notions of experimental validity. Furthermore, it transcends the 
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limitations of Positivism and Interpretivism whilst recognizing the useful contributions of each 

paradigm (Mingers, 2004). Broadly speaking, Critical Realism provides a bridge between 

Objectivism and Relativism through three key principles: a realist ontology, a relative but non-

judgmental epistemology, and methodological pluralism (Mingers et al, 2013).   

  

Pragmatism: Countering the deep philosophical perspectives of Critical Realism, Pragmatism 

adopts an overtly practical approach to scientific research. The Pragmatic approach accepts that 

there may be multiple realities both ontologically and epistemologically but places the emphasis 

on the practical consequences of the research findings rather than their philosophical 

underpinnings. This means that a pragmatic inquiry is an investigation into some part of reality 

with the purpose of creating knowledge for a controlled change of that reality (Goldkhul 2012). 

So, pragmatism comfortably sidesteps any foundational boundaries with an openness to 

experimentation of any kind (ibid), putting the emphasis on the practical application of the 

research instead (Gutek 2013). Hence, there is an overlap between the philosophies of Critical 

Realism and Pragmatism when applied to HCI studies due to their shared methodological 

pluralism (Wakkary, 2009).    

  

This detailed philosophical evaluation was necessary to justify the rejection of controlled 

laboratory studies in favour of open situated studies in the participants place of work using live 

patient data. And that this can be justified by adopting a Pragmatic approach to Critical Realism 

where it is possible to model the enduring mechanisms of the ontologically real entities that make 

up the workflow, whilst accepting the relativism associated with a process of coding based on 

domain expertise.  
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15.2 APPENDIX II PILOT STUDIES AND EQUIPMENT SELECTION   

  

Think aloud Studies: The original project strategy involved a Ux/software focus. An 

independent Ux specialist sat in with two Radiologists while they reported and asked about 

the way they were interacting with the interface in between examinations. This did not work 

well for a number of fundamental reasons. The radiology reporting task is too specialist and 

too complicated for a non-domain specialist to understand. The Radiologists tended to talk 

about clinically related decision making rather than use of the interface. A large proportion of 

the interaction was visual so the specialist could not see what was going on. Finally, the Think 

Aloud Process was fairly disruptive to the reporting workflow so it lacked a degree of 

ecological validity.    

  

Laboratory Based Studies: A Reporting station was set up in the University, and based on the 

Sectra ISD7 PACS application. The Researcher, who is a Reporting Radiographer, video 

recorded, and screen grabbed a number of reporting sessions based on an artificial dataset. 

Although the work was useful for testing the screen grabbing applications, the laboratory 

sessions proved conclusively that it was impossible to reproduce the workflow in any way 

using a controlled laboratory setting. It was not possible to reproduce: The clinical risk, the 

software setup, the voice recognition setup, the authentication process, and the user's 

individual interface preferences. Furthermore, the more the user's behaviour was controlled, 

the less representative of the actual reporting workflow it became.   

  

Screen/ Video Capture: It was the original intention to use the Morea Recorder from 

Techsmith to record all the screen interactions and scene videos of the users, because the 

Morae Manager application provides some useful analysis tools. This approach worked well 

for short sessions under 7 mins, but the recorder application had to run alongside the PACS, 

RIS and VR applications. It was discovered that after 7 mins the Morae Recorder started 

interfering with the VR system disrupting the normal workflow, so a replacement was found. 

After a short internet search, the Camstudio Portable application was chosen because it could 

be run from a USB or the desktop, offered a lot of flexibility in relation to what was recorded, 

and could easily run alongside the other applications for 20 mins without stopping the VR 

system from working.   

  

Eye-tracking: Once it became clear that the majority of the user's interaction with the 

interface was perceptual in nature, it became important to source some type of eye-tracking 

system for the research. There were only two real contenders, the Faculty of Engineering 

owned a Static Tobbi system on a dedicated PC; and the Faculty of Psychology owned a set of 

Tobii Eyetracking Glasses. Consequently, the only way that the authentic workflow could be 

captured was with the situated use of eye-tracking glasses, and then the resulting fixation 

videos processed in Tobii Studio.   

  

Video synchronisation: To capture every part of the workflow it was important to record the 

user's interactions from a number of points of view. The eye-tracking data provided a gaze 
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video with the scan-path superimposed; Camstudio was used to record the information 

screen only at a slow framerate (the imaging screens were captured in enough detail on the 

eye-tracking gaze video). Finally, the scene video was captured with the camera of a mobile 

phone.   

For the purposes of coding it was important to be able to see all three videos at the same time 

so as to be able to clarify the nature of certain subtle or confusing actions. Unfortunately, the 

timecode signals coming from the Gaze video had a tendency to drift so that it was difficult to 

synchronise all three videos together. After a significant amount of work, it became possible 

to create a new composite video of all three by time warping key frames from the scene and 

scene videos so that all three locked together using the gaze video as the reference. This 

process was achieved with the Adobe Aftereffects video post processing suite.  

  

Video Annotation Applications: There are numerous video annotation systems available both 

commercially and open-source, and a number of these were evaluated to see which was the 

easiest to use. The first preference was Tobii Studio, but the University only possessed one 

licence and the system would be required for an extensive amount of time. Also, Morae 

Manager, Nvivo and the Elaan system where tested. But the Anvil open-source tool had by far 

the most accurate segmentation tool, being able to segment the sequence right down to the 

level of video frames.   

  

Video Codecs: One problem with the ANVIL system is that because it is open-source, it can 

only accept a very limited number of video and audio formats and codecs, and these change 

on a regular basis making the codecs recommended by the publishers of ANVIL unusable. 

Fortunately, Adobe After effects comes with a system called Bridge that can output any video 

format at any resolution. To discover the best video format a 10 second section of one of the 

composite videos was created using the MOV container but using 5 different file formats and 

10 different codecs. Using trial and error it was determined that ANVIL would accept the MOV 

video container, the QuickTime video file format using the Cinepaq video codec.   
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15.3 APPENDIX III: GENERIC PROCESS ELEMENTS OF THE REPORTING WORKFLOW   

  

Given the quantity of literature devoted to Radiology Informatics, there is a surprising paucity of 

references specifically outlining the discrete elements of the reporting workflow and the 

associated elements of the Workstation GUI. The following is a brief summary of the main 

elements of the workflow based on Muller’s process model (2011) but not necessarily in the same 

order.    

  

Setup: Each user will set the workstation up both physically and the GUI to meet their own 

preferences. This can happen either before or during the reporting session and adds additional 

tasks which take time and cognitive resources (Yablonski, 2015).    

  

Patient Selection: The reporting clinician sits in front of a workstation selecting examinations from 

a list of unreported examinations, this list is referred to as a reporting worklist. These worklists 

are usually filtered to be either clinically and/or modality centred. E.g. Urgent CTs, Paediatric 

Chest, Obstetric Ultrasound etc. depending on the organisational needs of the respective 

Radiology Department.     

    

Reading the Request or Order: Each examination is requested by a referring clinician using 

another clinical system which has a network interface with the radiology systems. This radiology 

request (sometimes called an order) contains the patient demographics, a brief clinical history 

that is pertinent to the current request, and the clinical question that the referring clinician would 

like to be answered. E.g. Name: NARJEET PATEL, D.O.B: 11/12/1975 Hospital Number: 1234567-1 

Examination: Chest XRay Clinical History: 2 weeks shortness of breath, coughing & Fever Clinical 

Question:  Any evidence of a chest Infection.   

   

Image Interpretation: The clinician will then evaluate the images from the current examination 

with respect to the associated clinical context. This clinical context is made up of many sources of 

information such as: the clinical information within the original request; the patient’s previous 

radiology images and reports; and the patient’s previous clinical history contained within their 

electronic patient record or clinical notes. The process of evaluation can also be augmented by 

other computer-based systems such as: advanced visualisation systems, computer-aided 

diagnostics systems, and knowledge supports systems.    

  

Report Writing:  During the process of image interpretation the clinician will record the main 

findings seen within the images and associated information in a report which may be either typed 

out by hand or dictated for transcription by either a secretary or a voice recognition system. The 

latter is now the most common method of capturing the report and described as a major source 

of difficulty within the literature (Hayt & Alexander, 2001; Pezzullo et al, 2008; Hart et al, 2010).   

  

Authorisation: Once the Reporting Clinician is happy with the report, they then save and authorise 

the report which causes the current examination to come off the worklist. The final radiology 

report is the ultimate medico-legal record of the radiological examination (RCR, 2016), so the act 
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of clicking on the authorise button is a significant clinical event in the patient's care pathway. At 

this point, the findings recorded in the report are freely available to the referring clinician and 

anyone else in the patient's care team. Consequently, any errors within the report can have a 

significant negative impact upon the patient's wellbeing after it has been authorised.      

  

This process is usually repeated for several examinations during a session of reporting, that may 

last from a few minutes to several hours. The quantity of examinations reported upon during a 

reporting session depends on the complexity and severity of the type of examination being 

reported upon (RCR,2016). Finally, this overall sequence of events may be interrupted by various 

other activities such as phone calls, consultations and unexpected technical problems (Kansagra 

et al. 2015).    
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15.4 APPENDIX IV: GENERIC ELEMENTS OF THE REPORTING GUI    

 
  

The workstation and its software environment are specifically designed to facilitate the work of 

image evaluation and report generation. Although the design of the workstation is unique to each 

manufacturer, and the GUI setup is then locally adjusted to meet organisational and personal 

needs, there are some generic elements of the GUI that are common to all systems, the following 

are derived from the Royal College of Radiologists guidelines on Radiology systems (2008); and 

PACS: A Guide to the Digital Revolution (Dreyer et al, 2010).   

  

Worklists: All the examinations produced by a radiology department are automatically collated 

into worklists which filter and structure the reporting task around a variety of functional themes, 

e.g. All ultrasound from today, all emergency CT, all plain film from Accident & Emergency. Those 

worklists that have been set up for the purposes of reporting contain only examinations that are 

flagged as unreported, and present the studies using the patient's name and DOB. Groups of 

related worklists may also be grouped in worklist folders (Weiss, 2006).   

   

Examination list: For each of the examinations in the reporting worklist, the examination list 

presents the respective patients radiological imaging history. At this point, the presentation of the 

information becomes patient-centric. Within that list, the examination/s that is/are to be 

reported are displayed so as to highlight their unreported status.    

   

Patient demographics: As Each examination in the worklist is chosen, the respective patient 

demographics are displayed somewhere within the GUI. These demographics will include Name, 

DOB, Patient Number and various other types of information about the patient.    

  

Request/order: The patient demographics are often grouped together with the clinical 

information provided by the referring clinician. Furthermore, the request is usually synchronised 

with its respective examination, so that they are displayed at the same time.    

    

Image display (Hanging protocols): The image screens can be divided up into any configuration 

to present the images in a way that meets the needs of the reporting clinician, such as image 

stacks, 3D representations, and split screen for the comparison of previous studies. This process 

is partially automated and named after the way that physical films were originally hung up for 

presentation prior to the development of digital radiology systems.   

  

Report window: The report is written in a basic text editor by either typing by hand or using 

speech recognition. This process can be supported with the use of standard report templates to 

improve efficiency (RCR, 2016). To avoid confusion, the reports are synchronised with their 

respective imaging.   
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Menus and Toolbars: Just like any other software application, the GUI of each manufacturer's 

PACS viewer provides a variety of extra enabling functionality accessed through menus and 

toolbars. Some tools are generic such as image magnification, whereas some are proprietary.   

    

15.5 APPENDIX V: QUATITATIVE EYETRACKING METRICS  

 

  

There are a variety of quantitative metrics that can be derived from eye-tracking gaze data, the 

following summary is based on a review by Ellis (2009):   

Average Dwell Time: The total time spent looking at an object of interest divided by the total 

number of individual dwells on that instrument.    

Dwell percentage: Dwell time on a particular object of interest as a percent of total scanning time.  

Dwell Time: The time spent looking within the boundary of an object of interest.   

Fixation: A series of continuous look-points which stay within a pre-defined radius of visual 

degrees.   Fixations per dwell: The number of individual fixations while dwelling upon an object 

of interest.    

Glance: A “subconscious” (i.e., non-recallable) verification of information with a duration 

histogram peaking at 0.1 seconds. (also referred to as an “orphan”)    

Look-point: The current coordinates of where the participant is looking, frequency of data points 

depending on the eye tracking system used.    

One-way transition: The sum of all transitions from one instrument to another (one direction 

only) for a specified pair of objects.   

Out of track: A state in which the eye tracking system cannot determine where the participant is 

looking, such as during a blink or when the participant’s head movement has exceeded the 

tracking capabilities of the system setup.    

Saccade: The movements of the eye from one fixation to the next. Also considered to be the 

spatial change in fixations.    

Scan: Eye movement technique used to accomplish a given task. Measures used to quantify a scan 

include (but are not limited to) transitions, dwell percentages, and average dwell times.    
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Transition: The change of a dwell from one instrument to another.  

Transition rate: The number of transitions per second.  

Two-way transition: The sum of all transitions between an object pair, regardless of direction of 

the transition. (Harris, Glover, & Spady, 1986).  

    

15.6 APPENDIX VI: COGNITIVE WORK ENVIRONMENT PROBLEMS   

 

  

Nielsen (1994) provide a set of common sociotechnical work environment problems the decrease 

usability and increase mental workload.   

Visibility of system status: The system should always keep users informed about what is going on, 

through appropriate feedback within reasonable time.  

Match between system and the real world: The system should speak the users' language, with 

words, phrases and concepts familiar to the user, rather than system-oriented terms. Follow real-

world conventions, making information appear in a natural and logical order.  

User control and freedom: Users often choose system functions by mistake and will need a clearly 

marked “emergency exit” to leave the unwanted state without having to go through an extended 

dialogue.   

Consistency and standards: Users should not have to wonder whether different words, situations, 

or actions mean the same thing.   

Error prevention: Even better than good error messages, is a careful design which prevents a 

problem from occurring in the first place.  

Recognition rather than recall: Make objects, actions, and options visible. The user should not 

have to remember information from one part of the dialogue to another.   

Flexibility and efficiency of use: Accelerators, unseen by the novice user, may often speed up the 

interaction for the expert user such that the system can cater to both inexperienced and 

experienced users.   

Aesthetic and minimalist design: Dialogues should not contain information which is irrelevant or 

rarely needed. Every extra unit of information in a dialogue competes with the relevant units of 

information and diminishes their relative visibility.   
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Help users recognize, diagnose, and recover from errors: Error messages should be expressed in 

plain language (no codes), precisely indicate the problem, and constructively suggest a solution.    

Help and documentation: Even though it is better if the system can be used without 

documentation, it may be necessary to provide help and documentation.   

   

    

15.7 APPENDIX VII: PROPOSED RESEARCH PROTOCOL  

 
   

Study Title:  Combating the Radiological Data Explosion through Workstation 

Usability Optimisation   
   

Version No: 2.3  6th October 2012   

                

Chief Investigator:   Mr Simon Rickaby PgD MSc BSc   
Kingston University School of Radiography    

Investigators:    Mr Simon Rickaby, Dr Martin Colbert.   
Sponsor:    Faculty of Science, Engineering and Computing   
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PARTICIPANTS   

ETHICS  

SESSION EVALUATION  

FINANCING AND INSURANCE  

   

1. Background and Rationale   

Many clinicians, authors and vendors have highlighted the “Data Explosion” problem as 

one of the key challenges facing Radiologists and other Clinicians when attempting to 

navigate through the increasing amounts of patient data during the radiological diagnostic 

reporting process. (Rubin, 2000; Andriole, 2004; Persson, 2009).   
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For example, CT and MRI examinations can generate in excess of 1000   slices, which 

are augmented by the addition of multi planer reconstructions, 3D reconstructions and 4D 

times series data. Although this burden can be partially mitigated with the use of decision 

support systems, these systems can also add another level of complexity. Furthermore, 

other supporting radiological systems such as PACS systems, RIS systems and 

internetbased knowledge sources, provide extra clinical information but not in a form that 

is easily accessible to the reporting clinician. Consequently, the original clinical focus of 

an examination can often be lost as the user struggles with the sheer volume of clinical 

data, and the functionality of the technologies that deliver that data.    
   

Given the nature of this problem Andriole et al (2011) suggests that “We should attempt 

to understand the radiologist's tasks and then identify technologies and approaches that 

best fit each task”.  i.e. We should attempt to reduce the levels of clinical risk associated 

with reporting complex studies by modelling the radiologist’s workflow in general terms, 

and then optimising the functionality and usability of the workstation software accordingly.   
   

Hence, the aim of this research project will be to analyse and model the radiology reporting 

workflow and then use this model to suggest alternative approaches to radiology software 

design which can minimise the clinician’s cognitive workload.    
   

   

   

2. OBJECTIVES  
Primary Objective   

• To model the radiology reporting workflow in a generalised way that can be 

understood by software developers.  Secondary Objectives   
• To identify sub-activities within the Radiology Reporting Workflow that can be 

optimised through software development.   
   

• To develop and test workflow optimisation software solutions.   
   

• To establish a formal research methodology for the evaluation of radiology 

workstation software.   
   

3. STUDY DESIGN   
   

Summary of Study Design   
The study will involve a number of radiology workstation usability and workflow evaluations 

performed during routine use.   
   

In order to accurately capture the radiology workstation workflow processes and evaluate 

the respective components of usability as set out in ISO9241 (1998). I.e. Usability 

evaluated in relation to the user, tool, task and environment within routine use. To ensure 

that these components are thoroughly evaluated Yen & Bakken’s Usability Specification 

and Evaluation Framework (2012) will be used as the basis for an initial workflow model 

using naturalistic video and eye-tracking observations.   
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With this in mind workstation usability will be assessed with the following methods as set 

out by Horskey et al 2010 and Ramey et al (1991):   
   

• Eye-tracking and video assisted observations of radiologists as they report specific 

clinical examinations.   
• Post workflow interviews   

   

Generally the sample sizes for usability studies are much lower than those required for 

other studies because of the density of the data that is derived from each research 

session. Neilson (1994) for example, suggested that sample sizes as small as five 

participants will yield sufficient information about problem solving behaviour. However, an 

attempt will be made to recruit between 5 more radiologists at each of the two further sites 

in order to compare and contrast with the observations made in the first part of the study.   
   

Every attempt will be made to limit the impact of the experimental process on the working 

environment and the rights of the patients.   
   

   

Primary and Secondary Endpoints/Outcome Measures   
Due to the limitless amount of information that could be obtained an arbitrary endpoint 

based on the number of test subjects will be used as an end point. Hence the study will 

aim to evaluate a maximum of 20 subjects in total.   
  

Study Participants    
The study will involve the evaluation of Radiology Practitioners who use radiology 

workstations as part of the diagnostic image reporting workflow on a regular basis.   
These radiology practitioners will include:   

• Consultant Radiologists   
• Radiology Registrars   
• Reporting Radiographers   

   

Inclusion Criteria   
• The participant is willing and able to give informed consent for participation in 

the study.   
• The participant has used radiology workstations for more than two years.   
• The participant is involved in reporting radiology examinations on a regular 

basis.    
• The participant is wholly responsible for the final report.   
• The participant speaks English.  

   

Exclusion Criteria   
• Practitioners are only involved in duel reporting.   

   

Study Procedure   
Eye-Tracking assisted Video Observations: Each session is recorded using a 

combination of the following - A set of Tobbi Eye-tracking glasses; a screen capture device 

recording the information screen only; and a scene video recording the radiologist. The 
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video streams from each device are merged and time locked to produce one video where 

the patient ID is no longer readable.   
Post Session Reporting: The reporting practitioner is asked to go to a different 
workstation and revisit each of the examinations involved in the test to make sure that 
the final radiology report has not been compromised by the experimental process.   
   

Informed Consent   
It will not be possible to obtain explicit informed consent from each of the patients involved 

because the reporting lists change each day. However, the final research will not contain 

any confidential patient information, and all session recordings will be destroyed at the 

end of the project.   
   

Each test subject will be asked to give formal consent and will be asked to ensure that the 

experimental process does not compromise the safety of the patients involved.   
   

4. Participants   
Generally, the sample sizes for usability studies are much lower than those required for 

other studies because of the density of the data the is derived from each research session. 

Neilson (1994) for example, suggested that sample sizes as small as five participants will 

yield sufficient information about problem solving behaviour. However, an attempt will be 

made to recruit between 10 and 20 reporting practitioners as subjects for the project.   
   

5. Ethics   
There are a number of key ethical considerations:   
   

Patient Safety: There is the possibility that the experimental procedure will compromise 

the observational abilities of the test subjects, causing them to miss critical findings during 

the reporting of each examination. To mitigate this problem, the reporting practitioners will 

be asked to revisit each examination after the experimental session is complete.    
   

Patient Confidentiality: Although the patient information is only indirectly involved in the 

observational process, the patients right to confidentiality will be respected at all times.   
   

Data Handling: All recorded data from the experimental sessions containing names, 

dates of birth, and audio recordings of the patient’s radiological findings will be destroyed 

at the end of the project (A maximum of ten years). The final project report will not contain 

any reference to the patients, their results or the information related to the reporting 

clinicians.    
   

Simulation: It is not possible to perform these usability studies on simulated data, 

because simulated data does not contain accurate clinical and informatic data 

correlations. These data correlations are key behavioural triggers within the reporting 

process and must be present in order to illicit genuine interactions with the workstation 

and its software environment. Hence the experimental sessions must be situated and 

performed live as the radiologists and radiographers produce their reports.    
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6. Session Evaluation   
The raw session data will then be combined, synced and segmented in terms of 

behaviours before being analysed with the coding system established during the pilot 

study. An attempt will then be made to aggregate the coded data into a coherent 

attentional model of workstation interaction. The qualitative interview transcriptions and 

questionnaires will be initially codified by extracting common responses and themes.   
  

7. Financing and Insurance   

The project is funded through the Universities PhD programme, and covered by the 

research policy of the Faculty of Science Engineering and Computing.  
    

15.8 APPENDIX VIII: ETHICAL APPROVAL LETTERS  

  

 

15.8.1 APPENDIX VIII-A: HRA FAVAOURABLE OPINION LETTER  

 

  

  NRES Committee London - City Road & Hampstead  
        

 

[Redacted] 

 

 

 

 

 

 

16 April 2013  
  

Mr Simon Rickaby    
Kingston Hospital/ Kingston University  
 

 

[Redacted] 

 

 

Dear Mr Rickaby  
  

Study title:  Combating the Radiological Data Explosion through 

Workstation Usability Optimisation Programme  
REC reference:  [Redacted]  
IRAS project ID:      [Redacted] 
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Thank you for your email of 21st March 2013 responding to the Committee’s request 

for further information on the above research and submitting revised documentation.  
  

The further information has been considered on behalf of the Committee by the 

Chair and Vice-Chair.  
  

We plan to publish your research summary wording for the above study on the 

NRES website, together with your contact details, unless you expressly withhold 

permission to do so. Publication will be no earlier than three months from the date 

of this favourable opinion letter. Should you wish to provide a substitute contact 

point, require further information, or wish to withhold permission to publish, please 

contact  
the Co-ordinator Miss Tina Cavaliere,  

[Redacted]  

 

Confirmation of ethical opinion  
  

On behalf of the Committee, I am pleased to confirm a favourable ethical opinion 

for the above research on the basis described in the application form, protocol and 

supporting documentation as revised, subject to the conditions specified below.  
  

Ethical review of research sites  

  

NHS sites  
  

The favourable opinion applies to all NHS sites taking part in the study, subject to 

management permission being obtained from the NHS/HSC R&D office prior to the start 

of the study (As shown in "Conditions of the favourable opinion" below).  
  

Non-NHS sites  
  

Conditions of the favourable opinion  

  

The favourable opinion is subject to the following conditions being met prior to the start of 

the study.  
  

Management permission or approval must be obtained from each host organisation prior 

to the start of the study at the site concerned.  

  

Management permission ("R&D approval") should be sought from all NHS 
organisations involved in the study in accordance with NHS research 
governance arrangements.  
  

Guidance on applying for NHS permission for research is available in the Integrated 

Research Application System or at http://www.rdforum.nhs.uk.  
  

Where a NHS organisation’s role in the study is limited to identifying and referring 
potential participants to research sites ("participant identification centre"), guidance 

http://www.rdforum.nhs.uk/
http://www.rdforum.nhs.uk/
http://www.rdforum.nhs.uk/
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should be sought from the R&D office on the information it requires to give permission 
for this activity.  
  

For non-NHS sites, site management permission should be obtained in accordance 
with the procedures of the relevant host organisation.  
  

Sponsors are not required to notify the Committee of approvals from host 
organisations  
  

It is the responsibility of the sponsor to ensure that all the conditions are 

complied with before the start of the study or its initiation at a particular site (as 

applicable).  
  

Approved documents  
  

The final list of documents reviewed and approved by the Committee is as follows:  
  

Document    

Version  

 Date  

Covering Letter  
  

  

  

06 December  
2012  

Evidence of insurance or 

indemnity  
  

  

    

     

  

Evidence of insurance or 

indemnity  
  

Kingston University  
    

09 July 2013  
    

Investigator CV  
  

Simon Rickaby  
    

     

  

Letter from Sponsor  

  
  

    

31 January 2013  

    

Other: CV Student Rob Enslin  

  
  

  

     

      

Other: CV CI Simon Rickaby  
  

  

  

     

      

Other: Email from sponsor  

  
  

  

     

      

  

  

  

  

  

   

Other: Examples of Radiographer 

Pictures  
  

  

09 January 2013  
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Other: Kingston Hospital R&D 

Checklist  
  

  

26 May 2012  

    

Other: CV - Martin Colbert  
  

  

  

    

    

Other: Letter from Kingston 

Hospital - permission granted  
  

  

29 January 2013  
    

Other: CV- Rob Enslin  

  
  

  

    

    

Other: NHS SSI - IRAS 

application form  
3.4  

  

05 February 2013  

    

Other: NHS REC form  

  

3.4  

  
    

    

Other: Email from researcher  

  
  

  

21 March 2013  

    

Other: Experimental Workflow  
  

  

  

    

    

Participant Consent Form  
  

1.1  
  

20 February 2013  
    

Participant Information Sheet: 

Think Aloud  
1.1  

  

11 February 2013  

    

Protocol  
  

2.3  
  

11 February 2013  
    

REC application  
  

  

  

07 December  
2012  

REC application  
  

3.4  
  

07 December  
2012  

Response to Request for Further 

Information  
  

  

    

    

Response to Request for Further 

Information  
  

  

    

    

Statement of compliance        

  

The Committee is constituted in accordance with the Governance Arrangements for  
Research Ethics Committees and complies fully with the Standard Operating Procedures 

for Research Ethics Committees in the UK.  
  

After ethical review  
  

Reporting requirements  

  
The attached document “After ethical review – guidance for researchers” gives detailed guidance 

on reporting requirements for studies with a favourable opinion, including:  
  

• Notifying substantial amendments  
• Adding new sites and investigators  
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• Notification of serious breaches of the protocol  
• Progress and safety reports  
• Notifying the end of the study  

  

The NRES website also provides guidance on these topics, which is updated in the 

light of changes in reporting requirements or procedures  
  

  

  

Feedback  
  
You are invited to give your view of the service that you have received from the National 
Research Ethics Service and the application procedure. If you wish to make your views 
known please use the feedback form available on the website.  
  

Further information is available at National Research Ethics Service website > After 

Review    
  

12/LO/2025  Please quote this number on all correspondence  

  

We are pleased to welcome researchers and R & D staff at our NRES committee 

members’ training days – see details at http://www.hra.nhs.uk/hra-training/  
  

With the Committee’s best wishes for the success of this project.  
  

Yours sincerely  
  

  

Pp [Redacted]  

  

Dr David Slovick  
Chair  

  

Email: [Redacted]  
  

  

Enclosures:  “After ethical review – guidance for 

researchers”  
  

Copy to:  
   

Mr Simon Rickaby, Kingston Hospital/ 

Kingston  
University NIGB Ethics & Confidentiality  
Committee Secretariat  

  

    

http://www.hra.nhs.uk/hra-training/
http://www.hra.nhs.uk/hra-training/
http://www.hra.nhs.uk/hra-training/
http://www.hra.nhs.uk/hra-training/
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15.8.2  B: UNIVERSITY SPONSORS LETTER  

  

      

      
 Faculty of Science,  T [Redacted]  Penrhyn Road  
Engineering E [Redacted] Kingston upon Thames and Computing  www.kingston.ac.uk  

[Redacted] Head of School of Computing  UK and Information Systems Professor 

Vesna Brujic-Okretic  
  

  

  

  

  

  

31 January 2013  
  

  

  

To whom it may concern:  

  

Re: Radiology Workstation   Usability Programme  

  

This letter is to confirm that I have agreed to act as research sponsor to this programme, 

and that Dr Martin Colbert (School of CIS) will act as my representative, with Mr Simon 

Rickaby (School of Radiography) as the Chief Investigator.  

  

  

If you require any further information, please do not hesitate to contact me.  
  

Yours sincerely,  
  

[Redacted]  
  

    

  

Prof   Vesna   Brujic - Okretic   
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15.8.3  C: HOSPITAL CONSENT LETTER  
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15.8.4  D: KINGSTON UNIVERSITY RESEARCH INDEMNITY  
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15.9 APPENDIX IX: SESSION RECRUITMENT & INFORMED CONSENT  

  

 

15.9.1 APPENDIX IX-A:  RECRUITMENT E-MAIL  

  

Dear Colleague,   

   

I am currently studying for a PhD at the School of Science, Engineering and Computing at 

Kingston University under the title of “The Radiology Usability Programme”.  

   

The “Data Explosion” problem is one of the key challenges facing Radiologists and 

Radiographers when attempting to navigate through the increasing amounts of patient data 

during the radiology reporting process.   

  

Katherine Andriole of the Arizona State University suggests that “We should attempt to 

understand the radiologist's tasks and then identify technologies and approaches that best fit 

each task”. i.e. We should attempt to reduce the levels of clinical risk associated with reporting 

complex studies by investigating the workflow, and then optimising the functionality and usability 

of workstation software accordingly.   

  

The aim of this research project will be to analyse and model the radiology reporting workflow using 

eye-tracking to assist with the design of future interfaces.    

   

Each session will take approximately 30 mins to complete and has full ethical approval from the 

HRA, and Radiology consent from Dr ****** our clinical lead. The research process will respect 

the safety and confidentiality of the patients, and your contribution will be fully anonymised 

before inclusion in the final report.   

  

I would be very grateful if you could find the time to take part in this research. If you are 
happy to participate, could you respond to this email and I will arrange a time for the 
observational session that is most convenient for you.   

   

Yours Sincerely,  

   

Simon Rickaby   

Senior Lecturer & Clinical Specialist Radiographer   
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Radiology Usability Programme   

Participant Information Sheet   
   

Many clinicians, authors and vendors have highlighted the “Data Explosion” problem as 

one of the key challenges facing Radiologists and other Clinicians when attempting to 

navigate through the increasing amounts of patient data during the radiological diagnostic 

reporting process.    
   

Given the nature of this problem Andriole et al (2011) suggests that “We should attempt 

to understand the radiologist's tasks and then identify technologies and approaches that 

best fit each task”.  i.e. We should attempt to reduce the levels of clinical risk associated 

with reporting complex studies by modelling the radiologist’s workflow in general terms, 

and then optimising the functionality and usability of workstation software accordingly.   
   

Hence, the aim of this research project will be to analyse and model the radiology reporting 

workflow and then use this model to develop radiology workstation software which can be 

shown to minimise the clinician’s cognitive workload by achieving higher levels of usability.    
   

____________________________________________________   
   

The reporting session will involve a plain radiographic reporting worklist which will be 

recorded for further analysis at a later date. All confidential patient information will be 

destroyed once it has been evaluated, and no confidential information will appear in the 

final research.   
  

During the reporting session you are required to wear a set of eye-tracking glasses, this 

should be as unintrusive as possible, but will require a short calibration test before you 

start. You can ask any questions that you wish both before and after the reporting session.   
   

Please be aware that the observational process must not be allowed to interfere with the 

accuracy of the routine reporting process, and you are encouraged to revisit all of the 

session studies after it has finished, to make sure that you are happy with the final report 

before it is authorised. Furthermore, please feel free to end the session at any point if the 

needs of the patient require you to do so.  
   

Finally, the researcher will be available at the end of the session if you wish to clarify any 

issues that have arisen during the reporting session.   
   

Many thanks for your contribution towards this research project.   

15.9.2   APPENDIX IX - B:   PARTICIPANT INFORMATION SHEET   
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CONSENT FORM   

   

Radiology Usability Programme   

     

Name of Researcher:  Mr Simon Rickaby   

   

   

   

1. I confirm that I have read and understood the information sheet for the above study. 
I have had the opportunity to consider the information, ask questions and have had 
these answered satisfactorily.    

   

   

2. I understand that my participation is voluntary and that I am free to withdraw at any 
time without giving any reason.   

   

   

3. I understand that the following reporting session will be recorded, analysed and then 
the recording destroyed once the relevant data has been evaluated.   

   

   

4. I understand that any confidential patient data will be anonymised or destroyed and 
will not be used in the final research report.   

   

   

5. I understand that the patient’s safety has been properly considered, and that the 
radiology studies involved in this session must be re-evaluated after the session, 
before the final reports are authorised.     

   

   

6. I agree to take part in the above study.     

   

   

15.9.3   APPENDIX IX - C: PARTICIPANT CONSENT FORM   
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Name of Volunteer: Date: Signature:    

   

Name of Investigator: Date: Signature:   

15.10 APPENDIX X: DATA MODEL CALULATIONS  

The calculations derived from the data model were kept deliberately simple so that the structure and 

validity of the analysis could be easily understood. The calculated fields were as follows:  

  

ORA Count: A simple count of the number of ORAs per task, indicating the cognitive complexity in 

terms of the number of object related actions needed to complete the respective task.  

  

ORA Duration: The cumulative time for all the ORAs for a particular task, indicating the cognitive 

complexity in terms of the amount of cognition needed to complete the respective task.  

  

Median ORA Duration: The median time for all the ORAs for a particular task, indicating the most 

common amount of cognition needed to complete the respective task. The median was chosen 

rather than the mean because of the potentially small sample sizes derived to form each pivot 

table.  

  

 % Time Crux: The proportion of the total duration spent on any task performing Crux Object Related 

Actions.  

  

% Time Enabling: The proportion of the total duration spent on any task performing Enabling Object 

Related Actions.  

  

% Time Troubleshooting: The proportion of the total duration spent on any task performing 

Troubleshooting Object Related Actions.  

  

% Time Waiting: The proportion of the total duration spent waiting during any respective task.  

  

    

15.11 APPENDIX XI: RESULTS - PARTICIPANT REPORTS  
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Reporting Task: Each number represents one examination, starting with the appearance of the 

first image to the appearance of the next image of the following examination.  A value of 0 

indicates ORA’s that are related to any meta-task, most commonly tasks related to identifying an 

appropriate examination or set of examinations to report within the worklist. The first 2-3 

examinations were taken as the acclimatization period, examinations within this period were not 

evaluated in detail.   

• ORA Count: The number of ORAs used to complete the task or sub-task, this is related 

to overall task complexity.   

• Total Duration: Is the total amount of time taken for each task (Report for 1 to n). This 

value correlates with the approximate overall cognitive complexity of the composite 

ORAs within the task. However, there is no direct equivalence between ORA duration 

and cognitive complexity, e.g. when the participant is waiting for something to happen, 

the duration does not correlate with cognitive complexity. Also, the duration does not 

account for the intensity of cognition.  

• % Crux: The percentage of each task spent on Crux activities, marked in Green  

• % Enabling: The percentage of each task spent on Enabling activities, marked in light 

blue.  

• % Trouble-Shooting: The percentage of each task spent on Trouble-Shooting activities, 

marked in red.  

• % Waiting: The percentage of each task spent waiting for something to happen, 

marked in purple.  

  

Abbreviations: EPI – Evaluates Primary Image; EPrI- Evaluates Previous Image; RPR – Reads Primary 

Request; RIS Radiology Information System, DPR – Dictates Primary Report.  

  

 

15.11.1  PARTICIPANT 0  

  

Context: This participant is a Reporting Radiographer with over ten years of experience reporting 

on plain radiographic trauma radiographs from Accident & Emergency, consisting of x-rays of 

trauma and pathologies of the musculo-skeletal system. This session was recorded with the 

original Morae set-up which interfered with the voice recognition system slowing the participant 

down and creating reporting errors that needed to be resolved after approximately 5 mins of use. 

It has been included to demonstrate that the method can identify known usability issues.  

General Comments: The eye-tracking glasses were calibrated without any problems, and there 

was no evidence of dropout in the video feed. The voice recognition application started to 

malfunction midway through the session, but the participant persevered. This participant also 

used the messaging system a number of times to contact the referring team to report that urgent 

further action was required.  
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The participant completed 28 reports in 18m 54s, with 1m 32s spent on managing the higher-level 

tasks of selecting appropriate examinations from the worklist. Six examinations were rejected by the 

participant as unsuitable for the experimental session and where labelled as task 0. There appeared 

to be a greater use of enabling functionality at the beginning of the session up to task 11, suggesting 

that the participant was demonstrating best practice rather than genuine use.  

There is a significant amount of trouble shooting, especially between tasks 11 and 23, the majority 

of these ORA where devoted to editing the errors within the report created by the malfunctioning 

voice recognition system.  

The average amount of time spent in crux activities was 62.6% suggesting a lot of time was being 

wasted, also there was a drop in complexity as represented by the ORA count per task, suggesting 

a sparser use of system functionality.  

The most challenging examinations in terms of ORA count and duration beyond the 

acclimatisation period were 6, 14, 19 and 20.  Out of these, 6 and 14 have been taken as exemplars 

of inefficiency contributing to overload within the workflow.  
Task  ORA Count Duration (s) % Crux % Enabling % Trouble-S hooting % Waiting 

Participant 0     

0  61 92.14 45.2 % 28.2% 0%   26.6% 

1  75 88.53 79.2% 17.1% 1%   2.9% 

2  12 12.4 62.3% 31.2% 0%  6.5% 

3  27 49.68 67.3% 32.7% 
  

0.0% 

4  26 28.8 63.3% 32.1% 0%  4.6% 

5  18 40.91 54.6% 40.4% 0%  5.0% 

6  64 66.78 59.5% 34.7% 5%   0.5% 

7  22 25.4 80.3% 12.1% 0%  7.6% 

8  48 53.53 55.9% 35.9% 7%   1.1% 

9  30 30.61 63.4% 31.8% 0%  4.8% 

10  19 33.66 75.3% 20.8% 0%  4.0% 

11  38 50.84 55.9% 37.9% 6%   0.0% 

12  30 37.33 64.7% 16.3% 19%   0.0% 

13  42 53.94 56.2% 6.9% 33%   3.6% 

14  62 88.06 48.2% 11.8% 38%   1.6% 

15  23 29.8 62.5% 12.9% 22%   2.2% 

16  37 32.58  73.4% 8.6% 8%    10.0% 

0 % 
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17  19 23.28 75.9% 13.7% 0%   10.3% 

18  13 10.52 85.5% 3.8% 0%  10.7% 

19  56 112.59 50.2% 8.9% 39%   1.9% 

20  54 100.87 63.9% 10.7% 24%  1.0% 

21  13 12.73 75.4% 11.0% 0%  13.6% 

22  36 45.47 72.0% 6.2% 17%  4.4% 

23  20 19.81 74.4% 5.4% 0%  20.2% 

24  14 12.09  82.3% 14.4% 0%  3.3% 

25  12 17.32 87.7% 4.2% 0%  8.1% 

26  15 18.6 93.2% 1.5% 0%  5.4% 

27  9 15.6 83.3% 16.7% 0%  0.0% 

28  17 22.28 50.6 % 31.5% 0%   18.0% 

Grand Total 912 1226.15 62.6% 19.4% 13%  5.3% 

 

PARTICIPANT 0, TASK 6   

This examination involved identifying a subtle paediatric fracture and then using the messaging 

system to inform the referring clinician that the report should be read urgently. The clinical task 

is difficult relative to the other tasks in the session, which partially explains the number of ORAs. 

But there are also two sections of enabling tasks and a small amount of trouble-shooting.  

 
  

Participant 0 Task 6   
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Participant 0, Task 6, Sub Sequence 1   

Start  Stop  Duration  ORA  Supporting  

270.0  271.6  1.5  Uses keyboard to invert 

image  

  

  0.7  EPI  Moves image  

 

 0.7  EPI    

273.0  275.6  2.5  EPI    

275.6  276.4  0.8  Uses keyboard to invert 

image  

  

276.4  277.2  0.8  EPI  Zooms out  

277.2  278.2  1.0  EPI  Changes brightness  

278.2  279.2  1.0  Reads imaging history    

279.2  280.3  1.1  Displays RIS    

280.3  281.4  1.0  Scans report    

281.4  282.2  0.8  Uses keyboard to invert 

image  

  

282.2  282.8  0.6  Reads report    

282.8  283.2  0.3  Edits report with Keyboard    

283.2  283.6  0.4  EPI    

283.6  284.2  0.6  EPI  DPR  

284.2  284.8  0.6  EPI  DPR  

  

  

  

Sequence Overview: This sequence involves a 

lot of multitasking where the participant is 

evaluating the primary image but also 

performing other tasks concurrently. So, the 

majority of the enabling tasks are supporting 

the image evaluation to make it easier, or at 

least less risky. Similarly, the input process of 

dictating the primary report (DPR) is being 

supported by image evaluation. Overall, the 

sequence is an example of efficient multitasking 

which is being slowed down by the use of the 

keyboard to initiate the enabling functionality,  

and also the time wasted changing the screens to  see information on the RIS.  
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Participant 0, Task 6, Sub Sequence 2   

Start  Stop  Duration  Object Related Actions  Support Actions  

294.8  296.8  2.0  Selects text     

296.8  297.4  0.6  Selects menu in report     

297.4  298.2  0.8  Copies exam number using menu     

298.2  299.2  1.0  Creates Message     

299.2  300.6  1.4  Sets message type     

300.6  301.4  0.7  Select message recipient     

301.4  303.4  2.0  Add examination details     

303.4  304.0  0.6  Pastes exam number     

304.0  304.8  0.8  Add visit     

304.8  307.4  2.6  Types Message     

307.4  307.6  0.2  Checks exam number     

307.6  308.2  0.5  Checks message     

308.2  308.8  0.6  Sends message     

308.8  309.2  0.3  Attempts to send message     

309.2  309.3  0.1  Realises warning dialog box has appeared     

309.3  310.2  0.9  Deletes warning about message recipient     

  

Sequence Overview: This sequence involves 

copying an exam number, pasting it into a 

message to the referring clinician before 

sending it. This is a very time-consuming section 

of the workflow with no multitasking and many 

steps that take a significant effort to complete. 

E.g. to find and copy the exam number takes 

3.4s.  
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PARTICIPANT 0, TASK 14  

This examination involved describing a relatively simple ankle fracture, but a large amount of time was 

spent compensating for the malfunctioning voice recognition system.  

 

  

Participant 0, Task 14, Sub Sequence 1   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

  1.5  Reads report    

  1.0  Selects text    

  0.4  Scans report  Edits text  

  0.4  Reads DOB    

  1.0  DPR    

 

 0.7  Reads word    

  0.2  Looks at SpeechMike    

  3.2  DPR    

  
Participant 0 Task 6   
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  1.6  Select Text    

  2.9  DPR    

2.1  Dictates without mike on    

0.7  Selects text    

3.0  DPR  Reads Report  

 1.8  

Selects text    

3.1  DPR  Reads report  

1.5  Selects text    

 653.5  654.0  0.4  Selects text    

  

Sequence Overview: This sequence clearly 
demonstrates the problems created by the failure 
of the voice recognition system as the memory 
and processing footprint of the Morae system 
started to hog the computational resources. The 
participant attempts to dictate the report a 
couple of times, then tries to edit with the VR 
system, and finally gives up and types the report. 
During this process the participant completely  

loses flow and starts making mistakes, such as  

needing to select the text twice. This is very time consuming and stressful for the 

participant. A process that should have taken 4.3s took 26 seconds and distracted 

the participant from the clinical decision-making process.  

  

Participant 0, Task 14, Sub Sequence 2   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

661.8  664.2  2.4  Reads report    

664.2  668.2  3.9  Selects text    

668.2  671.6  3.4  Reads report  DPR  

671.6  676.7  5.1  Reads report  DPR  

676.7  678.4  1.7  Checks report    

678.4  679.4  1.0  Selects text    

679.4  684.5  5.1  Types edit    

684.5  684.9  0.3  Checks report    

684.8  686.4  1.6  Selects text    



 

  
  273   

686.4  688.2  1.8  Edits Text  DPR  

688.2  690.6  2.3  Checks report    

690.6  691.9  1.3  Selects text    

691.8  698.0  6.1  Types edit    

698.8  698.9  0.9  Clicks next case    

  

 

  

 

SUMMARY  

The observational and analytic method highlighted the main points of interest within the 
participant’s process trace. This showed an experienced clinician performing well under difficult 
circumstances. The key points demonstrated are:  

• Enabling tasks can be indictive of more efficient multitasking performance rather than 

inefficient workflow.   

• A poorly performing VR system causes a major disruption to the workflow in terms of 

complexity and time wasted.  

• The messaging system and its associated workflow are poorly designed requiring time 

and a significant number of steps to complete the process.  

During the session 62.6% of the time was devoted to crux activities, 19.4% supported by enabling 

tasks, 13% wasted on troubleshooting and 5.3% spent waiting for the system.  

    

15.11.2  PARTICIPANT 1  

Context: This participant is a Consultant Radiologist with over ten years of experience.   

The participant completed 16 reports in 22m 9s, with 26s spent on managing the higher-level tasks of 

selecting appropriate examinations from the worklist.  

The participant chose to report a worklist of adult chest x-rays, with no exams rejected.  

 

Sequence Overview:  Again, this sequence clearly  
demonstrates the disruption in the workflow  
caused by a malfunctioning voice recognition  
system. This sequence should have involved one  
ORA  of 0.9s, but actually took 37.1s.   
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GENERAL COMMENTS  

 The eye-tracking glasses were calibrated without any problems but there was slight drift up and 

to the left, this did not cause any major problems and there was no evidence of dropout in the 

video feed.   

There was a relatively small amount of time spent trouble shooting suggesting that the 

workstation was working correctly. Overall, the session involved more evaluation of the clinical 

context relative to the other participants.  

The most challenging examinations in terms of ORA count and duration beyond the 

acclimatisation period were 9 and 15 and these were taken as the exemplars of inefficiency (As 

shown in Data Model below).  
Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooting % Waiting 

Participant 1       

0  7 26.1 65.8% 34.2% 0%  0.0% 

1  24 81.5  71.9% 15.9% 0%  12.3% 

2  38 90.7 73.2% 26.8% 0%  0.0% 

3  12 45.9  89.0% 1.3% 
  

9.7% 

4  17 65.4  88.2% 9.4% 0%  2.4% 

5  12 70.6  89.3% 2.3% 5%   3.2% 

6  14 76.5 92.5% 4.7% 0%   2.8% 

7  25 87.0 78.7% 17.8% 0%   3.4% 

8  20 49.9 90.1% 5.7% 0%  4.2% 

9  69 189.4  70.9% 26.7% 1%  1.8% 

10  26 76.7 73.7% 23.7% 1%  1.4% 

11  22 79.2 84.0% 8.3% 5%  2.4% 

12  18 53.0 90.8% 5.7% 0%  3.5% 

13  24 84.1 74.5% 21.3% 4%  0.0% 

14  11 44.1 86.5% 13.5% 0%  0.0% 

15  37 148.1  70.4% 17.1% 11%  1.1% 

16  47 87.3  74.4% 21.6% 0%   4.0% 

Grand Total 423 1355.3 78.4% 16.4% 2%  2.9% 

 

PARTICIPANT 1, TASK 9  

0 % 
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Participant 1, Task 9, Sub Sequence 1   

Start  Stop  Duration  Object Related Actions  Supporting 

Actions  

  5.2  Reads imaging history     

  1.1  Scans request     

  3.8  Selects previous CT abdomen study     

 

 2.7  Reads previous CT Report     

  2.3  Evaluates previous image     

  0.7  Initiates screen menu     

649.0  652.6  3.6  Evaluates mass within previous image     

  

0.7  

Selects the matrix screen from the  

screen menu    

 

 
 6.6  Selects previous CT from matrix screen     

This study involved a chest study that was associated with a complex abdominal x - ray, where the  
participant a lso viewed a previous CT study.  

  
Participant 1 Task 9   
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659.9  670.8  10.8  Drills through and searches previous CT 

   

 

  

7.5  

Evaluates primary images and scrolls  

previous CT at same time    

 

 
 2.6  Evaluates previous CT     

680.8  681.7  0.8  Displays screen menu and selects fetch     

  

5.2  

Looks for further studies in matrix  

screen,    

 

 
 1.0  Selects other thumbnails to view     

687.9  688.6  0.7  Scans and selects thumbnail     

688.6  689.8  1.2  

Evaluates previous CT while plain pelvis  

loads    

 

 1.8  Evaluates previous plain pelvis    

691.6  692.5  0.8  Evaluates previous plain pelvis    

  

Sequence Overview: This sequence is related to 

dealing with the complexity of accessing and 

evaluating supporting information from 

previous studies and reports within the patients 

imaging history. For example, at 659.9 the 

participant evaluates a CT scan made up of 

hundreds of images to get a high-level 

understanding of the patient’s cancer staging. 

The potential clinical risk  

 accounts for the complexity and duration of the    
 

study.  

  

  

Participant 1, Task 9, Sub Sequence 2   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

  3.0  Reads report    

  2.8  EPI    

  8.4  EPI  DPR  

  9.1  EPI    
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 3.6  EPI  DPR  

  3.3  EPI    

 
 2.7  EPI  DPR  

  17.8  EPI    

773.6  777.9  4.3  Reads primary report    

  

2.6  Reads imaging history  

Selects chest to be 

reported next  

 
 1.9  Checks report    

782.4  783.2  0.8  Selects Authorise    

  

Sequence Overview: This sequence represents 

a very thorough deliberative evaluation of the 

chest x-ray, probably related to the participant 

looking for subtle metastatic nodules that could 

represent the spread of cancer. Hence the long 

ORAs are likely to be related to  related to the 

cognitive complexity of a cautious approach to 

image evaluation.    

PARTICIPANT 1, TASK 15  

This study involved a complex chest x-ray where the participant also employed the internal messaging 

system to inform the referring clinical team.  
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This study contained three very long single events of interest:  

 

SUMMARY  

This participant was happy to evaluate a number of complex studies during the reporting session 

demonstrating that the clinical complexity of the examination requires long periods of 

concentrated attention with long ORAs.  

During the session 78.4% of the time was devoted to crux activities, 16.4% supported by enabling 

tasks, 2% wasted on troubleshooting and 2.9% spent waiting for the system.  

  
Participant 1 Task 15   

Sequence Overview:    
The first event represents a very thorough  
deliberative evaluation of a complex chest x - ray.   

  
The second event involved editing the report using  
the keyboard which is less efficient than using the  
voice recognition system.   

  
The last event also represents a very thorough  
deliberative evaluation,   probably looking for  
subtle metastatic lymph nodes.   
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15.11.3  PARTICIPANT 2  

Context: This participant is a very experienced Consultant Radiologist with over 30 years of 

experience.  

The participant completed 34 reports in 20m 0s, with 35s spent on managing the higher-level tasks of 

selecting appropriate examinations from the worklist.  

The participant chose to report a worklist of adult chest x-rays, with no exams rejected.  

 

GENERAL COMMENTS  

The eye-tracking glasses where calibrated without any problems but there was a very slight drift 

up and to the left, this did not cause any major problems and there was no evidence of dropout 

in the video feed.   

There was almost no time spent trouble shooting suggesting that the workstation was working 

correctly.  

The most challenging examinations in terms of ORA count and duration beyond the 

acclimatisation period were 23 and 34, but examination 13 shows a high proportion of enabling 

activity, so 13 and 34 were taken as the exemplars of inefficiency (As shown in Data Model below).  

  
Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooting % Waiting 

Participant 2       

0  12 34.8 28.9%  60.7% 0%   10.3% 

1  33 64.7  61.6%  35.6% 0%  2.8% 

2  34 39.5 57.3%  32.4% 0%   10.3% 

3  18 24.6 81.6%  7.3% 
   11.1% 

4  16 25.9 65.4%  24.1% 0%  10.5% 

5  26 48.4 61.8%  30.6% 0%  7.6% 

6  26 27.7 69.8%  20.8% 0%  9.4% 

7  28 37.2 45.7%  48.4% 0%  5.9% 

8  14 35.1 89.2%  0.4% 0%   10.5% 

9  17 24.3 61.3%  23.8% 0%  14.8% 

10  15 21.1 85.7%  10.5% 0%  3.8% 

11  30 66.4 67.1%  25.9% 0%  7.0% 

12  25 65.2 72.4%  22.8% 0%  4.8% 

0 % 
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13  32 48.1 48.3%  51.7% 0%  0.0% 

14  11 21.1 83.9%  6.6% 0%  9.5% 

15  16 23.7  74.7%  9.0% 0%  16.3% 

16  16 19.1 75.1%  15.4% 0%  9.4% 

17  15 20.6 68.2%  14.3% 0%  17.5% 

18  12 21.1 82.7%  5.4% 0%   12.0% 

19  11 20.1 86.4%  2.6% 0%   11.0% 

20  12 27.3  78.4%  2.9% 9%   9.8% 

21  18 21.0  78.8%  6.3% 0%   14.9% 

22  15 16.7 78.8%  10.8% 0%  10.4% 

23  61 89.4 58.6%  36.4% 0%  5.0% 

24  16 19.9  77.6%  19.7% 0%  2.7% 

25  10 17.9 81.8%  4.1% 0%   14.2% 

26  11 15.7  74.9%  11.5% 0%  13.6% 

27  10 14.9 75.4%  8.5% 0%  16.2% 

28  13 27.1 87.7%  6.1% 0%  6.2% 

29  22 25.7 64.9%  22.4% 0%  12.7% 

30  28 57.9 84.3%  9.5% 0%  6.2% 

31  13 24.6 91.9%  4.3% 0%  3.8% 

32  23 35.7 80.5%  13.3% 0%  6.2% 

33  9 26.9 89.3%  3.0% 0%  7.7% 

34  58 91.3  66.6%  30.5% 0%  2.8% 

Grand Total 726 1200.3 69.6%  22.6% 0%  7.6% 

PARTICIPANT 2,TASK 13  

This study involved a routine chest x-ray where the participant used the measurement tool to measure 

the heart.  
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Participant 2, Task 13, Sub Sequence 1   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

 
 2.4  EPI     

  0.1  Displays screen menu     

  2.2  Selects measurement tool     

  6.1  Measures heart     

 

 

0.1  Displays screen menu     

  1.7  Selects measurement tool     

  4.1  Measures heart     

  1.3  EPI     

  

  
Participant 2 Task 13   
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Participant 2, Task 13, Sub Sequence 2    

 Start  Stop  Duration  Object Related Actions   Supporting Actions  

 4.7  EPI  DRP   

 3.1  EPI     

 1.1  Activates Speechmike  

   

 2.5  EPI     

  

 

  

    

PARTICIPANT 2, TASK 23  

This study involved evaluating a plain chest x-ray where the participant also reviewed a previous CT 

scan.  

Sequence Overview:  All PACS applications provide  
tools for deriving measurements from the images.  

sequence involves adding  This  two heart  
measurements to the image.   

  

Sequence Overview:  This  sequence mostly  
represents deliberative evaluation of the image  
which takes time. There was a point where the  
participant needed to check if the Speechmike was  
activated.    
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Participant2, Task 23, Sub Sequence 1  

Start  Stop  Duration  Object Related Actions  Supporting Actaions  

  0.2  Scans exam date  DPR  

  1.13  Reads radiology history    

 0.8  Scans report    

 0.13  Scans Image history    

 0.6  Scans report    

 0.53  Scans image history    

 1.2  EPI    

 2.07  Looks at image history   Selects exam  

 0.33  Looks at authors name    

844.7  0.33  Scans image history    

845.0  0.33  Scans report    

  
Participant 2 Task 23   
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 4.67  Reads imaging history    

 851.8 
0.6  Scans primary report    

 
 0.93  EPI    

852.8  
853.1 

0.33  Looks at Speechmike    

853.1   2.13  Looks at the report window  DPR  

855.8  
 

3  0.27  

Briefly looks at examination in the 

RIS    

  

 

  

Participant 2, Task 23, Sub Sequence 2   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

845.3  1.2  Reads demographic window    

846.5  1.33  Scans request    

847.9  7  3.4  Scans imaging history    

Sequence Overview:  This sequence is mostly  
related to collecting contextual information for  
the report from the patients imaging history. This  
takes many steps that have a long duration due to  
the search process.   
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  1.2  Displays screen menu    

  0.5  Displays image selection menu    

  1.9  Scans imaging history from the 

PACS  

  

  0.2  Selects previous CT examination    

 

 1.7  Waits for thumbnails to appear    

  1.1  Selects CT examination    

  8.9  EPI  Drills through CT stack  

  7.3  RPR    

  

Sequence Overview: This sequence is mostly 
related to displaying and evaluating a previous CT 
examination. CT studies are composed of many 
examinations that each contain numerous slices. 
The evaluation of any cross-sectional imaging 
study presents one of the most complex sets of 
tasks in radiology. Although this sequence was  
composed of many long ORAs, it was completed  

relatively quickly given that it involved uncovering  

relevant information from a complex part of the patient’s imaging history.  

  

 

SUMMARY This participant completed a surprising number of examinations in the time allowed 

and even included some complex interactions with examinations in the imaging history. This 

participant demonstrates a general problem with this kind of analysis: poor performance can 

be measured and tracked, but the efficiencies achieved by a sparse use of the functionality and 

also the use of short concise reports is hard to measure. i.e. You can’t see what they have learnt 

not to do.   

Specifically, this participant demonstrated that the use of the image measurement tool is very 

time consuming, and also the small amounts of waiting can add up for those users who are 

working efficiently. But more seriously, finding and accessing information from the patients 

imaging history is very slow and complex.  
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During the session 69.6% of the time was devoted to crux activities, 22.6% supported by enabling 

tasks, 0% wasted on troubleshooting and 7.6 % spent waiting for the system.  
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15.11.4  PARTICIPANT 3  

Context: At the time of the observational session, this participant was a Senior Registrar training 

to be a Radiologist with 5 years experience as a Junior doctor, and 2 years as a trainee radiologist. 

The participant was near the beginning of a 6-month rotation at the research site and was not 

used to the workstation software.  

The participant reported 7 studies in 23m 22s, with 45s spent in managing the higher-level tasks of 

selecting appropriate examination from the worklist.  

 

GENERAL COMMENTS  

The eye-tracking glasses where calibrated without any problems but there was a very slight drift 

upward, this did not cause any major problems and there was no evidence of dropout in the video 

feed.   

There was some time spent trouble shooting, especially near the beginning of the session.  

The most challenging examinations in terms of ORA count and duration beyond the 

acclimatisation period were 2, 3 and 4, and after a quick review of each 2 and 4 were taken as the 

exemplars of inefficiency (As shown in Data Model below).  
Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooting % Waiting 

Participant 3       

0  29 45.1 5 2.0% 29.7% 0%   18.3% 

1  49 108.3  71.7% 20.1% 8%   0.7% 

2  153 276.1  69.7% 15.3% 12%   3.0% 

3  155 255.6  69.2% 20.9% 
   2.8% 

4  194 323.8 70.5% 22.4% 6%   1.5% 

5  33 85.5 87.5% 9.3% 0%  3.2% 

6  15 19.8  65.1% 8.7% 0%  26.3% 

7  138 287.5  67.0% 31.8% 1%   0.6% 

Grand Total 766 1401.6 69.8% 21.7% 6%  2.8% 

    

PARTICIPANT 3, TASK 2  

This study involved evaluating a plain chest x-ray where the patient has a pacemaker in situ.  

7 % 
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Participant 3, Task 2, Sub Sequence 1   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

  7.7  Reads previous report from PACS    

  1.0  EPI    

  0.6  Reads study info from report window    

  0.8  Reads previous Report    

  0.4  Looks down at keyboard    

  1.9  EPI   Displays image menu  

  2.1  Selects Measuring tool    

  1.0  Waits for tool to appear    

  
Participant 3 Task 2   
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 1.4  Measures heart    

  1.6  Displays Menu    

  2.0  Selects tool    

  3.8  Measures chest    

  2.0  Reads measurement    

  0.4  Looks at keyboard    

  2.4  Deletes measurements    

  1.0  Changes screen focus to report 

window  

  

  

 

  

Participant 3, Task 2, Sub Sequence 2   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

  4.3  Highlights text    

  2.4  Reads report    

  1.6  RPR  DPR  

Sequence Overview:  This sequence involves  
adding two heart measurements to the image,  
reading and understanding the measurements,  
and deleting them.   
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  1.9  RPR  Types report  

  1.5  Types looking at keyboard    

  3.4  Types report while reading report    

  2.2  Edits report with keyboard    

 

 0.6  Types with keyboard    

  1.1  Types with keyboard    

  1.1  Reads report  DPR  

  2.1  Reads report  Edits report  

  1.9  Reads request    

  7.4  EPI    

  6.2  Checks Report    

393.6  395.2  1.6  EPI   DPR  

  

Sequence Overview: This sequence involves the 

use of the keyboard to write and edit the report. 

The registrars have a complex relationship with 

the voice recognition system. They are not used 

to using it, so they often prefer to type the 

reports. Because they tend to type their reports 

the VR system cannot learn their speech 

patterns, so it makes more mistakes.  
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PARTICIPANT 3, TASK 4  

This study involved evaluating a complex plain chest x-ray which required a lot of comparisons with 

the previous studies.  

 

  

  

Participant 3, Task 4, Sub Sequence 1   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

  1.4  Reads imaging history     

  0.4  Reads current examination     

  3.2  Reads imaging history     

  1.1  Reads current exam     

  4.9  Reads imaging history     

  0.9  Reads imaging history     

  0.3  Selects previous report     

  2.8  Reads previous Report     

  2.2  Reads imaging history     

  0.7  Reads current history     

  
Participant 3 Task 4   
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 0.3  Reads current exam     

  0.9  Reads current exam     

  1.6  Displays current report     

  0.5  EPrI     

  1.0  Looks at Speechmike     

  1.7  EPrI   

  0.3  Displays report in PACS   

  8.1  Reads previous report   

  3.3  EPrI   

  3.8  Reads previous Report   

  

 

  

Sequence Overview:  This sequence is mostly  
related to collecting contextual information for  

previous  patient’s  the  from  report  the  
examinations and reports. This takes many steps  
that involve searching for information.   
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Participant 3, Task 4, Sub Sequence 2   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

  0.8  Changes app with app bar     

  2.1  Shows history in PACS     

  1.6  Reads PACS Image history     

  1.2  Opens thumbnail in worklist     

  0.6  Views previous thumbnail     

  1.4  EPrI thumbnail     

 

 

2.6  EPrI     

  0.9  EPrI     

  1.1  EPrI thumbnail     

  1.0  EPrI thumbnail     

  0.8  Displays app switcher     

  0.8  Displays RIS window     

974.1  975.0  0.9  Looks down at speech mike     

  

Sequence Overview: This is another sequence 
related to collecting contextual information for 
the  report  from  the  patient’s 
 previous examinations and reports. This takes 
many steps that involve searching for 
information about which types of imaging the 
patient has undergone in the past. The 
thumbnails represent previous examinations 
within the PACS matrix view.  
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SUMMARY  

The lack of experience of this participant created an indecisive inefficient approach to the 

evaluation of the images, the construction of the report, and the use of the technology. This 

results in many more ORAs to complete the examinations compared with the consultants. Hence, 

the complexity of the process-trace is more an artefact of the inexperience of the participant 

rather than the usability of the UI.  

However, these examples highlight a number of specific issues:  

• The inefficiency of tools use, such as the measurement tool.  

• The difficulty of new users using the voice-recognition system, and the inefficiency of 

typing the reports.  

• The complexity of evaluating the exam history and the imaging history  

During the session 69.8% of the time was devoted to crux activities, 21.7% supported by enabling 

tasks, 6% wasted on troubleshooting and 2.8 % spent waiting for the system.  
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15.11.5  PARTICIPANT 4  

Context: This participant is a Consultant Radiologist with over twenty years of experience.   

The participant reported 26 studies in 22m 07s, but started organising the UI before the screen 

recorder was started, so only 5s of the time spent in managing the higher level tasks was captured.  

 

GENERAL COMMENTS  

The eye-tracking glasses where calibrated without any problems but there was a slight downward 

offset, this did not cause any major problems and there was no evidence of dropout in the video feed.   

There was some time spent trouble shooting, but no suggestion the voice recognition was 

malfunctioning.  

The most challenging examinations in terms of ORA count and duration beyond the 

acclimatisation period were 10 and 23 which were taken as the exemplars of inefficiency (As 

shown in Data Model below).  

  
Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooting % Waiting 

Participant 4       

0  3 4.8 79.3% 20.7% 0%  0.0% 

1  25 63.6 77.3% 22.7% 0%  0.0% 

2  10 26.8  82.1% 6.9% 0%   11.0% 

3  25 42.9 80.2% 10.5% 
   6.7% 

4  9 30.6  89.4% 1.8% 0%   8.7% 

5  9 30.4 91.7% 0.9% 0%   7.4% 

6  33 82.0 72.8% 15.7% 0%   11.4% 

7  30 69.5  79.9% 9.8% 4%   6.2% 

8  39 96.3  81.6% 12.2% 2%   4.1% 

9  29 34.0 81.7% 6.7% 2%   9.2% 

10  43 93.4 71.0% 21.2% 0%   7.6% 

11  11 26.2 85.3% 7.2% 0%   7.5% 

12  32 61.1 88.0% 8.0% 0%   4.0% 

13  30 59.1 84.0% 8.2% 0%   7.8% 

14  15 43.0 93.8% 2.0% 0%   4.3% 

15  19 47.0 72.8% 23.6% 0%   3.7% 

3 % 
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16  30 54.0 80.4% 11.7% 0%   7.9% 

17  39 83.8 77.4% 13.4% 7%   2.2% 

18  17 40.1 65.0% 6.4% 12%  16.2% 

19  13 17.8  93.7% 6.3% 0%  0.0% 

20  11 25.8 87.6% 2.6% 0%   9.8% 

21  19 30.2 60.7% 15.3% 0%  24.0% 

22  9 16.6 88.5% 11.5% 0%  0.0% 

23  62 83.3 81.0% 14.5% 0%   4.5% 

24  38 68.3 50.4% 42.2% 1%   6.0% 

25  22 35.1 63.9% 29.3% 0%   6.8% 

26  30 61.0  70.7% 12.7% 13%   3.3% 

Grand Total 652 1326.7 77.4% 14.1% 2%  6.5% 

 

PARTICIPANT 4, TASK 10  

This study involved evaluating a complex plain chest x-ray which was accompanied by an equally 

complex abdominal examination.  

  

 

  

Participant 4, Task 10, Sub Sequence 1   

  
Participant 4 Task 10   
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Start  Stop  Duration  Object Related Actions  Supporting Actions  

  0.2  Reverts to thumbnail view    

  1.5  EPrI   looks at study date  

  0.9  EPrI Thumbnail  Selects image  

  0.7  Selects report window    

  0.8  RPR    

  1.5  Views report window    

  1.0  Looks at information screen  Picks up Speechmike  

 

 

1.3  Views information screen  Dictates report  

  2.2  Views previous history  Selects previous report  

  0.6  Selects previous report    

 
 5.9  Reads previous Report    

  0.7  Glances at primary request    

  1.0  Glances at report window    

  8.3  Reads primary request    

  

Sequence Overview: This sequence involves 
evaluating a previous study and reading the report 
for that study. The majority of the time was spent 
reading the previous reports and requests. This 
included  numerous  examples 
 multitasking  suggesting an efficient use of 
cognition.  
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Participant 4, Task 10, Sub Sequence 2   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

 
 1.2  EPI  DPR  

  0.7  Checks request   DPR  

 
 0.8  EPI,   DPR  

  2.0  Glances at report window  DPR  

 

 1.5  Checks primary report,   Puts down the Speechmike  

  0.6  Reads examination history    

  1.5  Selects next part of study    

  3.5  Waits for next set of images     

  

 

PARTICIPANT 4, TASK 23  

This study involved evaluating a complex plain chest x-ray which included a significant amount of 

assessment of the previous images and reports.  

  

Sequence Overview:  This sequence involved a  
mixed set of fairly rapid multitasking interactions  
that were slowed down by the amount of time it  
took for the next set of  images to appear.   
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Participant 4, Task 23, Sub Sequence 1   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

  0.8  EPrI Thumbnail 1    

  1.0  EPrI Thumbnail 2    

 
 0.4  EPrI Thumbnail 1    

  1.2  EPrI Thumbnail 2  Selects previous exam  

  1.3  EPI    

  0.4  EPrI    

  0.7  Evaluates pervious study date    

  1.1  EPrI    

  1.8  EPI    

  0.8  EPrI    

  0.9  EPI    

  
Participant 4 Task 23   
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 0.7  EPrI  Thumbnails    

  0.4  EPrI Thumbnail1    

  0.7  EPrI Thumbnail2    

 
 0.3  EPrI Thumbnail 1    

  0.3  EPrI Thumbnail2    

  0.3  Checks the study date 

thumbnail 2  

  

  0.2  EPrI   Selects thumbnail 2  

  1.6  EPI    

  1.6  EPrI    

 
 1.0  EPI    

  0.4  Scans imaging history    

  

Sequence Overview: This sequence involves 
evaluating and selecting previous studies, and 
can be understood in one of two ways. 
Uncovering and selecting relevant previous 
imaging is a complex information processing task 
that takes up a lot of ORAs. On the other hand, 
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PACS workstations provide split  screen 
“Hanging Protocols” of previous imaging in the 
form of  
“thumbnails” to facilitate fast access to previous  

 
imaging. This sequence is a very rapid evaluation and selection of the previous 
studies, so although complex, it is an example of efficiency.  

  

 0.3  Clicks to show previous report    

 2.8  Selects primary report    

1137.4  1139.4  2.1  Looks at study date on image    

  

 

  

 

SUMMARY  

This session represents average performance for a consultant with little time wasted on complex 

action sequences or trouble shooting. For the most part the duration of each task is dictated by 

the clinical complexity of the studies, not the complexity of using the system. The main theme 

that can be derived from this session is the complexity of discovering and retrieving previous 

reports and imaging. Again, we can see that the Radiologist is working efficiently, but the method 

cannot reveal what the participant has learnt not to do in terms of their interaction and report 

writing to maintain this efficiency.  

Participant 4, Task 23, Sub Sequence 2    

 Start  Stop  Duration  Object Related Actions   Supporting Actions  

 2.1  Reads Radiology History     

 4.7  Reads previous report    

 1.2  EPI    

Sequence Overview:  This sequence involves  
selecting and evaluating previous reports were the  
majority of the complexity is related to reading the  
previous report, and then going back to the  
current report on the dictation screen.   
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During the session 77.4% of the time was devoted to crux activities, 14.1% supported by enabling 

tasks, 2% wasted on troubleshooting and 6.5 % spent waiting for the system.  

  

 

15.11.6  PARTICIPANT 5  

Context: This participant is a Consultant Radiologist with over ten years of experience, who 

specialises in musculoskeletal imaging.   

The participant reported 10 studies in 18m 07s, with 39s spent in managing the higher-level tasks of 

selecting appropriate examinations from the worklist.  

 

GENERAL COMMENTS  

The eye-tracking glasses where calibrated without any problems with no offset and no evidence of 

dropout in the video feed.   

The most challenging examinations in terms of ORA count and duration beyond the 

acclimatisation period were 6 and 10 and these were taken as the exemplars of inefficiency (As 

shown in Data Model below).  

Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooting % Waiting 
Participant 5       

0  27 39.0 36.2%  33.1% 0%   30.7% 

1  23 97.0  93.6%  6.4% 0%  0.0% 

2  28 76.0 91.2%  3.8% 1%  4.2% 

3  28 58.1 86.3%  12.0% 
  

0.0% 

4  21 84.7  93.7%  4.9% 1%  0.0% 

5  10 80.8 95.8%  2.9% 0%  1.2% 

6  34 111.1 79.9%  12.7% 7%  0.0% 

7  24 68.4 92.2%  5.9% 0%  1.9% 

8  24 62.2  85.3%  11.3% 1%  2.2% 

9  57 143.3 83.3%  13.4% 2%  1.1% 

10  88 265.8  74.0%  19.3% 1%  6.0% 

Grand Total 364 1086.6 83.0%  12.1% 2%  3.4% 

 

PARTICIAPNT 5, TASK 6  

This study involved the evaluation of a high-risk cervical spine (neck) study.  

2 % 
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Participant 5, Task 6, Sub Sequence 1   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

  5.1  EPI     

  1.9  Uses keyboard to display app switcher 

   

 

 

 4.6  Uses app switcher to display Soliton     

  1.3  Waits for screen to change     

  

1.4  

Selects report screen as focus with  

mouse    

 

 
 3.5  Reads request     

449.5  450.6  1.2  

Moves scanned request in order to  

read it all    

 

  

  
Participant 5 Task 6   
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Participant 5, Task 6, Sub Sequence 2    

Start  Stop  Duration  Object Related Actions   Supporting Actions  

  1.3  Looks at Report window    While activating dictation  

  10.9  EPI  DPR   

  0.5  Scans report window     

  0.9  EPI  DPR   

 

 1.2  Highlights word to replace     

  0.6  Scans report window     

  17.9  EPI  DPR   

  5.8  Edits word     

496.8  518.1  21.3  EPI  DPR   

  

 

Sequence Overview:  This sequence involves a  
series of needless ORAs that are related to the  

design/setup  inefficient  of  the  software  
environment and the ned to use the app switcher  
to change applications. E.g 7.8s related to  
switching apps, 2.6s seconds to   manipulate the  
reporting system.   

  

Sequence Overview:  This sequence involves the  
evaluation of a cervical spine image that is  
complicated and associated with a high clinical  
risk. This is reflected in the three long ORAs where  
the participant uses concurrent multitasking to  
evaluate the image and dictate at t he same time.  
There is also a small amount of error correction  
with the use of a report edit.    
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PARTICIPANT 5, TASK 10  

This study involves combining 9 complex chest x-rays for the same patient, and reporting them all at 

the same time.  

  

 
Start  Stop  Duration  Object Related Actions  Supporting Actions  

827. 

 828.4  0.8  

Looks at keyboard to use app  

switcher    

 

 828.8  0.4  Uses app switch to view RIS    

 

 830.4  1.6  Views imaging history    
 

 830.8  0.4  Views current study    
 

 831.4  0.6  Views imaging history    
 

 831.6  0.1  Views current study    
 

 832.1  0.6  

Drags examination into current  

report    

 

 833.2  1.1  

Drags examination into current  

report    

 

 834.2  1.0  

Drags examination into current  

report    

 

 836.4  2.2  

Drags examination into current  

report    

 

  
Participant 5 Task 10   

Participant 5, Task 10, Sub Sequence 1   
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 837.6  1.1  

Drags examination into current  

report    

 

 842.0  4.4  

Drags examination into current  

report    

 

 844.1  2.1  Reads imaging history     

 

1  845.1  1.0  Scans report    
 

845. 

 850.8  5.7  

Adds another examination to  

report    

 852.9  2.1  

Adds another examination to  

report    

 853.9  1.0  Scans report window    

 855.3  1.4  Read exam history    

 862.8  7.5  Checks examinations in report    

 864.5  1.7  Looks at Speechmike to pick it up    

5  866.0  1.5  

Looks at report window while hitting 

record.    

  

Sequence Overview: This is a very complex 
sequence that represents efficiency at the level of 
the  reporting  session,  rather 
 than  the examination. Some acutely ill patients 
can have a chest x-ray every day, so it is common 
practice to combine these examinations together 
into one study and report them all at the same 
time. The reporting system allows examinations to 
be  
combined using an efficient drag and drop  

 method. i.e. it takes one short ORA to combine    

two exams. In this case the participant 

combines nine into one, and then checks that 

they have all been included.  

  

Participant 5, Task 10, Sub Sequence 2   

Start  Stop  Duratio 

n  

Object Related Actions    

885. 

 889.6  4.1  Waits for Image to Change    
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 891.2  1.6  EPI    

 891.9  0.7  Checks VR is working    

 894.8  2.9  EPI   DPR  

 923.8  29.0  EPI   DPR  

 925.9  2.1  Selects next CXR to report    

 928.5  2.6  Waits for image to appear    

5  932.5  4.0  EPI    

932. 

 933.4  0.9  

Selects  another  chest  x-ray  

examination    

 935.3  1.9  Waits for Image to Change    

 940.0  4.6  EPI    

0  943.5  3.6  Selects another examination    

  

Sequence Overview: This follows on from the 

previous sequence and represents the 

complexity of reporting numerous x-rays from a 

very ill patient all at the same time. One 

multitasking ORA lasts 29 seconds, with the 

participant evaluating the image and dictating a 

coherent accurate description of some very 

complex appearances at the same time. This 

demonstrates the system supporting the 

clinician efficiently, allowing them to work in a 

highly focused way without distraction.     

  

  

 

SUMMARY  

This session represents a participant who is comfortable with complex reporting, and has a fluent 

understanding of the software environment. The applications are seen to be supportive rather 

than a hindrance. This type of fluency is predominately demonstrated by long sequences of short 

ORAs. Specifically, the sequence demonstrates that:  
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• Poorly fitting software can waste time.  

• Some complex sequences can be related to broader efficiencies such as combining 

examinations.  

• Long ORAs can be related to complex efficient diagnostic performance.  

During the session 83.0% of the time was devoted to crux activities, 12.1% supported by enabling 

tasks, 2% wasted on troubleshooting and 3.4 % spent waiting for the system.  

  

  

    

15.11.7  PARTICIPANT 6  

Context: This participant is a Consultant Radiologist with over ten years of experience, who 

specialises in paediatric imaging.  

The participant chose to report a worklist of adult chest x-rays.  

The participant reported 15 studies in 20m 55s, with 1m 23s spent on managing the higher-level 

tasks of selecting appropriate examinations from the worklist.  

 

GENERAL COMMENTS  

The eye-tracking glasses were calibrated without any problems, and there was a small amount of 

dropout in the video feed causing 5 sections with one or two frames lost. This had very little 

impact on the timings, and no impact on the coding.  

There was a minimal amount of trouble shooting and waiting, indicating that the voice recognition 

system was working well.   

The most challenging examinations in terms of ORA count and duration beyond the 

acclimatisation period were 5 and 15 and these were taken as the exemplars of inefficiency (As 

shown in Data Model below).  
Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooting % Waiting 

Participant 6       

0  41 83.0  55.1%  39.0% 0%  5.9% 

1  17 53.5 92.5%  7.5% 0% 0.0% 

2  54 72.3 76.3%  16.9% 6%  0.8% 

3  43 67.4  82.3%  14.3% 
  

3.4% 

4  18 49.1 80.1%  19.9% 0% 0.0% 

5  147 192.7 65.3%  27.9% 6%  0.9% 

6  46 95.9 75.7%  17.1% 0%  7.2% 

0 % 
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7  37 86.6 90.9%  6.3% 3% 0.0% 

8  31 44.2 82.7%  14.2% 0%  3.1% 

9  31 65.2 31.0%  43.2% 0% 25.8% 

10  21 46.3  87.0%  13.0% 0% 0.0% 

11  19 36.3 86.0%  10.6% 0%  3.4% 

12  53 92.8 70.2%  26.8% 0%  3.1% 

13  47 69.7 60.2%  33.7% 3%  3.1% 

14  31 68.4 73.3%  21.9% 3%  1.5% 

15  67 131.9  57.2%  38.5% 0%  4.2% 

Grand Total 703 1255.3 70.4%  24.1% 2% 3.8% 

 

PARTICIPANT 6, TASK 5  

This involved reporting on a chest x-ray with a lot of investigation of the related previous 

history.  

  

 

  

Task 5, Sub Sequence 1    

Start  Stop  Duration  Object Related Actions  Support Actions  

  1.4  Opens imaging history in PACS     

  
Participant 6 Task 5   
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  1.5  Opens screen division tool     

  1.2  Divides screen by 4     

 

 0.7  Views previous thumbnail     

  0.9  Views previous thumbnail     

  0.5  Views previous thumbnail     

  

1.4  

Drags thumbnail up into image  

location    

 

 
 0.5  Selects another thumbnail     

  

1.5  

Drags image up to replace  

another image    

 

  1.5  Expands PACS image history     

  1.4  Reads PACS Image history     

  0.7  Scans previous thumbnail     

 

 1.6  Reads PACS Image history     

  0.6  Selects image in image history     

  2.2  Drags image into viewer     

  2.3  Looks at keyboard     

355.8  355.9  0.1  

Uses keyboard to show the app  

selector    

 

  

0.7  

Uses the app selector to show  

RIS    

 

 
 0.6  Waits for RIS to appear     

Scans current examination in  

 0.6  history    

357.8  358.8  1.0  Scans report demographics    
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Task 5, Sub Sequence 2    

Start  Stop  Duration  Object Related Actions  Supporting Actions  

379. 

 380.9  1.0  Uses keyboard to delete text    

 381.9  1.0  Scans report    

 382.4  0.5  Edits report with keyboard    

 383.2  0.8  Reads Primary Report    

 383.5  0.3  Edits report with Keyboard    

 384.8  1.3  Reads Primary Report    

 385.5  0.7  Reads imaging history    

 386.0  0.5  Reads DOB from screen    

 386.2  0.2  EPI    

 386.6  0.4  Scans Examination history    

 388.0  1.4  EPI    

 388.5  0.5  Interacts with Keyboard    

 397.9  9.4  EPI    

 399.2  1.2  

Uses keyboard to invert the 

image    

2  403.6  4.4  EPI  Uses mouse to change contrast  

Sequence Overview:  In this sequence the  
participant uses the matrix screen to subdivide  
and organise the workspace so that four previous  
images can be seen at  the same time. This can be  
seen to be very time consuming.   

  



 

  
  313   

403. 

 410.5  6.9  EPI    

 412.0  1.6  Scans Examination history    

 412.8  0.7  Selects previous report    

 419.5  6.7  Reads previous report    

 421.3  1.8  

Switches reports using report 

tab    

 422.2  0.8  Scans report    

 423.0  0.8  Types on report    

 423.4  0.4  Glances at report    

 424.0  0.6  

Looks at speech mike to hit 

record    

 426.0  2.0  EPI  DPR  

0  427.2  1.2  Uses keyboard to invert image   DPR  

  

 

  

 

PARTICIPANT 6, TASK 15  

This involved reporting on a chest x-ray with a lot of investigation of the related previous history 

including CT and US studies.  

  

Sequence Overview:  This is a very a complex  
with  ORAs,  of  lot  a  sequence involving  

achieved.  being  comparatively  This  little  
demonstrates the problems of not having the  
participant there to retrospectively explain what  
was going on in the sequence.   
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Participant 6, Task 15, Sub Sequence 1   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

1196.6  

1204. 

2  7.5  Reads previous report    

1204.2   2.0  Displays screen menu    

1206.2   0.7  Selects image history menu    

1206.9  8  2.9  Reads imaging history    

1209.8   0.5  Reads imaging history    

1210.3  6  1.2  Reads imaging history     

1211.6   1.5  Selects CT scan    

1213.0   1.2  Adjusts brightness with mouse    

1214.2   1.1  Adjusts CT size    

1215.3   8.8  EPrI CT   Scrolls through CT  

1224.1  

 

0.7  

Changes contrast with 

keyboard    

  
Participant 6 Task 15   
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1224.8  
 

9  5.1  EPI CT   Scrolls through stack  

1229.9  

1232. 

6  2.7  Reads imaging history    

1232.6   1.5  Selects previous report    

1234.0  4  1.4  Scans previous report    

  

  

Sequence Overview: This sequence has two 

components both related to gathering 

information about the clinical context. This 

involves reading numerous previous reports and 

looking at a previous CT. The final report was 

written at this point, so it is unclear what this 

extra work achieved. But the patient has a long 

imaging history indicating a complex underlying 

clinical history.  

  

  

  

Participant 6, Task 15, Sub Sequence 2   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

1237. 1243. 
5.8  Reads previous report    

 

  
1.6  Displays screen menu    

 

  
0.5  Displays image history    

 

  
1.7  views imaging history    

 

  
0.8  Selects previous U/S    
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0.8  Expands U/S study    

 

  
1.1  Scans U/S of bladder    

 

  
0.8  Uses keyboard    

 

  
1.2  Displays current report    

 

7  2  1.5  

Waits for report window to  

change    

 

  

 

  

 

SUMMARY  

This participant had a very thorough deliberative style involving the use of a lot of ORAs related to 

investigating the patient’s previous histories. This participant demonstrates the impact of different cognitive 

styles and approaches to clinical risk. This depth of evaluation comes at a high cost in terms of complexity, 

number and duration of the ORAs used. Also, this participant spent a lot of time optimizing the viewing 

environment for each study which was very time consuming.  

  

  

 

Sequence Overview:  Again,  this  sequence  
involves investigating the patient’s previous  
history including viewing an ultrasound of the  
bladder, which was all done after the report had  
been written. All the actions were  performed very  
rapidly and fluently indicating efficiency rather  
than poor performance .   
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15.11.8  PARTICIPANT 7  

Context: This participant was a Junior Registrar training to be a Radiologist with 5 year’s 

experience as a Junior doctor, and 1 year as a trainee radiologist. The participant was at the 

beginning of a 6month rotation at the research site and was not entirely used to the workstations.  

The participant completed 6 reports of a chest worklist in 17m 34s, with 47s spent on managing the 

higher-level tasks of selecting appropriate examinations from the worklist.  

 

GENERAL COMMENTS  

The eye-tracking glasses could only just be calibrated due to the participants own glasses 

interfering with the iris detection sensor which caused unusual fixation jumps every so often. Also, 

the participant adjusted the eye-tracking glasses for comfort near the beginning of the session 

creating a marked offset above and to the left. This recording should have been rejected, but it 

contained some interesting behaviours. Taking the above problems into account it was possible 

to code the session with some difficulty.  

The most challenging examinations in terms of ORA count and duration beyond the 

acclimatisation period were 4 and 5 and these were taken as the exemplars of inefficiency (As 

shown in Data Model below).  

  
Task ORA Count Duration (s) % Crux % Enabling % Trouble-Shooti ng % Waiting 

Participant 7       

0  31 47.5  61.7% 11.8% 0%   26.6% 

1  117 172.7 68.3% 11.5% 20%   0.7% 

2  30 89.4 75.3% 12.3% 10%   2.4% 

3  19 72.5 93.7% 5.6% 
  

0.7% 

4  105 284.9  63.3% 29.6% 6%  1.4% 

5  126 248.8  61.1% 18.3% 18%  2.3% 

6  75 138.8  62.4% 29.4% 3%   5.0% 

Grand Total 503 1054.4 66.5% 20.0% 10%  3.1% 

 

PARTICIPANT 7, TASK 4  

This involved reporting on a chest x-ray with a lot of activity related to tool use.  

  

0 % 
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Participant 7, Task 4, Sub Sequence 1   

Start  Stop  Duration  Object Related Actions  Support Actions  

  2.7  Reads exam history     

  0.5  Views image menu     

  0.9  Selects image tool     

  3.3  Adds measurement     

  1.2  Displays image menu     

 

 1.4  Selects tool     

  3.0  Adds measurement     

  3.0  Deletes measurements     

  1.3  Reads report     

  
Participant 7 Task 4   
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  0.6  Looks at error message     

612.3  613.7  1.5  Reads report     

3.1  EPI  DPR  

 

0.7  

Scans demographics    

 2.7  

EPI    

2.7  EPI   Zooms in  

622.9  625.2  2.3  EPI   Zooms out  

  

Sequence Overview: this sequence is 

predominately related to the use of tools, 

specifically the time it takes to perform chest 

measurements. However, the end of the 

sequence demonstrates efficient image 

evaluation and multitasking by simply moving 

closer to the image to zoom in.  

  

  

Participant 7, Task 4, Sub Sequence 2   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

  0.7  Selects matrix view     

  3.7  Selects previous exam     

  1.3  Shows PACS screen     

  1.1  Selects previous exam     

  1.0  Reads previous Report     

  1.9  Selects to retrieve from archive     

  0.8  Scans the worklist     

  0.3  Looks ate keyboard     

 
 1.1  Reads exam history     
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 1.5  Looks at Speechmike     

  2.3  Uses app switcher to see Soliton     

  0.9  Scans exam history   

 
 1.4  Reads report   

  2.2  Shows matrix view   

  3.8  Selects previous CT   

  1.7  Scrolls through CT   

  0.7  Looks at Speechmike   

  3.7  Scrolls through CT   

  

  

Sequence Overview: The first part of the 

sequence is related to investigating the previous 

reports in the worklist and being interrupted by 

a system warning about the location of the 

study. The second part of the sequence is 

related to selecting and evaluating a CT scan. 

Again, the identification and evaluation of 

previous imaging information is very complex 

and time consuming.  
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PARTICIPANT 7, TASK 5  

This involved reporting on a chest x-ray with a lot of investigation of the related previous history 

including a CT study.  

  

 

  

  1.6  EPI    

Participant 7, Task 5, Sub Sequence 1    

Start  Stop  Duration  Object Related Actions   Supporting Actions  

 3.4  Waits for next patient     

 0.6  Scan previous thumbnail    

 2.5  Reads exam history    

 1.0  scans report window    

 2.0  Selects previous report    

  
Participant 7 Task 5   
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8.7  Reads previous Report    

1.7  View original report    

1.2  scans report window    

 7.4  

Reads exam history   DPR  

0.8  EPrI Thumbnail,   DPR  

1.3  Selects previous image    

 844.0  846.4  2.4  Waits for image to appear    

  

 

  

Participant 7, Task 5, Sub Sequence 2   

Start  Stop  Duration  Object Related Actions  Supporting Actions  

  1.4  Highlights text    

  1.1  Edits report  DPR  

  4.1  EPI   DPR  

  0.9  EPrI  DPR  

  0.7  EPI  DPR  

  3.0  Highlights text    

Sequence Overview:  This sequence involves the  
investigation of the patient’s previous imaging  
history which is normal practice at the beginning  
of any examination. The participant is also  
methodically  a  dictating  summary of  this  
information at the same time, so this is a good  
example of efficient best practice.   

  



 

  
  323   

 

 1.3  EPI    

  0.7  EPrI   DPR  

 
 3.3  DPR    

  7.9  Highlights text    

  0.9  Uses cut to remove text    

  2.0  Uses paste to insert text    

966.5  969.7  3.2  Checks report    

  

Sequence Overview: This is a part of a much 

longer sequence of troubleshooting related to 

editing and re-editing the report. These 

problems, also uncovered in relation to 

participant 3, illustrate that the registrars are 

not used to using the voice recognition system, 

so they often prefer to type the reports. 

Because they type their reports, the VR system 

cannot learn their speech patterns, so it makes 

more mistakes. And this  

leads to a vicious cycle of inefficient systems   interaction.  

  

 

SUMMARY  

Again, the lack of experience of this participant created an indecisive inefficient approach to the 

evaluation of the images, the construction of the report, and the use of the technology. This 

results in many more ORAs to complete the examinations compared with the consultants. Hence, 

the complexity of the process-trace is more an artefact of the inexperience of the participant 

rather than the usability of the UI.  

However, these examples highlight a number of specific issues:  
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• The difficulty of new users using the voice-recognition system, and the inefficiency of 

typing the reports.  

• The complexity of evaluating the exam history and the imaging history.  

During the session 66.5% of the time was devoted to crux activities, 20% supported by enabling tasks, 

10% wasted on troubleshooting and 3.1 % spent waiting for the system.  

  

  

  

  

  

  

  

  

  

15.12 APPENDIX XII: RESULTS - TASK CATEGORY ANALYSIS  

The constituent tasks of the workflow are made up of sequences of Object Related Actions and 

associated Supporting Actions, which have been observed and coded using a coding dictionary of 

categories and sub-categories. This analysis involves a breakdown of the ORA categories and 

subcategories to uncover the usage and forms of interaction within the workflow.  The chosen utility 

type, which is used to classify the process traces, is also stated and a brief rationale for the choice is 

provided. This analysis is from a formative perspective only and not statistically relevant, due to the 

small sample sizes derived from each observation session.   

The analysis is supported by three simple metrics:   

ORA Count: The number of ORAs used to complete the task or sub-task, this is related to overall task 

complexity.  

Total Duration: The total amount of time taken for each task or sub-task. This value correlates 

with the cognitive complexity of the composite ORAs within the task or sub-task. However, there 

is no direct equivalence between ORA duration and cognitive complexity, e.g when the participant 

is waiting for something to happen, the duration does not correlate with cognitive complexity.   

Median ORA Duration: Is an estimate of the challenge of each sub-category, based on the median 

time each participant takes to complete the ORAs relative to each subcategory. The median is 

chosen over the mean, because the distribution of ORA durations tends to be negatively skewed, 

so a measure of what is most common rather than the mean is more indicative of the participants 

performance.    
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15.12.1  IMAGE INTERACTION  

Overview: All PACS systems provide a variety of image tools to allow the user to measure, 

transform and restructure the images that are presented in any study. This category is a collection 

of all the ORAs related to the use of image interaction behaviour and functionality.   

Sub-Category  Description  Utility Type  

Add Measurement  A number of measurement tools are 

available in the IDS5 system but the 

only one used within the sessions was 

the distance measuring tool. This 

involves clicking on two areas of the 

image to annotate the image with a 

distance bar and a measurement.  

Enabling: Adding a 

measurement takes time but 

does not directly contribute 

towards the diagnostic 

decision.  

Change Image 

Brightness  

Medical images are predominately 

black and white, and it sometimes 

helps to change the brightness of the 

image.  

Enabling: This improves image 

quality but does not directly 

contribute towards the 

diagnostic decision.  

Change Image 

Contrast  

Medical images are predominately 

black and white, and it sometimes 

helps to change the contrast of the 

image.  

Enabling: This improves image 

quality but does not directly 

contribute towards the 

diagnostic decision.  

Display Image 

Menu  

The majority of the commonly used 

tools are provided through a small 

popup screen menu which is accessed 

by right clicking on the screen.  

Enabling: Does not directly 
contribute towards the  
diagnostic decision  

Drills through 

Image Stack  

Cross-sectional imaging is composed 

of a series of images that are viewed 

sequentially by using the scroll wheel 

to move through the structures of the 

patient’s body. This is referred to as 

drilling through the stack.  

Enabling: This enables the user 

to see relevant parts of the 

image series, but it is always 

paired with the crux activity of 

viewing the image.  

Expands Image to 
fit the  

Screen  

The workstation screen can be split 

up to show more than one image 

series at a time. The images (often 

incorrectly referred to as thumbnails) 

can be expanded to fit the whole 

screen by double clicking on the 

“thumbnail”.  

Enabling: This improves image 

accessibility but does not 

directly contribute towards the 

diagnostic decision.  

Inverts the Image  It is sometimes easier to see 

pathologies when the image pixels 

are inverted.  

Enabling: This improves image 

quality but does not directly 

contribute towards the 

diagnostic decision.  
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Moves Image  When an image has been zoomed in 

it can be moved around the screen to 

view the parts that have been 

obscured.  

Enabling: This enables the user 

to see relevant parts of the 

image, but it is always paired 

with the crux activity of viewing 

the image.  

Removes 

Annotation  

Once a measurement has been made 
the annotations are usually removed 
from the image.  
  

Enabling: This action simply 

tidies the image and could 

almost be said to be 

troubleshooting.   

Rotates Image  Sometimes it is diagnostically useful to 

see an image from a different angle.  

Enabling: This enables the user 

to see relevant parts of the 

image in a different way, but it 

is always paired with the crux 

activity of viewing the image.  

Selects Tool  The image menu provides a selection 

of tools which must be selected.  

Enabling: Does not directly 
contribute towards the  
diagnostic decision  

Zooms In  This can be performed either 

electronically or physically with the 

head to magnify the image.  

Enabling: This enables the user 
to focus in on relevant parts of 
the image, but it is always 
paired with the crux activity of  
Evaluating the Image.  

Zooms Out  This can be performed either 

electronically or physically with the 

head to un-magnify the image.  

Enabling: This resets the 
viewing conditions, but it is 
always paired with the crux 
activity of  
Evaluating the Image.  
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Analysis: Overall, there is a sparsity of image tool use seen throughout the sessions, making it 

difficult to say anything equivocal about the complexity in relation to their context of use. Hence, 
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the brightness, contrast, removes annotation and rotates image sub-categories will not be 

evaluated.  

Add measurement This was used by the participants to make distance measurements of the heart 

size. The whole sequence requires that the user: clicks to view the menu, selects a tool from the 

menu, applies a measurement to the screen; and then repeats to make the second measurement 

followed by a complex cognitive comparison of the two measurements. Finally, the annotation 

needs to be removed.   

This approach is best practice, but most of the participants (apart from Participant 1) used this 

method at the beginning and then reverted to simple subjective assessment i.e. “the heart is of 

normal size”, “the heart is enlarged” etc; suggesting that the cognitive cost of the measurement 

tool is too high. This can be seen in the Median ORA times for just the measurement which are all 

between two and eight seconds.   

Display Menu & Selects Tool: These are used in conjunction to initiate image tool use. Display 

menu involves a simple right click with little cognitive cost and this can be seen in the very low 

median ORA values. Selects tool involves a limited amount of visual search for the correct tool 

and this can be seen in slightly higher ORA values.  

Drills through the image stack: This only applies to cross-sectional imaging which was not assessed 

within the sessions, but the evaluation of cross-sectional studies is a natural part of assessing the 

patients imaging history. All of the participants who were reporting chest x-rays evaluated a CT 

image at least once during their session.  Although there is a small sample of measurements for 

this activity, the trend across the users is not unexpected. Drilling through a stack of slices, 

transfers the normally two-dimensional nature of the diagnostic task into a third dimension, and 

this third dimension is being assessed in time as the participant assess the image stack as a moving 

image rather than a static single image. This is a very complex activity, so it is surprising that the 

ORA’s are so few and so short. Often the participants do not even view the full-sized CT. Hence, 

this is clear evidence of the efficiency of this part of the workflow, i.e. it is possible to evaluate an 

associated clinical question using a complex imaging data set within the software environment in 

under 8s.  

Zooms In & Zooms Out: There was a mistake in the coding of these two activities due to the 

combination of two ways of doing the same thing. To magnify the image from a visual point of 

view the user can either use the image magnifier provided by the system (CTRL + Scroll Wheel) or 

by simply moving closer to the image. These two methods of achieving the same outcome should 

have been coded separately to accurately record the activities involved, but have been left in to 

demonstrate the problems associated with coding complex activities. Having said that, the 

majority of these ORAs are head movements rather than the use of workstation functionality.  

 Summary:  

1. Overall, there is a sparsity of tool use across the sessions, but this interaction profile 

may only relate to plain radiographic reporting.  

2. The measurement tool involves the use of many ORAs to make each measurement.  
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3. Drilling through a cross sectional image stack takes time but this is efficient in 

relation to the amount of information processed during this process.  

4. There are significant differences between users in terms of their use of 

functionality suggesting different cognitive styles.  

5. The zoom sub-category should have been coded under two types: system zoom 

and moves closer to the image.  

  

 

15.12.2  WORKLIST INTERACTION  

Overview: All PACS systems group different types of studies into worklists that are used to 

organise the work that will be reported within a particular reporting session. Generally, the user 

will choose an appropriate worklist at the beginning of the session and then allow the worklist to 

automatically select the examination that will be reported next when the current report is 

completed, and this is triggered by the user closing the examination by clicking next case. 

Alternatively, the user can also open a new examination in the worklist by clicking on any exam. 

Routinely the user will spend some time navigating through the worklists in the PACS system 

before choosing an appropriate worklist for the session of reporting. E.g. A radiologist might begin 

the session by looking for and selecting the GP reporting worklist.  

Also, the user can jump out of the current worklist to choose a different examination or worklist. 

This type of behaviour is external to the process of reporting and is at a higher task level in the 

hierarchy. Such task behaviour is denoted with a 0 within the data model. Hence the data can be 

split between higher level task selection behaviours, or lower level reporting.   

Sub-Category  Description  Utility Type  

Allocates Exam to 

Someone Else  

Junior reporting practitioners can 

allocate an exam to a Consultant who 

they think is better qualified to 

produce the report  

Enabling: Does not directly 

contribute towards the 

diagnostic decision.  

Closes Case  When a report has been written and 

saved/authorised the case can be 

closed which triggers the next case.  

Crux: This is an intrinsic part of 

the reporting task.  

Moves Through 

Worklists  

The Worklists are represented as 

complex tree structures within the UI. 

The user must move through these to 

navigate to the required worklist.  

Enabling: Does not directly 

contribute towards the 

diagnostic decision.  

Open Case  Studies (cases) can be open directly 

from the worklist by clicking on them.  

Crux: This is an intrinsic part of 

the reporting task.  

Reads Possible 

Worklists  

During the process of worklist 

navigation, the user must read the 

available worklists within the tree 

structure.  

Enabling: Does not directly 

contribute towards the 

diagnostic decision.  
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Reads Worklist  During the process of worklist 

navigation, the user must read the 

specific names of each worklist.  

Enabling: Does not directly 

contribute towards the 

diagnostic decision.  

Refreshes Worklist  When examinations have been 

completed, they are greyed out. The 

worklist can be refreshed to remove 

anything that has been reported.  

Enabling: Does not directly 

contribute towards the 

diagnostic decision.  

Selects Worklist  Double clicking on a worklist in the tree 

selects it as the active worklist.  

Enabling: Does not directly 

contribute towards the 

diagnostic decision.  

Selects Exam 

Recipient  

Selecting the exam recipient is a 

subtask of the allocation process.  

Enabling: Does not 

contribute towards 

diagnostic decision.  

directly 

the  

  

Extra-Reporting Usage  Inter-Reporting Usage  

  Participant  ORA Count Duration Median ORA Duration   Participant  ORA Count Duration Median ORA Duration 
Close Case Allocates exam to someone else 

0 2 4.4 
   0 1 3.4 

 

3 3 2.9 1.0  Close Case 

 0 26 34.1 

 
 

5 1 1.5 
  1 11 22.2  

7 2 3.4 
    

 2  34 70.4 
  

 
 

Moves through worklist    3  6 11.5 
  

0 2 4.3 
 

4  28 57.8 
  

5 1 0.6 
 

5 7 12.0 
 

6 3 18.1   
7 5 12.5 

  

Open Case  Moves through worklist  
0 6 11.1  3 1 3.0 

  

   

3  1 0.4 
  Open Case  

 0 7 15.1 

 
 

4 1 2.5 
  2 1 3.6  

5 2 2.0 
    

2.2 3.4 

1.3 

1.5 

1.7 1.9 

2.1 

2.0 

2.1 1.7 

0.6 1.3 

6.4 2.5 

3.0 

1.8 

0.4 

1.8 

2.5 

1.0 3.6 
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3 2 3.3 
  

6 3 2.6  
  

    4 1 1.8 
  

Reads Possible Workslists  
5 2 3.6 

  

0 1 1.3 
   

 6 11 20.1 
  

1 1 3.1 
  7 1 2.0 

  

3 3 6.6 
  Reads Possible Workslists  

 

5 1 1.4 
  0  1 0.3 

  

Reads Worklist  Reads Worklist  
0 5 6.5 

  

0 10 16.9 
  

 
3 4 9.0  

 

1 1 9.9 
 

5 9 13.1  

2 3 10.1 
    

 6 2 1.3 
  

3 6 11.6 
  7 2 1.3 

  

4 1 1.4 
  Selects Worklist  

5 3 6.6 
  0 2 1.6 

  

6  15 39.6 
  Selects exam recipient  

7 2 2.1 
  0 1 3.3 

  

Refreshes Worklist   

0 2 5.1 
 

1 1 3.4 
  

2 1 4.0 
 

Selects Worklist  
0 2 2.1 

  

1 3 7.2 
  

1.6 

0.9 

1.8 

1.8 

1.3 

1.2 

3.1 2.0 

2.3 

1.4 0.3 

0.6 

1.7 

1.7 

9.9 

3.9 1.1 

0.6 

1.3 0.6 

1.4 

0.9 0.8 

1.7 

1.1 3.3 

2.6 

3.4 

4.0 

1.1 

2.8 
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3 3 3.0 
  

5 4 4.0 
  

6 4 3.4 
  

7 6 14.3 
  

  

Analysis: Overall, there is a limited use of worklist functionality, but this is not surprising given 

that they provide initial access to the ultimate worklist chosen to provide the reports for the main 

focus of activity within the session. Due to limited use: Allocates Exam, Move Through Worklist, 

Refreshes Worklist, and Selects Exam Recipient will not be assessed. Naturally, given that the crux 

of Extra Task Usage is the selection of the worklist to be used for the subsequent session, there is 

more use of worklist ORAs in this part of the workflow.  

Close Case: This is performed at the end of the session to move on to the next case occurs straight 

after the report has either been saved or authorised on the RIS. If the PACS and the RIS systems 

were fully integrated at this point, the step would not be necessary. The next case button which 

closes the case is on the top of both of the image screens, whereas the Save/Authorise buttons 

are at the bottom left hand corner of the information screen. Hence the user must traverse most 

of the interface between the two actions. This explains the relatively long and similar median ORA 

times.  

Open Case: Normally the next case would be automatically opened by hitting next case, but the 

first case needs to be chosen by the user. Also, if a case is rejected by the user, they must open a 

new one to carry on reporting. The user must locate the new exam by reading the worklist and 

then making a choice. But the action involved in making the choice and selection is relatively short, 

and this is borne out by the Median ORA results especially for participants 7 and 11 where there 

are enough measurements to get an idea for the impact.  

Reads Possible worklists & Reads Worklist: Reading the possible worklists is mostly confined to the  

Extra-Reporting usage as the participants search for the worklist they will be reporting. Although 

the ORAs are relatively long, it is likely that the participants are also navigating by memory to 

regularly used worklists. Participant 1 (Extra-Task) shows an outlier where the participant can’t 

find the worklist they want to use. Both participants 0 and 6 took some time deciding or finding 

which worklist to use, which is odd in the case of participant 0 because they only report one 

worklist.  

Selects Worklist: Worklist selection is mostly confined to extra reporting as would be expected 

given its importance in selecting the worklist prior to reporting. Overall the median ORAs are fairly 

long reflecting the cognition related to choose.  

Summary:  

1. Worklist functionality is more often used prior to the reporting task to select appropriate 

reporting worklists and examinations.  

2. The complexity of the worklists makes this a naturally time-consuming and complex task.  

0.8 

0.9 

0.9 

2.7 
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3. Close/next case could be linked to the Save/Authorise actions to remove a redundant ORA.  

   

  

    

15.12.3  REPORT INTERACTION  

Overview: The radiology report is the legal record of the medical imaging process and a summary 

of the main findings which are accessed by other clinicians when they are treating the patient. 

This category is a collection of all the ORAs related to the interaction with the report in the report 

window which is part of the RIS. Naturally, the report is one of the central focuses of activity in 

the reporting process, so there are a larger number of sub-categories associated with it; the pivot 

table results have been split into two parts and displayed alongside each other for the sake of 

easier comparison.  

  

Sub-Category  Description  Utility Type  

Add Auto-text  There are numerous sections of 

prewritten report that can be added 

using the phrase “insert” E.g. by 

saying  

“Insert Normal Chest”  

Crux:  This  is  adding  key  

information to the final report  

Authorises Report  This saves and authorises the report 

providing a formal legal summary of 

the clinical findings.  

Crux: This is a critical part of 

creating a formal clinical record.  

Cancels Report  If a report is not needed it can be 

cancelled, which will cause the loss of 

anything that has been written.  

Troubleshooting: This would 

only happen if the user had 

decided to report the wrong 

examination, and does not 

contribute to the final report.  

Checks Primary 

Report  

This is a subset of “Reads the Report” 

and comes at the end of the report to 

ensure that it makes sense and is 

accurate.  

Crux: This is ensuring that the 

final report is accurate, and is a 

key part of diagnostic due 

diligence.  

Copy Text  Uses the Windows Copy function to 

copy a section of text into the 

clipboard.  

Enabling: Does not directly 
contribute towards the final 
report.  
  

Dictates the 

Primary Report  

The use of the voice recognition 

system to generate elements of the 

diagnostic report.  

Crux:  This  is  adding  key  

information to the final report  
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Displays Different 

Report  

This involves clicking on one of the 

previous examinations in the patients 

imaging history to display the 

previous report.  

Enabling: Does not directly 
contribute towards the final 
report.  
  

Edits Font  Sometimes the users will highlight 

words in bold for emphasis.  

Enabling: Does not directly 

contribute towards the final 

report.  

Edits Report  Once the report has been dictated, 

mistakes are corrected by either 

typing  

Troubleshooting: This would 

only happen if the user had not 

dictated correctly in the first  

 the correct word or by dictating over 

selected parts of the text  

place due to their own fault or 

the fault of the dictation system.  

Parks Report  Sometimes users will put a report in 

park so they can finish it later.  

Enabling: Does not directly 

contribute towards the final 

report.  

Reads Author/s  On a previous report it may be useful 

to know which radiologist was the 

author.  

Enabling: Does not directly 

contribute towards the final 

report.  

Reads Previous 

Report  

This involves reading a previous 

report from the patient’s imaging 

history to gather contextual 

information.  

Enabling: Does not directly 

contribute towards the final 

report.  

Reads Current 

Report  

This is similar to the checks report but 

can be found at any time during the 

reporting process.  

Crux: This is ensuring that the 

final report is accurate, and is a 

key part of diagnostic due 

diligence.  

Saves Report  This saves the report without 

providing formal authorisation.  
Crux: This is a critical part of 

creating a formal clinical record.  

Scans at the report  

Window  

This involves brief unspecific glances 

at the report window.  

Enabling: Does not directly 

contribute towards the final 

report and is presumably in 

support of some other cognitive 

process.  

Selects Text within 

the Report  

This is part of the editing process.  Troubleshooting: This would 

only happen if the user had not 

dictated correctly in the first 

place due to their own fault or 

the fault of the dictation 

system.  
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Types Primary 

Report  

The report can be typed as well as 

dictated, but this tends to be used as 

a last resort. All the participants used 

dictation as their primary means of 

report production.  

Troubleshooting: This would 

only happen if the user had not 

dictated correctly in the first 

place due to their own fault or 

the fault of the dictation 

system.  
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Analysis:  Overall, the report is one of the central foci of activity with many subcategories of 

activity employed by all the participants, this is not surprising given that the report is the ultimate 

goal of the reporting workflow. Due to limited use and the obvious nature of the interactions 

involved: Cancels Report, Copies Text, Edits Font, Parks Report, and Reads Author will not be 

evaluated.   

Add Auto-text: The limited use of Auto-text is a very surprising observation. There is a large 

resource of prewritten standard texts within the RIS system that are provided to speed up report 

writing. However, only one participant was seen to use the auto-texts and then only 4 times.   

Dictates Primary Report: Although the sample size is not big enough to make any generalisable 

observations there is the suggestion that dictation is usually performed with a series of relatively 

short ORAs. However, it must be remembered that the ORA segmentation process is based 

around visual attention, and the activity related to dictation is usually recorded as a supporting 

action.  Hence the length of the Dictation activity is sometimes a combination of the supporting 

actions, so the ORA data is not always representative. This is a weakness in the method that is 

reviewed in the discussion.  

Displays Different Report & Reads Previous Report: Displaying a previous report is an activity that 

is well supported within the RIS, taking only a quick double click on the examination in the patients 

imaging history, and this is reflected in the short median ORA times.  The reading activity is a much 

more complicated and time-consuming nested ORA, and this is evidenced by the longer median 

ORAs. Interestingly participant 2, the most experienced Consultant who produced the most 

reports, did not read any previous reports during the session. This highlights the complexity of 

accessing and utilising the patient's previous imaging reports.  

Reads Report & Checks Report: These two activities are central to quality checking the final report. 

Although they were coded separately, there is a lot of overlap between the two activities, and 

there is a strong argument that they should all simply come under reads report. For example, 

participant 4 does not appear to read the reports a lot, but when the two activities are combined 

there is a similar proportion of time spent reading. The relatively long ORA’s involved in these two 

activities speaks of the cognitive complexity associated with any reading activity.  

Scans the Report Window: It is difficult to be specific about the intention of these brief saccades, 

other than to say they are quick checks to determine the status of something within the reporting 

window.  Their use seems to be related to cognitive style, note the difference in number used 

between Participant 2 (89 ORAs) who produces the most reports, and Participant 1 (4 ORAs).   

Selects Text, Edits report and Types Report: Are all closely related to the process of editing the 

reports to remove errors. The overall sequence is Read/Checks Report-Selects Text, and the either 

Edits using dictation or types the report. Some users are happy to type all their reports but none 

of the participants did this within the observational sessions. Note the relatively long median ORAs 

for these activities, suggesting that correcting faults within the reports is a difficult activity.  

Saves Report & Authorises Report: These two activities are very similar, but the authorisation also 

includes the cognitive medicolegal step of taking responsibility for the final report.  Notice that 

the registrars, Participants 3 and 7, save rather than authorise because they are not qualified to 
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do so. But also, the other participants were recommended to only save, but many authorised as 

well out of habit.  

Summary:  

1. The Auto-text which provides automatic reports and sections of the report using the insert 

command was hardly used.  

2. Editing text is a complex and time-consuming activity, especially when the edits are made by 

typing.  

3. The segmentation of the dictation process was not accurate due to the deliberate focus on 

the visual segmentation of ORAs.  

4. Accessing and reading the patient’s previous reports is complex time-consuming activity that 

some participants use more than others.  

5. The activity of reading in general is complex and time-consuming.  

  

15.12.4  REQUEST INTERACTION  

Overview: The referring clinician will initially submit a Radiology Request (More commonly called 

a Radiology Order outside of the UK) either electronically or in the form of a paper request. This 

request contains relevant clinical information about the patient: the type of examination that is 

required, the related symptoms, and the key clinical question that the referring clinician would 

like answered.  

(Legacy paper requests are sometimes scanned into the RIS system as an image).  

  

Sub-Category  Description  Utility Type  

Changes 

Magnification  

For scanned paper requests the image 

can be magnified.  

Enabling: Does not directly 

contribute towards the final 

report.  

Moves Request  
For scanned paper requests the 

image can be moved to see all of the 

request when magnified.  

Enabling: Does not directly 

contribute towards the final 

report.  

Reads Previous  

Request  

Both PACS and RIS systems can 

display the request for previous 

studies. It can be useful to know the 

clinical reasons why other studies 

were requested.  

Crux: This is a critical part of 

collecting relevant clinical 

information needed for the 

creation of the formal clinical 

record.  
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Reads Primary  

Request  

The information from the primary 

request is essential for understanding 

the need for the study. Most often 

this involves reading the clinical 

information provided by the request.  

Crux: This is a critical part of 

collecting relevant clinical 

information needed for the 

creation of the formal clinical 

record.  

Scans Previous  

Request  

This involves brief glances at the 

previous request for no clear reason.  

Enabling: Does not directly 

contribute towards the final 

report and is presumably in 

support of some other 

cognitive process.  

Scans Request  This involves brief glances at the 

request for no clear reason.  

  

Enabling: Does not directly 

contribute towards the final 

report and is presumably in 

support of some other 

cognitive process.  
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Analysis: The information from the request comes almost at the beginning of each report to 

provide the general context for the report. Due to limited use and the obvious nature of the 

interactions involved: Changes Magnification, Moves Request and Scans Previous Request will not 

be evaluated.  

Reads Primary Request: It is part of medical due diligence to understand why the examination has 

been requested and the nature of the clinical questions that are being asked. Hence, the 

frequency of this ORA sub-category is not surprising. Clearly most of the participants are doing 

this once per request I.e. the number of reads is the same as the number of reports produced. 

But there is an element of cognitive style, see participant 2.  The median ORAs ranging from 1.5 s 

to 2.3 are fairly consistent and represent the efficient read times for the information provided 

within the request. This is a reflection of the economical way that the requests are written in the 

first place. (E.g. “SOBE Rt Lower lobe. ? Infection” is shorthand for: “Shortness of breath on 

exertion, abnormal lung sounds in the lower lobe of the right lung.  Please look for evidence of 

a lung infection in the right lower lobe of the lung”.  
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Reads Previous Request: This was an infrequent activity, so It is interesting to note that the previous 

clinical information from the requests does not seem to be of importance to the current report.  

Scans Primary Request: This is a relatively common activity composed of a rapid short sequence 

of fixations over the request. Presumably to double check elements of the request during the 

generation of the report.   

Summary:  

4. Request read times are short and infrequent near the beginning of each report.  

5. The efficiency of the request reading activity is partly a product of the efficiency of the 

shorthand form that the requests are written in the first place.  

6. The participants briefly refer back to the request throughout the reporting process with 

short intermittent fixations.  
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15.12.5  IMAGE EVALUATION  

Overview: The evaluation of the images is obviously a key part of the workflow, but it was made 

clear in the Research Strategy that the techniques for evaluating the images are not within the 

scope of the project. Consequently, this task category has been limited to the interaction with the 

interface in relation to the images, rather than the techniques used to evaluate atypical image 

appearances.  

  

Sub-Category  Description  Utility Type  

Evaluates the 

Primary Image  

Evaluates some part of the primary 

image.  
Crux: This is a critical part of 

collecting relevant clinical 

information needed for the 

creation of the formal clinical 

record.  

Evaluates the  

Previous Image  

  

Evaluates some part of a previous 

image from the patients imaging 

history.  

  

Crux: This is a critical part of 

collecting relevant clinical 

information needed for the 

creation of the formal clinical 

record.  
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Analysis: The majority of the image evaluation involves discreet ORAs of one anatomical part of 

the image related to the clinical question. But at other times, especially for the registrars, there 

are nested sequences of ORAs covering a number of anatomical areas within the image which 

could have been segmented separately. This creates some methodological issues that will be 

explained in the discussion.  

Evaluates Primary Image:  As it has been stated, these are generic ORAs related to any evaluation 

of the primary image/s, with no breakdown of what they are specifically evaluating within each 

image. This is a pattern matching activity predominately based around searching for, and 

evaluating atypical appearances within the image/s. Image evaluation is a very complex skill that 

even the registrars do with great speed and fluency due to many years of experience, which can 

be seen in the relatively short ORA’s. But it must also be stated that the image evaluation is broken 

down into chunks, and each examination requires numerous ORAs before the images are fully 

evaluated.  

Evaluates Previous Image: All that is true of the evaluation of the primary image is also true of the 

evaluation of the previous imaging. For this type of reporting the number and total duration of 

ORA’s devoted to the previous imaging is some proportion of that taken to evaluate the primary 

image/s, So it is reasonable to assert the obvious, that the evaluation of the primary imaging is 

the major part of the image evaluation task, and the evaluation of the previous imaging within 

the patient’s imaging history plays a supporting role.  

Summary:  

1. These types and subtypes of activity related to radiological image evaluation were not 

part of the scope of the project.   

2. Image evaluation is broken up into a mix of evaluating the primary and previous 

images, and this work is interleaved with other types of tasks related to the generation 

of the report and the functioning of the workstation.  

3. Naturally, a significant amount of time is spent evaluating the images and this reflects 

the complexity of the overall task.  

4. There is more time spent evaluating the primary image/s compared with the previous 

imaging, suggesting that previous imaging plays a limited supporting role in the process 

of report generation.  
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15.12.6  VIEWS METADATA  

Overview: Each study provides a wide variety of metadata such as times, dates and imaging 

parameters that can be used by the users to inform the process of image evaluation and report 

generation.  

  

Sub-Category  Description  Utility Type  

Reads AP/PA  

Marker  

All medical Imaging is produced with 

markers to demonstrate the side of 

the patient and the direction it was 

taken from.  

Crux: This is a critical part of 

collecting relevant clinical 

information needed for the 

creation of the formal clinical 

record.  

Reads Date of  

Birth (DOB)  

The patients DOB can have a critical 

impact on the way pathologies are 

presented in the images.  

Crux: This is a critical part of 

collecting relevant clinical 

information needed for the 

creation of the formal clinical 

record.  

Reads Patient’s  

Name  

The patient’s name can reveal many 

things about the patient that are 

critical for diagnosis, such as sex and 

ethnicity.  

Crux: This is a critical part of 

collecting relevant clinical 

information needed for the 

creation of the formal clinical 

record.  

Reads Study  

Annotation  

There are a broad range of study 

annotations that are presented in a 

number of different ways in the 

interface. The eye-tracking was often 

not accurate enough to be specific 

about which annotation was being 

read, and these have been recorded 

under the same code.  

Crux: This is a critical part of 

collecting relevant clinical 

information needed for the 

creation of the formal clinical 

record.  

  

Reads Study Date  Differences between study date 

within the patients’ imaging history 

can provide useful staging 

information about a pathology.  

Crux: This is a critical part of 

collecting relevant clinical 

information needed for the 

creation of the formal clinical 

record.  
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Reads Study Time  Differences between study times 

within the patients’ imaging history 

can provide useful information about 

the timeframe of the patient’s 

imaging history.  

Crux: This is a critical part of 

collecting relevant clinical 

information needed for the  

   creation of the formal clinical 

record.  
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Analysis: All of these subcategories involve reading something from the UI in some way, so they 

will be assessed together. The patient/examination metadata is valuable to the user at various 

points during report generation and they are easily viewable on the surface of the UI without 

needing to be uncovered. This is indicated by the generally short median ORA times. There are a 

number of outliers related to participant 1 but these are based on a small number of 

measurements.  
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What is also of interest is that there is a significant amount of other types of metadata within the 

UI that takes up real estate that is not used such as brightness and contrast values. Some of the 

metadata provided by the interface is clearly of value and easy to access when needed, but only 

required sporadically. It is difficult to demonstrate any weakness in the system from the use of 

the metadata.  
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15.12.7  MISCELLANEOUS INTERACTIONS  

Overview:  There were numerous miscellaneous interactions that could not easily be coded under 

the established interaction categories related to the windows environment and events outside of 

the interface. These interactions were often unique to the participant but still an essential part of 

the overall workflow.  

  

Sub-Category  Description  Utility Type  

Application 

Interactions  
These ORAs mostly involved 

interactions with the windows 

environment such as application 

switching.   

Enabling: Does not contribute 

towards the final report or 

image evaluation.  

External 

Interactions  

These ORA’s usually involved 

interactions with the Speechmike or 

keyboard that were in support of the 

reporting task.  

Enabling: Does not contribute 

towards the final report or 

image evaluation.  

  

  

 

Analysis: There are a set of intermittent interactions that do not clearly fit into any specific category, 

and these were coded as miscellaneous interactions.  

Application Interaction: A decision was made at the beginning of the coding to confine the analysis 

to the radiology process and its applications, and to code anything else as an application 
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interaction. This was a mistake because the use of Windows functionality within the workflow, 

although limited, is complicated, time wasting and should have been coded in more detail. The 

majority of these application interactions were related to the uses of the Windows Application 

Switcher and the Task Bar to switch between the RIS and the PACS within the information screen. 

All of the participants apart from Participant 7 spent some time on these activities using relatively 

short ORAs to accomplish these interactions.   

External Interaction: Naturally, users need to consciously interact with the input devices from time 

to time. Most users interacted with the Speechmike in an embodied almost unconscious way in 

support of the dictation process, keeping it in their hand for most of the session. The default state 

for the Speechmike is set in record mode, so the user simply presses the play button to start and 

stop transcribing. It is possible to hit the record button by accident and take the system out of 

record mode, and the users can be seen every so often checking this, or simply looking to see 

where the play button is. Also, the user must put down the Speechmike before typing, and look 

to pick it back up again when finished. Similarly, users have different levels of typing skills, so they 

can be seen looking down at the keyboard to locate keys before they start typing. Although there 

is nothing that can be directly done about these interactions, the users would not need to interact 

with the keyboard so often if the voice recognition was more reliable.  

Summary:  

1. The Application Interactions and External Interactions, should have been coded in 

more detail and given their own activity categories.  

2. The application interactions were predominantly related to the use of application 

switching to move between the RIS and the PACS within the information screen.   

3. Users often need to visually check the location of the Speechmike or keys on the 

keyboard during external interactions with these devices.  

    

15.12.8  SYSTEM MESSAGING  

Overview: Both PACS and the RIS provide the ability to contact other system users in the form of 

text messages. Only the RIS messaging is used at the research site, and is most commonly used 

for passing on critically important messages to the referrers via the radiology clerical staff.   

Sub-Category  Description  Utility Type  

Adds Examination  

Details  

If the message is related to a specific 

examination, the examination 

number is added to the message.  

Enabling: Does not contribute 

towards the final report or 

image evaluation.  

Adds the Message  This involves selecting the message 

option in the menu.  

Enabling: Does not contribute 

towards the final report or 

image evaluation.  

Composes the  

Message  

This involves typing out the message.  

  

Enabling: Does not contribute 

towards the final report or 

image evaluation.  
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Copies the exam 

number  

The users will sometimes copy the 

relevant exam number from the 

original report to use in the message.  

Enabling: Does not contribute 

towards the final report or 

image evaluation.  

Creates the  

Message  

Writes the message information.  Enabling: Does not contribute 

towards the final report or 

image evaluation.  

Reads Exam  

Number  

Involves reading the exam number 

before it is copied.  

Enabling: Does not contribute 

towards the final report or 

image evaluation.  

Reads Message  This is done to check the contents of 

the message before sending it.  

Enabling: Does not contribute 

towards the final report or 

image evaluation.  

Responds to Out 

of Office  

Once the message has been sent, an 

out of office warning is sometimes 

returned that needs to be responded 

to.  

Enabling: Does not contribute 

towards the final report or 

image evaluation.  

Selects Message  

Type  

Messages can be either sent as text or 

by audio file.  

Enabling: Does not contribute 

towards the final report or 

image evaluation.  

Selects Recipient  There are a large number of users on 

the system, and the correct 

recipient/s must be selected.  

Enabling: Does not contribute 

towards the final report or 

image evaluation.  

Selects Messaging 

in the menu  

The messaging function must be 

chosen from the RIS menu.  

Enabling: Does not contribute 

towards the final report or 

image evaluation.  

Sends Message  Once the message has been created it 

must be sent.  

Enabling: Does not contribute 

towards the final report or 

image evaluation.  
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Analysis: The messaging system is a self-contained package within the RIS system that involves 

many steps to send a message. Consequently, it is of greater use to evaluate the use of the 

messaging system as a sub-sequence rather than as individual activities. Participant 0 provides an 

example that takes  

15.4 seconds in total:  

Participant 0, Task 6   

Start  Stop  Duration  ORA Activity  

294.8  296.9  2.1  Selects text  

296.9  297.5  0.6  Selects menu in report  

297.5  298.3  0.8  Copies exam number  

298.3  299.3  1.0  Create message  

299.3  300.7  1.4  Message type  

300.7  301.4  0.7  Select message recipient  

301.4  303.4  2.0  Adds examination details  

303.4  304.0  0.6  Pastes exam number into visit   
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304.0  304.9  0.9  Adds visit  

304.9  307.5  2.6  Types message  

 307.5  307.7  0.2  Checks exam number  

307.7  308.2  0.5  Checks message  

308.2  308.9  0.7  Sends message  

308.9  309.2  0.3  Attempts send message  

309.2  309.3  0.1  Realises dialog box has appeared  

309.3  310.2  0.9  Deletes warning about message 

recipient  

  

Summary: The use of the messaging system was limited to two participants, this may be due to 

infrequent use, cognitive styles or that the complexity is seen as an obstacle to general use. Here 

we have an example of the way the method demonstrates a potentially inefficient section of the 

workflow that could be improved through better design.  
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15.12.9  WAITING FOR THE SYSTEM  

Overview: Radiology reporting involves the use of a lot of data and it often takes time for the system 

to process the data, or download new data from the servers via the hospital network.  

Sub-Category  Description  Utility Type  

Waiting for the  

System  
On some occasions the user has to 

wait for the system to perform or 

complete a process before work can 

recommence.  

Waiting:   

  

 

Analysis: The majority of the waiting occurs as the system retrieves the imaging for the next 

patient, so the amount of time wasted is correlated with the number of examinations completed 

by the participant. (As shown in graph)  

 

  

  

Participant ORA Count Duration Median ORA Duration 

Waiting for the system  

0 41 65.4 1.3 

1 19 38.8 2.1 

2 37 91.2 2.5 

3 23 38.8 1.0 

4 29 85.7 2.7 

5 16 36.4 2.1 

6 27 47.4 1.3 

7 15 33.4 2.1 
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Summary: The reasons why a system might generate a large amount of waiting time are complex, 

ranging from poorly designed software and low specification workstations, to underperforming 

severs and data networks. The impact of waiting may seem trivial within the context of one 

examination, and may even provide the user with a second or two to relax; but overall, each 

participant wasted 30 to 60 seconds within a 20-minute period. This is a potentially a significant 

amount of time wasted when scaled up across the whole of the profession.  
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15.13 APPENDIX XIII: GENERALISED RESEARCH PROTOCOL  

  

This research protocol provides a general method for performing Cognitive Activity Analysis for 

any situated sociotechnical workflows. Where the aim is to evaluate the dynamic cognitive 

complexity and overload during complex repetitive computer-based work.  

 

15.13.1  ETHICAL CONSENT  

Before the processes of participant recruitment and data collection can commence, appropriate 

research approval must be obtained that is commensurate with the requirements of the 

respective professional domain. These approvals must respect the rights of the participants, and 

any individuals whose data is used during the situated HCI studies.  

  

 

15.13.2  PARTICIPANT RECRUITMENT & CONSENT  

All prospective participants must provide fully informed consent to take part in the study. The 

participant should be provided with a Participant Information Sheet describing: The Rational for 

the Study; an outline of the data capture process; an explanation of their rights in relation to 

withdrawing from the study at any time; and details of how the data captured from the study will 

be kept secure.  

  

 

15.13.3  INSTRUMENTATION & ENVIRONMENT  

The aim of a situated study is to reproduce the authentic sociotechnical contingencies that the 

participant would come across in their routine context of interaction. However, some minor 

elements of control can be applied in the interest of the quality of the video recordings, and in 

order to limit the number of distractions the participant may encounter.  

Eye-tracking: The best results are obtained with eye-tracking glasses that do not limit the scope 

of the context of interaction that can be recorded. The glasses need to be calibrated for each 

participant at the beginning of the session and this may not be possible for participants who 

require glasses. Eyetracking glasses are often supplied with Infra-red transmitters that act as 

reference points to locate the glasses within the context of use. These reference points should be 

set-up around the context of interaction prior to the commencement of the recording session.   

Scene Video: The scene video camera should be placed at a 40-degree angle to the plane of the 

monitor/s, and close enough for all the screen activity and the participant’s movements to be 

clearly recorded. The camera should also be placed 10 to 20 cms above the plane of the desk (for 

non-mobile contexts of interaction) so that the participants use of the mouse and keyboard can 

be easily recorded.  



 

  
  356   

Screen Capture: The screen video should be generated by a screen capture application with a low 

memory and CPU footprint so that the performance of the application under investigation is not 

degraded in any way. Ideally the screen capture application should also capture keystroke and 

mouse data, but the value of this information will be dictated by the nature of the study.   

Timecode Locking: If possible, all three videos should be synchronized with time code locking to 

make the generation of the subsequent composite videos as simple as possible. However, this can 

be difficult to achieve, so it is best to keep the frame rate of all the videos the same or at least 

multiples of each other. I.e. if the eye-tracking frame rate is 30 fps, the scene video should also be 

30, and the screen capture could be 15 or 10 fps to keep the computational demand down on the 

system under investigation.  

  

 

15.13.4  NATURE OF THE TASK  

This protocol is designed to support the investigation of complex repetitive work-related 

computer interactions. It is critical when choosing the types of tasks that will be observed within 

the session that they are representative of normal work activities, unscripted and also 

uncontrolled. The participant should be able to work in their normal way without any intervention 

or disruption. If the participant can choose between a number of high-level task types, they should 

be guided towards tasks that have mid-level complexity so that they can demonstrate a broad 

range of cognitive abilities. The length of the session should be more than 10 minutes to allow for 

acclimatization. And less than 20 minutes to avoid fatigue.  

  

 

15.13.5  SESSION GUIDELINES  

The workflow under investigation should be very familiar to the participant, with no attempt to 

control their behaviour. Therefore, the participant should be provided with as little information 

about the session as possible, so that their behaviour will only be in response to the contingencies 

of the task. Again, If there are a number of different overall task types that determine the general 

character of the workflows under consideration, it is permissible to direct the participants to one 

task type to provide consistency between the observations. But it is not permissible to control the 

context of use in any way that would compromise the naturalistic nature of the interaction.   

  

 

15.13.6  RECORDING THE OBSERVATIONS  

Calibrating the Eye-tracking Glasses: Eye-tracking glasses need to be calibrated to the optical 

characteristics of the participant at the beginning of each session. This can be difficult to achieve 

especially if the participant is wearing glasses. If the eye-tracking glasses cannot be calibrated the 

observations will not be possible.   
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Placement of the IR Markers: Some eye-tracking systems provide Infra-red markers to triangulate 

the position of the eye-tracking glasses in relation to the context of use. These markers must be 

activated and located at the perimeter of the working environment, facing the participant before 

the session can commence.   

Last Minute Questions and Instructions: Once everything is ready, the participant should be 

asked if they have any further questions, and informed that they will receive a brief request to 

finish the session after the allotted time.   

Starting the Recording: The scene recorder should be started first before the eye-tracking and 

screen recorder, so that the scene recording can be used to put the other recordings into context 

when they are combined.   

Protecting the Session from Distractions: Although this protocol is in support of situated 

workplace studies, the distractions caused by an authentic workplace may be too disruptive 

during the observation session. If so, the session should be recorded in an isolated room with all 

phones removed.   

Completion Warning: After the allotted time for the observation session, the researcher should 

give the participant a brief warning that the session is about to finish, and that they should 

complete whatever piece of work they are currently involved in.  

Closing the Session: Once the participant is finished, the researcher can then stop the recordings 
and make sure the data-files are safe. As an added precaution it is useful to duplicate the files at 
this point to prevent any accidental loss of data.   

Finally, the researcher can use this time to answer any follow-up questions that the participant 

might have, but it is also important to stress that the participant should not pass on any 

information to their colleagues who may also be involved in the study.  

 

15.13.7  PRODUCTION OF THE COMPOSITE VIDEOS  

To provide a simultaneous overview of the three sets of video observations the individual videos 

should be combined into one composite video. Alternatively, it may be possible to combine, 

segment, code and analyse the session recordings within the analytics application that comes with 

the eyetracking glasses. If so, this section can be missed.  

Producing the Fixation Video: The raw data from the eye-tracking glasses must be converted to a 

routine video format which includes an overlay of the last seven fixations of the scan-path.   

Combining the Videos: All three videos from each session should be combined to form one video 

using some form of professional video compositing application such as Adobe After effects, or the 

opensource Blender application. For workflows where the audio is relevant, an audio waveform 

from one of the original videos can be added to the composite to provide a visual cue of the 

presence of audio that can be used during the segmentation and coding processes.   
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15.13.8  DATA EXTRACTION  

Video Annotation Tools:  There are numerous video annotation tools that are available, both 

commercially and open source, that can be used to segment and code the participants workflow. 

Whatever tool is chosen, it must be possible to easily move frame by frame through the video so 

that the segmentation process can be performed at an accuracy of microseconds.  

Coding Tracks: All workflows can be segmented at various levels of granularity across different 

hierarchical timescales. Although each hierarchical level within the workflow can be represented 

and coded with its own coding track, the majority of the analysis is performed at the action level; 

but other levels can be included if they are required in relation to the respective research 

question.  

ORA Segmentation: Within an ORA workflow analysis, the action layer is segmented via the 

transitional saccades from the eye-tracking scan-paths. Each Object Related Action (Land et al, 

1999) begins and ends with the start of the transitional saccade as the participants attention 

moves from one object of attention to the current object. This process can be performed by hand 

for short observations, but it is extremely laborious. For longer observations some form of 

automation is highly recommended. See Matsuda & Takeuchi (2014) for an example of an 

automated method for the segmentation of attentional chunks.  

 Supporting Action Segmentation: Concurrent supporting actions can be coded in two ways. The 

simplest way is to use the timing for the associated ORAs as an estimation for the timing, and 

code the supporting action in the same Action Track. Where a more accurate account is required, 

the Concurrent actions should be segmented and coded on a separate coding track using an 

alternative timing event to indicate the segmentation points.  

Action Coding: Each coding track requires the construction of a domain-based coding dictionary. 

Pilot studies can be performed prior to the main process of coding to provide a foundation for the 

coding dictionary. The main target of the coding are the ORAs and supporting actions which form 

the basis of the Cognitive Activity Analysis. The coding dictionary is stored within the video 

annotation application as a specification file which can be updated as new types of interactions 

are uncovered. The action types that make up the workflow should be grouped together under 

Task Categories. After the actions from the session data have been coded, it is good practice to 

perform a second sweep of the observations to ensure coding consistency.  

  

 

15.13.9  PRODUCTION OF THE DATA MODEL  

Once all the session data has been segmented and coded, the action measurements should be 

transferred to a spreadsheet for quantitative analysis.  

Observational Data: Each ORA occupies one row including the start time, finish time, duration 

and action type. If the supporting actions are simply segmented using the time values from the 

ORAs, then the supporting actions can be added to the same row. If the supporting actions have 

been segmented with their own time values, they must have their own data model which can be 

overlaid on the ORA process traces.  
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Classification Data: For workflows where the higher levels of the workflow model are relevant, 

each ORA measurement must be classified by providing an extra row for each type of 

classification. For example, where repetitive tasks are being performed as part of a high-level 

workflow sequence, each new task should be given a new value within the data model. Similarly, 

each participant should also be given a unique identifier within the model.  

Calculated Data Fields: The calculated data fields within the data model will need to be set up with 

respect to the specific research question.   

Additional Metrics: Eye-tracking technology can provide a variety of additional metrics that are 

correlated with the participants mental workload such as saccadic amplitude, saccadic duration, 

peak velocity and task-evoked pupillary response (TEPR). Furthermore, there is the potential to 

record additional physiological measures that are also correlated with mental workload; such as 

electrocardiography (ECG), electroencephalogram (EEG), respiration rate, electromyogram 

(EMG), and skin resistance. All these additional metrics can be recorded alongside the ORA 

measurements and can be added to the data model and then overlaid onto the resulting process 

traces.  

Utility Metrics: Each action within the workflow is associated with differing levels of utility in 

relation to the tasks being performed. To provide a heuristic measure of the utility of the workflow 

actions and activities, each action type can be given a utility classification of Crux, Enabling, 

Troubleshooting or Waiting. Although these classifications are necessarily based on domain 

expertise, they can be used to provide a useful qualitative analysis of any workflow.  

  

 

15.13.10  PARTICIPANT ANALYSIS  

Pivot Tables: Once constructed, the data model can be collated and summarized using a pivot 

table to highlight sections of the participants workflow that are characteristic of complexity and 

high cognitive load. This is possible by taking the characteristics of the individual ORAs and 

supporting  

actions as a proxy for the participants cognitive load during the respective actions. Tabulating 

simple ORA metrics such as ORA Count, ORA Duration, Median ORA, Utility Metrics or more 

complex additional cognitive metrics, it is possible to drill down through the data model to identify 

problematic sections of the workflow that are worth looking at in more detail.  

Process Tracing: Once the problematic tasks or sections have been identified, these sequences 

can be plotted via a process trace to generate a visual representation of the workflow that can be 

used to highlight bursts of activity that represent complexity and/or high cognitive load.  

The process trace is produced by plotting each action as a rectangle with the length representing 

the duration of the action. The progression of the action sequence is created by stepping the 

individual actions consecutively along the x-axis which represents time, and along the y-axis 

representing the steps in the sequence. Further information can be added to the trace by 

overlaying other metrics such as utility by adding colour to the action rectangle. For example, all 

troubleshooting actions could be highlighted in red.  
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Sequence Overview: Ultimately the complexity or inefficiency of the sequences uncovered during 

the Cognitive Activity Analysis require a qualitative evaluation to explain the origin of the cognitive 

complexity within the workflow. The main aim of this part of the process is to identify reoccurring 

themes and suggest design interventions that could remove the inefficient parts of the workflow.  

 

15.13.11  TASK CATEGORY ANALYSIS  

The coding of the workflow for all of the participants generates a taxonomy of routine actions 

grouped together by task category. This taxonomy is used to develop the utility type for each 

action, and to evaluate each action type in relation to its complexity within the entire data set.   

Utility Type: The allocation of a utility type to each type of action discovered within the workflow 

is a heuristic process based on domain expertise, whereby the value of each action type is 

estimated in relation to the respective task goals. The four possibilities previously mentioned are: 

Crux actions, that contribute directly to the task goal; Enabling actions that contribute indirectly 

to the task goal; Troubleshooting actions that resolve problems and do not directly contribute to 

the task goals; and waiting actions.  

Pivot Table: The aim of the Task Category pivot table is to estimate the complexity and relevance 

of the Action Types within each Task Category. A pivot table is required for each Task Category 

tabulating the respective Action Types in relation to the simple metrics previously mentioned. The 

ORA Count is used to provide an indication of the relevance of the particular action; where a low 

count suggests an action that is rarely used and of little relevance. Total Duration provides a proxy 

for the overall mental workload involved in each Action Type; where high values indicate actions 

that increase cognitive demand. The Median ORA duration provides a similar proxy for mental 

workload related to the most common cognitive load for the respective action. The median is 

chosen over the mean due to low sample sizes that preclude the assumption of a normally 

distributed sample. From these metrics it is possible to identify the problematic actions that 

commonly incur high cognitive load, and these can then be used in turn to evaluate the 

problematic sequences uncovered in the participant analysis.  

 

15.13.12  MIXED METHODS ANALYSIS  

From the perspective of HCI and UX studies, Cognitive Activity Analysis naturally lends itself 

towards a focused mixed methods approach to workflow evaluation. The situated studies should 

be followed up with retrospective think-aloud studies that concentrate on the problematic 

sequences discovered in the participant analysis. This approach combines the strengths of the two 

forms of analysis, allowing the researcher to generate a rich user-based description that is limited 

to the actions and actions sequences that are known to be problematic. From a design 

perspective, Cognitive Activity Analysis provides an account of the design problems using a 

descriptive framework directly informed by a principled workflow model, and the action 

sequences that make up the interactions that are under investigation.  


