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Abstract New technologies are emerging under the umbrella of digital transforma-
tion in healthcare such as artificial intelligence (AI) and medical analytics to provide
insights beyond the abilities of human experts. Because AI is increasingly used to
support doctors in decision-making, pattern recognition, and risk assessment, it will
most likely transform healthcare services and the way doctors deliver those services.
However, little is known about what triggers such transformation and how the
European Union (EU) and Norway launch new initiatives to foster the development
of such technologies. We present the case of Operating Room of the Future (FOR), a
research infrastructure and an integrated university clinic which investigates most
modern technologies such as artificial intelligence (AI), machine learning (ML), and
deep learning (DL) to support the analysis of medical images. Practitioners can
benefit from strategies related to AI development in multiple health fields to best
combine medical expertise with AI-enabled computational rationality.

1 Introduction

Artificial intelligence (AI) implementation in healthcare organizations as part of
digital transformation initiatives is an area with growing interest and accelerating
implementation [1, 2]. AI can be leveraged to analyze big volume, variety, and
velocity data and in supporting evidence-based decision-making while reducing

C. Trocin (*) · G. H. Kiss
Department of Computer Science (IDI), Norwegian University of Science and Technology
(NTNU), Trondheim, Norway
e-mail: Cristina.trocin@ntnu.no; Gabriel.Kiss@ntnu.no

J. G. Skogås
Operating Room of the Future, Trondheim, Norway
e-mail: Jan.Gunnar.Skogas@stolav.no

T. Langø
SINTEF Digital, Trondheim, Norway
e-mail: Thomas.Lango@sintef.no

© The Author(s) 2022
P. Mikalef, E. Parmiggiani (eds.), Digital Transformation in Norwegian Enterprises,
https://doi.org/10.1007/978-3-031-05276-7_9

151

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-05276-7_9&domain=pdf
https://orcid.org/0000-0003-0780-1727
https://orcid.org/0000-0001-6275-0112
https://orcid.org/0000-0001-7403-3233
mailto:Cristina.trocin@ntnu.no
mailto:Gabriel.Kiss@ntnu.no
mailto:Jan.Gunnar.Skogas@stolav.no
mailto:Thomas.Lango@sintef.no
https://doi.org/10.1007/978-3-031-05276-7_9#DOI


medical errors and improving care coordination [3]. Because AI can automate
various tasks that previously required human judgment such as reasoning, risk
assessment, and decision-making, it appears to edge closer and closer to human
capabilities generating new human-AI hybrid collaboration that opens completely
new questions for work and organizing [4]. Thus, the introduction of AI in organi-
zations is posing significant challenges such as doubting the diagnosis when making
professional judgements with AI [2].

Initial studies on AI and the future of work focused on the evolution of pro-
fessions and the economic impact, expecting that knowledge work would be
substituted by intelligent machines [5]. Yet, acknowledging that organizations will
thrive by combining the best of both worlds, humans with machines [6], several
scholars started to investigate how the nature of work is changing with AI and with
what implications for management and organizations [7]. For example, deep
machine learning can perform cognitive work by learning from large high-quality
data sets to improve the resolution of cardiovascular imaging, to develop pattern
recognition, and to make automated predictions of cardiovascular diseases months in
advance compared to traditional diagnostics [8].

AI is therefore predicted to affect almost every aspect of the work that medical
professionals need to perform. However, little is known about what triggers such
transformation and how the European Union (EU) and Norway launch new initia-
tives to foster the development of such technologies. Moreover, it is unclear how
medical work is changing with the introduction of algorithms that process informa-
tion and provide predictions. Additionally, AI implementation poses many chal-
lenges concerning the nature of medical work, professions that predominantly relied
on human knowledge and judgement, and ethical concerns, which call for new
approaches such as responsible AI. As a result, the repercussions on medical work
have emerged as a major issue when considering AI implementation, since health
professions tend to utilize a plethora of advanced technologies that shape work
content, process, and organizational structures [9]. This prompts the issue that health
professionals need to navigate the transition from “human-based” to “human-AI
hybrids” collaborations during their work activities.

This chapter presents the Operating Room of the Future (FOR), which is a
research infrastructure and an integrated university clinic developed from a
multidisciplinary collaboration between St. Olav Hospital in Norway and the Nor-
wegian University of Science and Technology (NTNU) and key initiatives related to
AI technology. The main goal of these projects is to support medical professionals to
combine their expertise with novel AI technology for improving their work perfor-
mance. In the next sections, we present important notions about digital transforma-
tion in healthcare with a focus on AI technology. Then, we discuss the strategies and
policies developed in EU and in Norway as part of digital transformation.
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2 Digital Transformation in Healthcare

Digital transformation (DT) had and is continuing to have a profound impact on the
way we create our social reality [10]. The word digital is omnipresent in everyday
activities, and it is transforming the way organizations operate in the new virtual
reality [11, 12]. We refer to digital transformation as “a process that aims to improve
an entity by triggering significant changes to its properties through combinations of
information, computing, communication, and connectivity technologies”
[13]. Recently, DT has shifted its influence from the mere technicalities of creating
a virtual tool toward human-electronic devices interaction, which requires specific
attention and investigation for being able to exploit its opportunities and to be aware
of its challenges [1]. Given the unprecedented amount of digital technologies and
pervasive information, organizations need to understand the way such technologies
have been developed, the way they are implemented in organizations, and with what
consequences for management [14].

Several examples show how digital technologies are transforming multiple
industries. For instance, telecommunication focused on the operating system plat-
forms like Android and iOS and on the development of mobile applications to gain
value and maintain own position on the marketplace [15, 16]. Another example
refers to dynamics within the travel industry that took another path with the advent of
peer-to-peer digital platforms such as Airbnb, TripAdvisor, Booking.com, and
others, which shifted the power of control from the providers toward the final
customers during the pre- and post-acquisition process [11, 17]. Indeed, the cus-
tomer evaluation acquired not only social but also economic impacts on many
companies in several industries, acting as an electronic word of mouth always
available online [18]. Therefore, digital platforms are changing the way people
interact [19], and new payment platforms are reconfiguring payment methods
making them available anytime everywhere. Another example refers to the
healthcare industry, which by definition is a knowledge-intensive and information-
intensive industry and is making progress by rendering available medical informa-
tion through electronic health records [20, 21], mobile health applications [22], and
more in general with health information exchange platforms (HIE) [20, 23].

The implementation of digital technologies in healthcare gives new opportunities
to improve the quality of healthcare services and to decrease the costs through data
processing and intelligent sharing of information [10, 20, 24]. Digital technologies
are particularly beneficial for improving internal and external processes of healthcare
facilities and for managing large amount of medical information [25, 26]. Therefore,
the generation, storage, and processing of digital information is the lifeblood of
digital transformation. This allows to exploit different advantages of intra- and inter-
organizational distribution of limited resources with a patient-centered perspective
[27], to facilitate the interactions between multiple healthcare actors, and to optimize
internal processes [10, 23].

The digital transformation in healthcare does not involve only few countries, but
it has an international or better said global magnitude. For example, the European
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Union developed a Digital Health and Care Innovation initiative in the context of the
Digital Single Market Strategy 2021–20271 to enhance the interoperability of
healthcare systems, its quality, and access across European counties. New Zealand
Health Strategy 2017–20272 defined the four core components that will guide the
strategic digital investments for the next years. Australian digital health strategy3

outlined seven strategic priorities to foster a patient-centered system and to provide
choice, control, and transparency. The policy at a global level provides financial
investments to foster digital transformation in healthcare. Among the global initia-
tives, electronic healthcare records (EHR) and more in general the development of
healthcare platforms played a strategic role [28]. Its main aim is to store digital
medical information over time and share it with authorized healthcare actors
[29]. They are implemented as vehicles to improve the communication between
actors and to increase the coordination at high levels of reliability. Their implemen-
tation is valuable also for administrative purposes and patient transactions as they
contain personal information of patients and are available across time and space
[30]. EHR has the possibility to combine clinical and financial data to contain costs
and improve the care quality, which is also supported by political initiatives to
support digital transformation of healthcare.

3 Artificial Intelligence Technology as Part of Digital
Transformation in Healthcare

New initiatives are emerging under the umbrella of digital transformation in
healthcare such as artificial intelligence (AI) and medical analytics to develop deeper
and better insights beyond the abilities of human experts by delivering granular,
micro-targeted insights [31]. AI is extensively used for cleaning and analyzing
structured and unstructured data from multiple sources. Since data analysts spend
most of their time cleaning and organizing data, AI has been extensively used to
accelerate this process while saving time and making the process more efficient
[32]. AI can autonomously generate insights for taking actions based on information
extracted from datasets to reach a set of objectives. We refer to AI as “the ability of a
system to identify, interpret, make inferences, and learn from data to achieve
predetermined organizational and societal goals” [33].

In line with this definition, artificial intelligence has been increasingly used for
analyzing vast amounts of medical information collected through digitized devices
from multiple sources across healthcare units to offer IT infrastructure, operational,
organizational, managerial, and strategic benefits [34, 35] and to enable the shift

1https://digitalhealtheurope.eu/overview/
2https://www.hrc.govt.nz/resources/nz-health-research-strategy-2017-2027
3https://www.digitalhealth.gov.au/about-us/national-digital-health-strategy-and-framework-for-
action
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toward value-based care over volume [36], whereas the term “medical analytics”
refers to descriptive and interpretive analysis of digitized data with advanced
statistical, data mining, and machine learning methods for problem-solving and
algorithmic (supporting or driving) decision-making [37]. Analytics have the poten-
tial to make sense of the information created by individuals defined also as “walking
data generators” [38]. They are promising for their ability to collect not only
structured but also unstructured data to identify connections and patterns across
vast datasets [39], to track and profile fine-grained behaviors of patients [40], and to
make algorithm-driven predictions [41].

Previous studies investigated this phenomenon by focusing on its inherent dual-
ity. On one side, advanced analytics have been effective in increasing firms’
competitiveness [42], making better predictions and more informed decisions
[43]. On the other side, they have been criticized for breach of privacy as they
distort the power relationship on personal information [44], exploit individuals for
data collection purpose [45], share information with other organizations beyond the
purposes of individuals’ given consents [46], and restrict their choices through
algorithms for profiling individuals [47]. Despite the promising benefits, the aggre-
gation and use of the information extracted from vast datasets challenges accepted
social and ethical norms [40]. Specifically, ethical concerns are stemming from the
sensitivity of data and from unlimited and unknown opportunities that may arise
from identified patterns and connections across vast datasets, which might limit or
totally obscure these promised benefits [48].

Ethical concerns became even more pervasive because social processes, business
transactions, and governmental decisions are increasingly delegated to advanced
analytics such as algorithms, machine learning, deep learning, and big data analytics
[49]. The promise of making sense of the information collected in big datasets is also
coupled with discrimination against disadvantaged groups, uncertainty over how and
why algorithm-driven decisions has been achieved (explainability), which rules have
been applied, and to which specific information in the datasets as analytics has the
capacity of tweaking operational parameters and rules. Therefore, more challenges
and ethical concerns arose with the analytics’ complexity and their interaction with
others’ results [49]. Authors developed a map for a rigorous diagnosis of ethical
concerns emerged with algorithms. They discussed three epistemic types of ethical
concerns that refer to the quality of the evidence provided by the algorithms and two
normative kinds of ethical concerns, which refer to the “fairness” of the actions taken
based on algorithms results and its effects. This framework was used to conduct a
synthesis of prior literature and provide a research agenda for future studies to
develop responsible AI for digital health [50].

Moreover, AI technology often provides results that are significantly different
from those elaborated by experts, the so-called AI opacity problem [51]. In these
circumstances, when experts try to compare the reasoning behind their results with
the logic and the procedures followed by algorithms, it is difficult or almost
impossible not only for the experts but also for the developers of algorithms due to
the black box issue. A recent study highlighted the issue of training and evaluating
algorithms only on know-what aspects of knowledge, while experts use rich
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know-how practices in their daily work [9]. Although more information is captured
digitally that can contribute to make more informed and evidence-based decisions, at
the same time, algorithms can actually reduce the transparency of the outcomes as
they provide black box outputs. On the one hand, AI comes with the promise of more
objectivity and fairness by mitigating human biases. On the other hand, AI raises
significant ethical challenges related to the quality of the evidence provided that
might be inconclusive, inscruble, or misguided, leadning to unfair outcomes and
unexpected transformative effects [50]. For example, the introduction of hiring
algorithms in organizations shapes the notion of fairness in different ways by
confirming and contesting it in different phases of implementation [4].

Medical analytics are characterized by unique features such as the capability to
aggregate, process, and analyze huge volumes of medical information for
transforming it into actionable information [52]. To materialize this feature in the
healthcare context, an in-depth understanding of the information lifecycle manage-
ment (ILM) is necessary. Among the several definitions of analytics capability, our
study embraces the perspective offered by Wang and Hajli [52], which defined it as
“the ability to acquire, store, process and analyse large amounts of health data in
various forms, and deliver meaningful information to users, which allows them to
discover business values and insights in a timely fashion” (p. 290). Consequently,
analytics are increasingly used in the process of knowledge creation by collecting,
elaborating, and displaying valuable information for decision-making [51]. There
are several categories of medical analytics [35, 52] in healthcare (Table 1).

Descriptive capability refers to summarization of historical data in digital for-
mats, where a high-speed parallel processing helps better understand what happened
in the past. Although the capability used to quickly synthesize vast amounts of health
data to compare medical interventions across settings of care enables care actors to
improve the quality of care services by providing patient-centered care, few studies
discussed descriptive analytics [55]. A recent review highlighted the importance to
collect and analyze data with analytical methods to describe specific situations of
specific patients, to understand what happened to them through the categorization of
knowledge from vast datasets [34]. The techniques of profiling and classifying
individuals into groups based on any given characteristic to support realistic public
health interventions are widely used techniques to make actionable and interpretable
recommendations [54]. Based on the categorization of this information, small
patterns or correlations are calculated, which created clusters of groups according
to their behavior, preferences, and other characteristics [53, 56].

Predictive capability relies on a set of sophisticated statistical tools to develop
models and estimations to forecast the future for a specific variable, which helps
understand what will happen in the future. The use of advanced analytics to predict
future patterns of care behavior was the most popular capability in healthcare
because predictions in healthcare seem to be considered more valuable than expla-
nation since algorithms results are measured in lives [34, 39, 65, 66]. For example,
an algorithm can calculate patients’ individual therapeutic goals and preferences,
hospital staffing (including staff members’ experience and performance), resource
constraints, and external conditions such as whether other hospitals are diverting
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Table 1 Artificial intelligence capabilities (Adapted fromWang et al. [35] and Wang & Hajli [52])

Analytics
capabilities Explanation References

Wang
and
Hajli
[52]

Descriptive
capability

Descriptive capability describes
data collected in digital forms,
summarizes historical data, and
identifies patterns and meanings.
This is useful to understand past
patient behaviors based on the
data collected in EHR databases. It
provides high-speed parallel
processing, scalability, and opti-
mization features to respond to the
question: what happened in
the past?

Cohen et al. [53]; Galetsi &
Katsaliaki [34]; Garattini et al.
[54]; Gray & Thorpe [55]; Maher
et al. [56]; Mittelstadt et al. [57];
Morley et al. [58]

Predictive
capability

Predictive capability is the process
of using a set of sophisticated sta-
tistical tools to develop models
and estimations to forecast the
future for a specific variable,
based on the estimation of proba-
bility. It helps identity causalities,
patterns, and hidden relationships
between the target variables for
future predictions. It uses tech-
niques, such as business rules,
algorithms, machine learning, and
computational modelling proce-
dures to provide potential
responses to the question: what
will occur in the future?

Cohen et al. [53]; Floridi et al.
[48]; Galetsi & Katsaliaki [34];
Henriksen & Bechmann [41];
Mittelstadt [59]; Mittelstadt et al.
[57]; Mittelstadt & Floridi [40];
Morley et al. [58]; Wang et al.
[35]

Prescriptive
capability

Prescriptive capability enables
users to automatically improve
prediction accuracy by taking in
new datasets to develop more
thorough decisions regarding the
diagnoses and treatments. With a
combination of structured,
unstructured patient data, and
business rules, it offers potential
optimal solutions or possible
courses of action to help users
respond to the question: what to
do in the future?

Galetsi & Katsaliaki [34];
Mittelstadt et al. [57]

Wang
et al.
[35]

Analytical
capability for
patterns of
care

Analytical capability processes
massive healthcare records (struc-
tured data collected inside the
healthcare units) to identify pat-
terns of care and discover associ-
ations. It allows healthcare
organizations to parallel process
large data volumes, manipulate

Cohen et al. [53]; Galetsi &
Katsaliaki [34]; Garattini et al.
[54]; Gray & Thorpe [55];
Henriksen & Bechmann [41];
Mittelstadt & Floridi [40];
Morley et al. [58]; Wang et al.
[35]

(continued)
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Table 1 (continued)

Analytics
capabilities Explanation References

real-time or near-real-time data,
and capture all patients’ visual
data or medical records

Unstructured
data analyti-
cal capability

Unstructured data analytical capa-
bility processes massive
healthcare data (unstructured and
semi-structured data gathered
across multiple healthcare units,
so do not fit into predefined data
models) to identify unnoticed pat-
terns of care. This data is stored
from multiple sources in multiple
formats in real time (e.g.,
XML-based EHRs, clinical
images, medical transcripts, lab
results). This data is stored in
NoSQL databases and made visu-
ally accessible to facilitate deci-
sion-making

Varlamov et al. [60]; Wang et al.
[35]

Decision sup-
port
capability

Decision support capability pro-
duces reports about daily
healthcare services to aid man-
agers’ decisions and actions. It
shares information and knowledge
such as historical reporting, exec-
utive summaries, drilldown
queries, statistical analyses, and
time series comparisons. It pro-
vides a comprehensive view for
evidence-based medicine, for
detecting advanced warnings for
disease surveillance, and for
developing personalized patient
care

Astromskė et al. [61]; Galetsi &
Katsaliaki [34]; Gray & Thorpe
[55]; Henriksen & Bechmann
[41]; Kaplan [62]; Martin [63];
Mittelstadt [59]; Mittelstadt et al.
[49]; Morley et al. [58]; Wang
et al. [35]; Woolley [64]

Traceability Traceability tracks output data
from the system’s IT components
throughout the organization’s ser-
vice units. Examples of
healthcare-related data are cost
data, clinical data, pharmaceutical
R&D data, patient behavior and
sentiment data from payers,
healthcare services, pharmaceuti-
cal companies, consumers, and
stakeholders outside healthcare. It
facilitates monitoring the relation
between patients’ needs and pos-
sible solutions by tracking the

Galetsi & Katsaliaki [34]; Morley
et al. [32, 58]; Wang et al. [35]

(continued)
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patients in the emergency department in the case of a disaster [53]. Algorithms that
make predictions and suggest decisions based on probabilities were considered an
ideal application because AI-controlled algorithm predicts the admission trajectory
significantly better than medical officers, who have an average error rate of about
30% [41]. They were intensively used also to make treatment recommendations to
improve overall health outcomes in a population. However, these recommendations
may conflict with physicians’ ethical obligations to act in the best interests of
individual patients [53].

Prescriptive capability enables users to automatically improve prediction accu-
racy by taking in new datasets to develop more thorough decisions regarding the
diagnoses and treatments. Next, Wang et al. [35] identified additional categories,
which are more advanced and sophisticated. Analytical capability processes massive
healthcare records (structured data collected inside the healthcare units) to identify
patterns of care and discover associations. It allows healthcare organizations to
parallel process large data volumes, manipulate real-time or near-real-time data,
and capture all patients’ visual data or medical records. Unstructured data analytical
capability processes massive healthcare data (unstructured and semi-structured data
gathered across multiple healthcare units, so do not fit into predefined data models)
to identify unnoticed patterns of care.

Decision-making capability shares information and knowledge such as historical
reporting, executive summaries, drilldown queries, statistical analyses, and time
series comparisons. It provides a comprehensive view for evidence-based medicine,
for detecting advanced warnings for disease surveillance, and for developing per-
sonalized patient care. Artificial intelligence systems were commonly used to gather
structured and unstructured data to automatically assist medical decision-making
based on the recommendations done through pattern recognition [3, 32, 53, 59]. One
of the main benefits referred to the possibility to compare data from multiple sources
and to identify potential solutions visible in the forms of trees. AI was intensively
used to create deeper knowledge and to identify the logics underlying AI predictive
modelling [54]. New insights extracted from health-related data were extremely
helpful to detect a disease and to decide the treatment(s) to follow [67]. Therefore,
the decision-making process was partially delegated to advanced analytics. This
delegation has been translated also in the design of algorithms by inscribing devel-
opers vision of who will be responsible for mistakes through the degree of social
embeddedness and reflection permitted in use [68]. The decision-making capability
is coupled with “reporting capability,” for organizing the collected data in easily
understandable ways, such as describing the information contained in the datasets
for specific purposes [34].

Table 1 (continued)

Analytics
capabilities Explanation References

datasets provided by the various
healthcare services or devices
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Surveillance capability offers the opportunity to survey and monitor past actions
based on the information collected indirectly such as the time, the care actor who did
that action, the notes taken in databases, and the information consulted based on
specific accounts and other. For example, patients now have the possibility to own
health information anytime and take decisions in everyday life concerning
healthcare, disease prevention, and health promotion [69]. Although they do not
possess the expertise for the physician to interpret the information received from the
previous medical visits and cannot make an auto-diagnosis, the patient is empowered
to the information collected, which requires a higher patient involvement and also
some digital and health literacy. Patients are not considered passive receivers of the
healthcare services anymore. This aspect was already inscribed in the design of
analytics for more transparency for being able to perform those actions [58, 67] as
recognized also by policy-makers [64]. From this indirect data, it was possible also
to understand the assumption of the actions done, which might help the traceability.

The capability to correct mistakes offers the opportunity to adjust the erroneous
results of algorithms that contributed to a larger decision [68]. The results of
advanced analytics were prone to errors as will be discussed in the next section.
Therefore, such capability will be extremely beneficial for correcting the results
provided by algorithms. It will increase the awareness of potential errors created by
AI systems, which will be trained to detect such errors to correct them or to take them
into account when making the decision. Therefore, designers will need to develop
the ability to question the results provided by AI tools, and this can be achieved by
analyzing the process AI followed and by extracting meaningful information for
future reflections. Lastly, traceability tracks output data from the system’s IT
components throughout the organization’s service units. Examples of healthcare-
related data are cost data, clinical data, pharmaceutical R&D data, patient behavior
and sentiment data from payers, healthcare services, pharmaceutical companies,
consumers, and stakeholders outside healthcare.

Artificial intelligence and medical analytics have the potential to generate multi-
ple benefits, but at the same time, they are coupled with significant ethical challenges
[50, 70] as the “walking data generators” (individuals) are often unaware of how
their data are used, for which purposes, and by whom [37]. Therefore, the increasing
use of big data containing personal, sensitive information and the growing reliance
on algorithms to make sense of this data and identify behavioral patterns raise
concerns of fairness, responsibility, and human rights [70]. Scholars shifted their
attention from technological means toward the content (information) created by
these technologies, which is composed of different moral dimensions. Information
is increasingly used as evidence to make decisions and choices, whose outcomes are
calling for ethical approaches to address the information creation, sharing, storage,
use, and protection. However, ethics concerns first the collections, aggregation, use,
and analysis of large datasets and then the information, thus creating a semantic
shift [40].
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4 Digital Healthcare Transformation in Europe
and in Norway

To appreciate the digital transformation in healthcare, it is helpful to understand
broader initiatives developed by the European Union (EU) and Norway that are
engaged with policies and actions to provide top-quality digital services. The final
aim is to empower citizens to build a healthier society and to offer citizen-centered
health services. The maximum aspiration is to help citizens take care of their health
and prevent future disease. Indeed, one of the most desirable solutions to decrease
care costs is to prevent any kind of disease. This means to educate citizens to develop
healthy lifestyles and to avoid bad behaviors in the present, which might lead to
potential disease in the future. If the aim of empowering citizens towards the
prevention will not achieve the desired outcomes, citizen will receive innovative
health services to respond to their health demand following a citizen-centered
approach.

The European Union focuses on three priorities.4 The first one is to provide
citizen secure access to personal health data across EU borders; the second refers to
the implementation of personalized medicine through shared European data infra-
structure, while the third one focuses on increasing citizen empowerment to encour-
age people to take care of their health and to stimulate interactions between patients
and care providers. The aim is to become more resilient, accessible, and effective in
providing quality care for European citizens.5 The implementation of new technol-
ogies aims at fostering organizational changes in different departments and for
alternative work activities. Digital tools are co-created, co-distributed, and co-used
involving directly the end users and consciously fostering a highly collaborative
environment. Indeed, the contribution of patients and of other active actors repre-
sents the keystone for an interactive digital healthcare ecosystem. A continuous state
of evolution and a steady contribution from end users create unexpected changes,
which may enable new patterns of communication and interaction.

Digital transformation of healthcare can foster the transition toward new care
models focused on patients’ need. Patients’ contribution represents a keystone for
creating useful and usable services for everyday activities and at the same time ends
up with enriching the construction of a new healthcare digital ecosystem. The
innovativeness lies in the integration of different needs of all involved categories
in an open space for dialogue, listening, co-creating, and negotiating toward pro-
posals for common innovative solutions [30]. The aim is to offer tailored digital
health services and to give access to dematerialized medical information, to manage
personal medical information, to monitor the process of personal continuous
healthcare, to be aware of the healthcare process, to understand how healthcare

4https://ec.europa.eu/health/ehealth/home_en
5https://healthmanagement.org/c/healthmanagement/issuearticle/digital-health-transformation-in-
europe-recommendations-are-on-the-horizon
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system works (transparency), and to be responsible for the personal medical data
management (patient empowerment and awareness).

Patient-centered care system can be seen as a partnership among caregivers and
care receivers to diagnose and prescribe a suitable treatment. Six aspects are funda-
mental to define this concept, which are shared decision-making, psychosocial
support, access to information, access to care, coordination of care, and self-
management [71]. With the use of new digital technologies, a new healthcare
paradigm emerges, which transforms the delivery of healthcare services to bring
them closer to the patient guided by the following strategies. (1) Efficiency aims at
reducing healthcare costs by avoiding unnecessary diagnostic interventions and
increasing communication between healthcare institutions and the patient. At the
same time, it is committed to ensuring the quality of health services through
comparisons between different suppliers to enhance the delivered quality (2).
Encourage the empowerment of patients (3) by making personal data, medical
records, diagnosis, and treatment accessible through digital platforms and by making
more responsible the care information process. Increasing the quality of the doctor-
patient relationship to facilitate shared decision-making is a direct consequence of
patient empowerment [27]. The digital transformation of healthcare sector increases
the probability to maintain and further improve these strategies. The healthcare
quality is not only a medical concern, but it is also about the process to reach
outstanding care results, which is one of the high priorities of the Norwegian
healthcare system.

Norway is one of the most innovative and technological countries, and it is
constantly engaged with transforming health and welfare system with new tools,
services, or technologies. Key initiatives refer to the development of electronic
health record (EHR), ePrescriptions, and algorithms. Ellingsen and Monteiro [72]
provided a chronological perspective of the EHR as follows. In the mid-1980s, a
group of laboratory technicians in a central hospital highlighted the need of creating
a system to support internal work processes by sharing files necessary to perform
daily tasks. For the next 10 years, this group and other hospitals continued to develop
a network of computers and other important features such as writing clinical
documents of each patient and sharing it with the network. In 1997, a limited
company was established to follow the implementation of the new system in smaller
hospitals. The number of users and hospitals that adhered to this initiative increased,
more employees have been hired, and new challenges mined the internal coordina-
tion. In 2002, the Norwegian health system established regional health authorities,
which were in charge of managing the acquisition of new systems in hospitals with
public bids for tenders. This triggered new needs for different types of users at the
regional level, which were difficult to meet. Such changes led to redesign the process
of EHR software and to redefine the content in the EHR in a dynamic way. A project
management approach was used to work on new activities, which was increasingly
used in the next years.
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The process of transforming the healthcare system continued during 2000 with
the eNorway plan,6 which enabled patients to communicate with their doctors and
the hospital through digital platforms such as electronic healthcare record (EHR).
This gave the citizens freedom to choose the family doctor online, to receive online
medical results from the hospital, and to have access to own medical data with
referrals and medical records at any time. The eNorway plan offered telemedicine
solutions by implementing broadband in hospitals and primary health services. It
was an essential service during the COVID-19 pandemic. Healthcare public system
provided telehealth consultations since the 1990s; thus, it could rely on prior
experience to further improve this technology to share high-quality medical images
to help make diagnoses.

From 2022, Norway plan to implement a new unified EHR, called EPIC, the
regional Health Platform program [73]. The new system was acquired with a bid-
and-tender process in order to unify the disparate patient records systems used
currently in healthcare organizations. The aim is to reduce information fragmenta-
tion and facilitate cross-sectoral coordination. EPIC will be implemented first in
Trondheim municipality and then in other municipalities in Central Norway. It is
important to note that GPs offices are private business, and they have the possibility
of deciding whether to implement it or not.

ePrescriptions are another key initiative of the digital transformation in healthcare
sector in Norway, which started to be widely adopted from 2011 [74]. The digital
prescriptions aim to support general physicians with the activity of prescribing
patients medicines or medical visits with hospitals or other healthcare organizations.
The first drafts of the prescriptions were developed since the 1990s; however, the
results were discouraging. Only in 2011, a large-scale deployment achieved positive
outcomes. Until 2013, ePrescriptions have been implemented in General Physicians’
(GPs) offices and pharmacies in all municipalities.7

Norwegian healthcare system has been a model for other countries around the
world, and it is developing new healthcare models based on digital data and
advanced technologies in order to move toward a more preventative approach
presented in The Nordic Health 2030.8 In line with this, Norway developed a
national strategy for artificial intelligence in order to create a good basis for AI for
enhancing innovation capacity in multiple sectors such as healthcare.9 Another way
to trigger digital healthcare transformation in Norway is by constructing operating
rooms that use most advanced technologies to support medical work in critical times.
In the next section, we present the case of Operating Room of the Future (FOR) in
Trondheim, Norway.

6https://www.regjeringen.no/no/dokumenter/enorway-action-plan/id105562/
7https://www.regjeringen.no/en/dokumenter/digital-agenda-for-norway-in-brief/id2499897/?ch¼8
8http://nordichealth2030.org/
9https://www.regjeringen.no/en/dokumenter/nasjonal-strategi-for-kunstig-intelligens/id2685594/?
ch¼6
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5 What Is the Operating Room of the Future?

The Operating Room of the Future (FOR) is a research infrastructure and an
integrated university clinic developed from a multidisciplinary collaboration
between St. Olav Hospital in Norway,10 the Norwegian University of Science and
Technology (NTNU),11 and the not-for-profit and independent research institute
SINTEF.12 The three entities developed the basis for the infrastructure in terms of
funding proposals, scientific content, logistics, and others between 2003 and 2005.
From 2006 to 2012, two operating rooms have been developed for laparoscopic
surgery and vascular diseases close to the existing operating department. An inter-
active lecture room was equipped with HD transmission to watch the operative
procedures and to communicate directly through dedicated audio and video chan-
nels. From 2013 to present, new operating rooms have been developed within
surgical disciplines such as neurosurgery, gastrointestinal, ear-nose-and-throat dis-
eases (ENT), orthopedic, and genecology (Fig. 1). FOR is now a department under
the director of research and development at St. Olav’s hospital and Department of
Circulation and Medical Imaging, Faculty of Medicine, NTNU.

Various stakeholders such as clinicians, PhD candidates, technologists, scientists,
and industry conduct cutting-edge research in these six operating rooms. They are
unique “laboratories” for developing, testing, and implementing new technologies

Fig. 1 Operating Room of the Future (FOR) structure and core activities. Source: St. Olav hospital,
Trondheim, Norway

10https://stolav.no/en
11https://www.ntnu.edu/
12https://www.sintef.no/en/
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and new treatment modalities with a focus on minimal invasive image-guided patient
treatment and medical technology [75]. This arena for research and development
investigates most modern medical equipment such as artificial intelligence (AI),
machine learning (ML), deep learning (DL), neural networks, and integration of
advanced visualization tools, robotic arms, and others. The six FOR operating rooms
have become an important clinical research platform for minimally invasive therapy
and for the development of medical technology. The overarching aim is to improve
patient care, to develop more efficient logistics and a better architecture of operating
departments. The Research Council of Norway financially supported the develop-
ment of FOR; it is part of the national research infrastructure NorMIT (Norwegian
centre for Minimally invasive Image guided Therapy and medical technologies)13

and cooperates with the Intervention Centre at the National Hospital, Oslo.
There is an increasing number of research projects conducted in the Operating

Room of the Future (FOR) in several fields. Decision support in lung cancer
diagnostics14 is an ongoing project that integrates and implements new tools for
image analysis and decision support in patient care for lung cancer. A
multidisciplinary team (MDT) is developing a digital technology to support patient
assessment and treatment [76]. Artificial intelligence (machine learning) is used to
analyze patient’s CT and PET-CT for finding normal anatomy and pathology
(tumor). It is especially used for automatic detection and segmentation of mediasti-
nal anatomical structures and potentially malignant lymph nodes for accurate lung
cancer diagnosis.

In line with cancer diagnostic, FOR recently developed the project entitled
IDEAR: Improving Cancer Diagnostics in Flexible Endoscopy Using Artificial
Intelligence and Medical Robotics in collaboration with Craiova University, Roma-
nia.15 This project is developing an advanced prototype of a medical software and
robotic platform for improving cancer diagnostics in flexible endoscopy using AI
and medical robotics. The researchers are creating a platform to allow concomitant
visualization of the anatomical target(s), the neighboring anatomy, and the CT/MRI
image. The project allows performing both diagnostic and treatment during the same
procedure using an advanced smart robotic system and customized instruments with
dual electromagnetic-optical tracking.

Deep convolutional neural networks (CNNs) are increasingly used for digital
analysis of histopathological images. A research team is developing and
implementing an open-source platform for deep learning-based research and deci-
sion support in digital pathology [77]. FastPathology is a new platform using the
FAST framework and C++ to minimize memory usage for reading and process
whole-slide microscopy images (WSIs). This offers an efficient visualization and
processing of WSIs in a single application, including inference of CNNs with real-
time display of the results.

13http://normit.no/en/
14https://www.sintef.no/en/projects/2020/decision-support-in-patient-care-for-lung-cancer/
15https://www.sintef.no/en/projects/2020/idear/
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6 Conclusions

This chapter presents key initiatives of digital transformation in the healthcare sector
in the age of artificial intelligence, where the line between virtual and physical reality
is pretty thin. We started with a general overview of digital transformation in
healthcare. Then, we discussed the emergence of new technologies such as artificial
intelligence (AI) and medical analytics as part of digital transformation. In this
section, we highlighted the main capabilities that differentiate these technologies
from the previous ones and how they contribute to “triggering significant changes to
the properties of entities through combinations of information, computing, commu-
nication, and connectivity technologies” [13]. After presenting two specific exam-
ples of digital health transformation in Europe and in Norway, we conclude with
Operating Room for the Future (FOR), an outstanding research infrastructure and an
integrated university clinic, which is developing AI technology to support medical
tasks in specific health fields such as pulmonology, digital pathology, cardiology,
and others.

Due to digital pervasiveness of new technologies, it is pivotal to understand the
mechanisms of organizational processes, multi-sided platforms, healthcare applica-
tions, and social networks as they have the potentiality to lead toward an effective
design, management, and implementation of digital health information systems.
Moreover, we believe that the materialization of this opportunity depends on the
engagement of the actors involved in this process. It is important to investigate topics
at the intersection of work, technology, and information systems and for a broader
academic audience such as medicine, computer science, and sociology of work.
Such a focus will contribute to the understanding of the development of AI technol-
ogy in the workplace and to the literature on knowledge creation [14, 78, 79]. Next,
there is the need to investigate the challenges doctors are facing with the introduction
of AI such as disputing what is worth knowing, what actions matter to acquire new
knowledge, and who has the authority to make decisions. This will provide new
insights into how and why AI is reconfiguring work boundaries of healthcare pro-
fessionals and with important consequences for their jurisdictions, skills, status, and
visibility. Lastly, it is important to highlight the ways AI tools are used in medical
work by paying equal attention to the actions performed by doctors and their social
interactions as well as to the machines that are part of the medical workplace
[11, 80].

The digital transformation of the healthcare sector is driven by multiple mecha-
nisms, such as the transformation of the population demand for health services, the
changes in the relationship between patients and care providers, the pervasive use of
digital technologies, and the emergence of new technologies that significantly differ
compared to the previous ones. The digitalization of the care paths, increased
interoperability among actors, organizational communication, tools, and organiza-
tions offer new models for knowledge management, which can be beneficial for
individual performance and organizational efficiency, but it also raises several
concerns related to privacy, security, and responsibility. A dynamic and digital
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environment of an ecosystem composed of often-conflicting interests requires a
better understanding of the logic and opportunities of a plethora of virtual tools to
match them with everyday requirements. The activity of matching the digital
solutions with specific and context-dependent needs composes the puzzle of man-
aging the Health Information Systems in current times. The main objectives refer to
increasing the quality of service delivery, empowering the citizen-patient that fosters
a patient-centered ecosystem.
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