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#### Abstract

The PESKI (Probabilities, Expert Systems, Knowledge, and Inference) system attempts to address some of the problems in expert system design through the use of the Bayesian Knowledge Base (BKB) representation. Knowledge gathered from a domain expert is placed into this framework and inferencing is performed over it. However, by the nature of BKBs , not all knowledge is incorporated, i.e. the representation need not be a complete representation of all combinations and possibilities of the knowledge, as this would be impractical in many real-world systems. Therefore, inherent in such a system is the problem of incomplete knowledge, or spaces within the knowledge base where areas of lacking knowledge preclude or hinder arrival at a solution. Some of this knowledge is intentionally omitted because its not needed for inferencing, while other knowledge is erroneously omitted but necessary for valid results. Intentional omission, a strength of the BKB representation, allows for capturing only the relevant portions of knowledge critical to modeling an expert's knowledge within a domain. This research proposes a method for handling the latter form of incompleteness administered through a graphical interface. The incompleteness is then able to be detected and corrected by the knowledge engineer in an intuitive fashion.


# An Incompleteness Handling Methodology <br> for Validation of <br> Bayesian Knowledge Bases 

## I. Introduction

Knowledge based systems, also known as expert systems, are a growing area in the field of artificial intelligence. These systems exist in many different types of applications and their uses include reasoning and decision making capabilities. The knowledge contained in these types of systems often involve difficult domains in which few experts exist. By providing a knowledge based system with this type of rare intelligence, the knowledge is able to be used more often and the human origin is allowed to concentrate on more complex problems.

The first knowledge based system can be traced back to the mid 1960's. Researchers at Stanford University decided to try encoding the heuristic knowledge of an expert chemist into a system later named DENDRAL [13]. This knowledge was used to elucidate the structure of complex molecules from mass spectrograms and often outperformed human experts. The project was a success, and for the first time highlighted the fact that an intelligent computer program could be developed to emphasize what the program knew about a problem rather than on some clever search algorithm [7]. Other systems soon followed in other domains: MYCIN [34] diagnosed blood disorders in the medical field, HEARSAY [8] was created for spoken language understanding, PROSPECTOR [6] in the geology domain, and XCON [17] in manufacturing. These systems proved that constrained real-world problems using specific heuristic knowledge could be solved through applied knowledge representation and reasoning techniques. Knowledge based systems continue to flourish even today. This availability is fueled by advancing computer technology and an increasing availability of sophisticated development environments [19]. The predominant role of expert systems has been in the diagnosis arena, due mostly to the fact that it is the same role that experts most often play [7].

Developing these knowledge based systems is far from trivial. There are many facets in the construction of a complete knowledge based system. First, in the knowledge acquisition phase of a system, knowledge engineers must thoroughly extract knowledge from an expert. Methods of extracting this knowledge are numerous. A representation scheme for this knowledge must then be chosen. The knowledge engineer must carefully build this knowledge representation into an expert system for which it can be inferenced over. There are many opportunities for inputting incorrect, incomplete, or inconcise information while building a new system. Often many modifications to the knowledge base are necessary in existing systems as well, which can often adversely affect other areas unintentionally. For these reasons, and others which will be discussed in the following chapter, verification and validation ( $\mathrm{V} \& \mathrm{~V}$ ) of these knowledge based systems is an increasingly important part of today's sophisticated knowledge based systems.

A great amount of research has been performed in the area of $\mathrm{V} \& \mathrm{~V}$ over the past few years. However, with the large number of representations, inferencing techniques, and knowledge acquisition techniques, there is no common consensus on the best method of V \& V. This research will center on one particular representation scheme known as Bayesian Knowledge Bases (BKBs). This BKB representation scheme is part of an overall expert system shell known as Probabilities, Expert System, Knowledge, and Inference ${ }^{1}$ (PESKI), which is an integrated framework for expert system development [28].

This research focuses on developing a methodology to correct one problematic area of V \& V , namely unintentional incompleteness that may be present in the knowledge base. The results are currently integrated into the PESKI system. The incompleteness is recognized in the validation phase, and a tool for correcting this lack of knowledge is introduced. Test cases are the instrument used for validating BKBs in PESKI. These test cases are submitted to the system and its results are compared to expected results. Incompleteness occurs when the inferencing cannot reach an expected solution as defined by a test case. This incompleteness can come from several different sources and are investigated in the following chapter. After identifying incompleteness does exist in the BKB, the knowledge

[^0]engineer can implement within PESKI the existing data mining utility ${ }^{2}$ for correction as well as the graphical incompleteness tool developed within this research. The graphical incompleteness tool assists the knowledge engineer in locating the area of incompleteness and then extracts the missing information from him/her for insertion into the knowledge base.

In chapter II, we provide a thorough discussion of the problem background. Chapter III discusses the methodology to identify and repair BKB incompleteness developed within this research. Chapter IV introduces the tool built within this methodology framework. Specific test-case examples and results are explored in Chapter V. Chapter VI discusses conclusions drawn from this research, while recommendations for further research are offered in Chapter VII.

[^1]
## II. Problem Background

The difficulties in the development of knowledge based systems, particularly with knowledge representation and knowledge acquisition, often leads to errors in several forms. One of these types of errors is incompleteness. This research stems from a need to handle incompleteness during the validation stage of development. This chapter provides some of the necessary background material for understanding the need for this type of validation and error handling.

### 2.1 Verification 6 Validation Testing

As expert systems become more and more common as well as more critical in their application domains (e.g. medicine, air traffic control), their success will hinge upon their performance and the validity of their results. This performance will depend upon, among other things, thorough verification and validation (V \& V) and, more specifically, the techniques used in performing this V \& V. A knowledge based system is built for its "intelligence." If this "intelligence" is filled with mistakes leading to erroneous problem solving, or incompleteness leading to a shortfall of reasoning capability, their credibility, and the credibility of expert systems in general will decrease. Much work has been done in the last few years to address some of these issues; however, at this time there seems to be no agreed upon methodology for performing knowledge base V \& V.

While the main objectives of V \& V are closely knitted together, it is important to understand the distinct differences between them. Verification is best defined as making sure the system is built correctly. Critical to this step is ensuring all information deemed necessary is included and that this information is interpreted and applied correctly by the system being inspected. If specifications exist for a particular system, verification will check for compliance with these specifications. It also oversees the correct software syntax from which it was built [1]. Verification is often referred to as clear-box testing.

Validation, on the other hand, is used to ensure the output of the system is correct. It is also used to check the system developed is what the users requested. It must assume the knowledge base was built satisfactorily. Typically, expert system validation consists
of running a sequence of test cases through the system and comparing system results against known results or expert opinions [22]. This is a time-consuming process and never guarantees finding all errors, especially in larger systems. O'Keefe et al. stated "Validation can be considered the cornerstone of evaluation (of an expert system), since highly efficient implementations of invalid systems are useless" [22]. Validation is often referred to as blackbox testing. Concern is placed not upon what is inside the system, but what the results are coming out of the system. Despite the importance of validation, the majority of V \& V literature is solely concerned with verification, specifically automatic rule-based error checking. This aspect of V \& V has now become reasonably mature [27], and many such automated tools exist $[20,21,26,36,18,25]$. This automation is often built into the system so that verification is continually addressed throughout knowledge base construction to ensure a quality final product.

Testing, including validation, is best done throughout the entire development of the knowledge base. Incremental testing can aid in finding inaccuracies or incompleteness early in the development of the system rather than later when corrections can be much more difficult to detect, locate, and correct. In determining the overall validity of a system, it is often beneficial to determine how well human experts do in the problem area and to create reasonable expectations of the systems performance [15]. Typically, expert systems and their knowledge bases' performance can change drastically from initial release to later stages of use. Some systems can be field tested and validated in its early use without harm. In critical applications where lives may be at risk, field testing is not always possible ${ }^{1}$. The expert whose knowledge was modeled should maintain involvement throughout development of the system whenever possible. This can often assist in identifying errors early on in the development cycle that may not have been detected until later stages of validation.

Validating after modifications or enhancements have been implemented is just as important as earlier testing. Testing needs to ensure that the original system was not degraded as well as that the modifications made were correctly implemented. Comparison of previous test case results and their performance after the modifications is an effective way of testing the updated system remains validated in areas both inside and outside of

[^2]the modified areas. This type of testing can be particularly important in probabilistic representations, since chains of inference can be unintentionally altered.

### 2.2 Methods of Verification $\xi^{6}$ Validation

We have discussed the importance of V \& V testing, and when this testing is appropriate. Let's now investigate how this testing is done. Brute force testing of all possible cases is impossible in systems with any size. Understanding the ways in which the knowledge base will be used by a problem solver can help determine a set of test cases to see whether important features of the system's problem solving behavior are being exercised. In some systems a false alarm is not as bad as missing an alarm, while in others the inverse is true. For example, in an air traffic control system a missed alarm could result in a catastrophe, where in some other type of preventive system a false alarm could mean a great deal of time and/or money to fix a problem that actually never existed. Either of these occurrences could equally result in abandonment of the system. In testing a system it is also important to verify that the system used the appropriate line of reasoning in deriving its conclusion. Explanations describing how and why the system arrived at its solution can be extremely helpful. Being able to investigate intermediate rules and constraints used for a result can often lead to errors that would possibly have never been detected in normal testing.

Methods of validation testing are numerous. Using a group of experts for a face validation is common. This group of experts together assess the validity of the performance of the system using an agreed upon evaluation range. A group of six experts validated R1/Xcon, an early expert system, reviewing its performance on 50 orders [22]. Predictive validation, or using historic test cases with known results and measures of human expert performance, is also frequently used. The choice of test cases must be handled carefully. The test cases should extensively test the knowledge base. The number of test cases may not be as important as the coverage of the test cases [22]. Test cases that were used throughout development of the system are obviously not good test cases for validation purposes. The system will certainly have been altered to handle these developmental cases.

Test cases should include obvious conditions, subtle conditions, boundary conditions, and even meaningless combinations of valid and invalid data.

Turing tests are also an effective validation technique. Turing tests solely examine human performance, without knowledge of the system being tested. After acquiring enough data, the examination results can be used to validate the performance of the system. Such tests have been successfully used on a number of early knowledge based systems including MYCIN [10]. Sensitivity analysis can be performed by changing input variable values and parameters over some range of interest and observing the effects. This technique is especially useful for dealing with uncertainty measures [10]. All of the V \& V techniques mentioned above have their strengths and weaknesses and can be used in combinations to provide more thorough testing.

## $2.3 V \& V$ of knowledge based systems versus conventional software

There are some difficulties in applying verification and validation to expert systems that are not typically found in other software systems. An appropriate analogy: evaluating an expert system is to evaluating conventional software as grading an essay examination is to grading a true-false examination [11]. Tests of conventional software yield true-false results, while tests of experts systems yield more complex results. There may be more than one acceptable answer, or there may be more than one way of stating the answer.

As the above analogy implies, one of the biggest difference in conventional versus knowledge based systems is the fact that knowledge contained in these systems can be very subjective. The knowledge they contain are often the impressions and thoughts of a human expert. Experts certainly do not always agree with one another. The same problem can often be given to two experts in a particular field with two different but correct solutions returned. Both experts will certainly state his/her solution is optimal. Another common occurrence is that software requirements and specifications are nonexistent, imprecise, or rapidly changing [11]. It is often argued it is more work to write the specifications than it is to write the knowledge base directly. When systems are built by refinement and customer interaction, requirements change rapidly.

As is typical in the emergence of newer technologies, lack of a design standard is certainly found in knowledge based systems. There have been many different techniques developed to represent knowledge based systems. Example representations include rulebased systems, frames, objects, and semantic nets. Each representation has its unique characteristics leading to different methods of V \& V. Other related problems encountered include dependency on other components (e.g. knowledge acquisition tools, inference engines), unreliable human expert evaluations, and a lack of modularity.

### 2.4 Knowledge Acquisition

Key to the development of any knowledge based system is knowledge acquisition (KA). KA can be defined as the process of extracting knowledge from a source, usually in the form of a human expert or experts, into a computer system. Because of problems in the areas of knowledge elicitation and knowledge representation, KA has often been termed the "bottleneck" of knowledge based system development [22]. KA can be the most difficult and critical component in the development of these systems. Knowledge must be transformed many times over before being used in a knowledge based system. First, a human must acquire expertise in some domain through experience and/or study. Next, the knowledge engineer must somehow extract this knowledge from the expert and express it in the internal representation of the knowledge base. This extraction process is far from trivial. It is often done by means of interviewing the expert repeatedly for weeks or even months, depending on the complexity of the system. Other ways of acquiring this knowledge include observation, intuition, induction, and data mining. A thorough investigation of a variety of knowledge elicitation techniques can be found in Cooke [4]. A process called incremental development is often used during this stage of development [10]. A chunk of knowledge is elicited, implemented, and tested. Once this chunk is developed and tested, another chunk is chosen and the process begins again.

Much work is currently being done in creating automated knowledge based systems. These systems extract data while continually checking for inconsistencies and gaps. As mentioned previously, there are commercially many available system shells for catching common errors in syntax and rule misuse. These tools are invaluable as knowledge bases
increase in size. They are also often beneficial in providing some type of understandable display of the knowledge as the system uses it. Completely automated KA systems, where the domain expert interacts directly with a knowledge elicitation tool to build the knowledge base, can assist in avoiding the pitfalls created when a knowledge engineer interviews an expert. These pitfalls include insufficient understanding of the domain, misinterpreted information, and the amount of interview time of both the knowledge engineer and expert(s). The MORE [12] system is an example of an automated KA system that helps refine an existing knowledge base. SALT [16] is a KA tool that identifies weaknesses in its knowledge base and tailors the KA process with the expert to strengthen these areas.

### 2.5 Knowledge Representation

A knowledge representation scheme suitable for the problem domain is critical to the success of any KBS. The knowledge engineer must weigh the strengths and weaknesses of different representations in an attempt to decide upon the most suitable one for the particular problem domain. Rule-based systems are by far the most commonly used type of representation. This choice is partly due to the natural expression of knowledge by humans as condition/action relationships [10]. These rules are most often in the form of If-Then expressions. Other representations include semantic nets, frames, objects, logic, or a combination of these.

One major consideration when choosing a representation is its handling of uncertainty. Uncertainty is an important and difficult problem in the development of knowledge based systems and is found in most tasks requiring any kind of intelligent behavior. Humans constantly accomplish handling uncertainties, but getting a computer to deal with uncertainty is much more difficult. There are many sources for uncertainty in systems. Data is often missing, unreliable, ambiguous, conflicting, or even just a user's best guess. Given this, uncertainty schemes have been developed to represent these cases. These instances are where mathematics, particularly probability, makes its mark on knowledge based systems. Schemes dealing with uncertainty include Fuzzy logic [38], certainty factors [35], influence diagrams [32], Dempster-Shafer Theory of Evidence [5, 33], Bayesian
probabilities [24], and the representation used in this research - Bayesian Knowledge Bases [30]. Each of these approaches have their unique advantages and disadvantages.

### 2.6 The Bayesian Knowledge Base representation

BKBs are a new, powerful, and highly flexible knowledge representation [30]. BKBs are closely related to Bayesian networks [24] and in fact subsume them. BKBs, just as Bayesian networks, are strongly based upon probability theory. This foundation allows a framework for enabling inferencing over incomplete knowledge. In contrast to BKBs, Bayesian networks demand for a complete specification of probability distributions can make knowledge acquisition, knowledge base creation, and inferencing quite difficult and cumbersome. When incompleteness exists in Bayesian networks, inferencing is not possible. Even when no incompleteness exists, the computation for computing belief networks through conditional probabilities given some observed evidence is in fact NP-hard [3]. These limitations of Bayesian networks have been overcome through the use of BKBs. BKBs avoid an over-defined system easing maintainability, verification, and validation. They are more powerful from the fact that they are specifically designed for allowing incompleteness [30]. However, when desired conclusions are unable to be drawn from the knowledge base given the appropriate evidence, this incompleteness needs to be corrected through incorporation into the knowledge base.

In the BKB representation, as in Bayesian networks, random variables (RVs) are used to represent objects and/or events in the world. These RVs are then instantiated with state values and are used in combination with one another to model the current state of the world. Inferencing over this knowledge representation then involves computing the joint probabilities of these RVs. This type of inferencing is known as belief revision. Belief updating is also possible and involves finding the probability of any I-node based upon some evidence. Belief revision is more useful in diagnostic domains where the exact probability of any particular element is not as useful as the inclusion of an element [9].

BKBs are built through the combination of instantiation nodes, support nodes, and arcs. An example BKB is shown in figure 2.1. Instantiation nodes, or I-nodes for short, are represented by an oval. An I-node represents one instance of an RV. The arcs represent
the relationships between these I-nodes. Support nodes, or S-nodes, are represented by smaller rectangles or circles. S-nodes are assigned probabilities that are associated with one or more I-nodes. In figure 2.1, I-node Clouds = Heavy is supported by a single S-node with a probability of 0.1500 . I-node Sidewalk $=$ Wet is supported by the single I-node Clouds $=$ Heavy through an S-node probability of 0.8500 . In order for the S-node to be active, the supporting I-node, in this case Clouds $=$ Heavy, must be active.


Figure 2.1 Example BKB.

Some constraints of this BKB representation include the following:

- All I-nodes must have at least one parent S-node.
- All I-nodes are unique. Different instantiations of the same RV must have distinct values.
- Support conditions for an RV instantiation must be mutually exclusive. Only one S-node may be active at any one time in the support of an I-node.
- Cyclic knowledge is not allowed. A node is not allowed to support itself.
- Only one instance of an RV may be active at any one time. Being concerned with only one particular state of the world at a time mandates this constraint.
- Probabilities from the same RV may not sum to values greater than 1. Probabilistic reasoning demands do not allow this.

For a complete discussion of these constraints see Banks [2].

### 2.7 Knowledge Base Errors

Imperfect information is ubiquitous - almost all the information that we have about the real world is not certain, complete, or precise [23]. It is critical for the knowledge engineer to understand that these conditions exist during creation of a knowledge base. Three concepts that are essential for V \& V of BKBs are inconsistency, incompleteness, and incorrectness [31]. Inconsistency in a BKB is primarily related to probabilistic values. For example, conditional probabilities summing to greater than one. These types of errors are often discovered and corrected within the knowledge acquisition process. When this form of inconsistent knowledge is introduced into the PESKI system, the knowledge engineer is immediately informed through a continuously updated status window. This process assures that knowledge is consistent throughout the entire knowledge building process.

Incorrectness is probably the most difficult of errors to detect and correct, and is certainly the least addressed area of validation. This form of error occurs when a query to the system results in an incorrect solution. Finding the location of the error can be difficult, and correcting it even harder. This aspect of validation will continue to be addressed through a variety of approaches such as sensitivity analysis and neural network reinforcement learning techniques $[31,29]$.

Incompleteness exists when a set of input values is passed to the system and fails to arrive at a conclusion. This type of omission can be very difficult to detect and locate as well. Knowledge base incompleteness can be both intentional, particularly in the case of

BKBs, or unintentional as in an oversight. Incompleteness can come from several different sources. Human error is often the major source for this type of error. Experts often have difficulties in conveying complete heuristic knowledge to the knowledge engineer. This lack of information often leads to incompleteness in the knowledge base. Often information is missing during development of the knowledge base and is left out for future modifications. Other types of knowledge are yet to be discovered, particularly in some areas such as medicine, where new types of drugs and medications are constantly under development. For these and other reasons, the ability to handle incompleteness is critical in the validation of these systems. This ability is even more critical in a representation like BKBs, in which the ability to incorporate incompleteness is an advantage and a normally desired quality of the representation.

Incompleteness can occur in several different ways:

- Missing links - Relationships between I-nodes are missing.
- Missing RVs
- Missing states

Each of these are addressed in this research and are further discussed in the following chapter.

The origin ${ }^{2}$ of incompleteness in a BKB is the direct dependency region ${ }^{3}$ of an evidence item from a test case. This direct dependency region must be modified through the addition of a link or links to the corresponding answer item or it's direct dependency region in the BKB. This addition of a link must be done in a manner that places the answer item in the direct dependency region of the evidence. Only then is the incompleteness dissipated. Without some type of automatic correction, the knowledge engineer must be presented the information contained in the BKB in a manner suitable for the addition of this incompleteness. The methodology developed through this research graphically presents the BKB in a manner suitable for a knowledge engineer to locate this area of

[^3]incompleteness. The incompleteness link can then be added to the BKB for future inferencing. This link is added by the tool in a manner that forces maintaining the rules of the BKB representation. The next chapter discusses further these ideas and the methodology developed through this research.

## III. Methodology

This chapter describes a methodology to handle incompleteness caused by missing links in a Bayesian knowledge base (BKB). The incompleteness links are identified and located in the BKB using test cases. As discussed in the previous chapter, test cases are a commonly used method for validating knowledge bases. When test cases lack a direct dependency connection (formally defined in section 3.2.2) from the evidence and answer items, the knowledge engineer previously had only the option to begin the data mining utility, or return to the normal knowledge acquisition mode to correct the incompleteness. This chapter will introduce another method of handling incompleteness through a graphical approach. This graphical presentation of the BKB gives the knowledge engineer a means of locating and correcting the incompleteness found in the test case. Some other desired traits of this methodology include the following:

- Maintain the structure of the previous information contained in the BKB. Correcting the incompleteness while at the same time removing other necessary information contained in the knowledge base is obviously an ineffective way of performing validation. An assumption is made that information not addressed by the current test case in the BKB is correct. Any structural changes the methodology permits are contained in the evidence/answers direct dependency regions.
- Not allow the knowledge engineer to input information into the BKB that violates the knowledge representation rules (e.g. circularity, mutual exclusion, etc) [2]. The ability to allow only solutions that do not violate BKB knowledge representation constraints should be presented to the user.
- Inherent with any large knowledge base is the problem of finding where the incompleteness exists in order to fix the problem. The tool should avoid presenting too much information that overwhelms the knowledge engineer, particularly in larger knowledge bases.
- Similar to the first goal, correcting one area of incompleteness will not undo a previously made correction.


### 3.1 PESKI Validation

This section defines some important terms, and discusses the methodology used to handle validation in the PESKI system.
3.1.1 Test Cases. Test-cases are formally defined in the following definition from Lyle [14].

Definition 1 Let A be the set of all random variable instances specific to the test-case as answers, and $A \neq \emptyset$.

Let $E$ be the set of all random variable instances specific to the test-case as evidence, and $E \neq \emptyset$.
Let random variable $\left(A_{i}\right)$ be the random variable of the $i^{\text {th }}$ element of $A$.
Let random variable $\left(E_{j}\right)$ be the random variable of the $j^{\text {th }}$ element of $E$.

- For all elements $A_{i}$ in $A$, there does not exist an element $A_{j}$ in $A, i \neq j$, such that the random variable $\left(A_{i}\right)=\operatorname{random} \operatorname{variable}\left(A_{j}\right)$.
- For all elements $E_{i}$ in $E$, there does not exist an element $E_{j}$ in $E, i \neq j$, such that the random variable $\left(E_{i}\right)=$ random variable $\left(E_{j}\right)$.
- For all elements $A_{i}$ in $A$, there does not exist an element $E_{j}$ in $E$ such that the random variable $\left(A_{i}\right)=$ random $\operatorname{variable}\left(E_{j}\right)$.
- For all elements $E_{i}$ in $E$, there does not exist an element $A_{j}$ in $A$ such that the random variable $\left(E_{i}\right)=\operatorname{random} \operatorname{variable}\left(A_{j}\right)$.

As mentioned previously, test cases are the basis for validation in the PESKI system. These test cases are submitted to the system and the results are compared to expected results. The test cases are used to validate the BKB through a number of steps using the PESKI system. Figure 3.1 depicts the flow of a test case through PESKI. The PESKI system validation tools place some assumptions upon the supplied test cases. The test cases used in knowledge base validation are constrained in that they are assumed correct in their entirety. The knowledge engineer's burden is to ensure that each test case is completely valid. In addition, it is important to understand that each evidence item is
directly related to each answer item, and vice versa. If this is not so, the non-contributing evidence or answer item should not be a part of the "valid" test case. Since all answers are in each evidence item's dependency region, the intersection of all the evidence dependency regions should be non-empty and contain, at a minimum, all answer instances [14]

PESKI internal validity tests also ensure there are at least one evidence and one answer item in the test case, and that the evidence/answer(s) are currently contained in the knowledge base. Incompleteness existing from missing random variables and/or states in the knowledge base must be handled through the regular knowledge acquisition process or through data-mining information queries. The PESKI data mining and knowledge acquisition tools allow the addition of the necessary random variables and their instantiations to the BKB for future validation efforts. The verification and validation (V \& V) user interface only allows for RVs and states already existing in the currently loaded BKB for selection as either an evidence or answer node. If the test case is invalid, resubmission of a valid test case is required. If the test case is valid, it's then checked to ensure enough information is contained in the knowledge base so that inferencing can occur. This check uses the concept of direct dependency regions which are described in the following section.
3.1.2 Direct Dependency Regions. Direct dependency regions are the key to validation efforts in the PESKI environment and are formally defined below. RV instances directly dependent upon one another are connected by a sequence of parent or child relationships. Therefore, I-node A is directly dependent upon I-node B if there is a sequence of parent nodes, or a sequence of child nodes, between A and B that connect the two nodes. Figure 3.2 shows the direct dependency region for the evidence item $\mathbf{D}=1$. Formally from Lyle [14],

Definition 2 A random variable instance $A$ is directly dependent on a random variable instance $B$, if and only if there exists a sequence of $n$ random variable instances

$$
\left\{A, X_{2}, \ldots, X_{n-1}, B\right\}, \text { where } n \text { is positive integer, and }
$$



Figure 3.1 Test Case Flow. Test case flow through the PESKI system

1. Each element $S_{i}$ in the sequence of random variable instances is an element of a support condition of $S_{i-1}$, for all $i, 2 \leq i \leq n$,
or
2. Each element $S_{i}$ in the sequence of random variable instances is an element of a support condition of $S_{i+1}$, for all $i, 1 \leq i \leq n-1$.

After validating a test case, the next step is to check for direct dependency region connections between the evidence and answer items. If the evidence and answer(s) are found to be both contained in the same direct dependency region, in the case that no incompleteness exists, the BKB is then passed to a tool for probabilistic validation. This tool is further described in section 3.2.3

If the direct dependency region check fails, incompleteness exists in the test case and needs to be corrected in the knowledge base structure. The knowledge engineer then has


Figure 3.2 Direct Dependency Region. Region within dotted line is the direct dependency region of item $\mathbf{D}=\mathbf{1}$.
three options for correcting this incompleteness. The PESKI data mining tool can be used if the knowledge engineer feels electronic information may be available to the tool that will correct the BKB incompleteness. This information can be in the form of data files, textbased web pages, on-line encyclopedias, and others. If the data mining process is unable to solve the incompleteness, the graphical incompleteness tool built within this research can be utilized. If the incompleteness requires complex modifications to the knowledge base and data mining is not able to solve the problem, the normal knowledge acquisition mode in PESKI should be used. Complex modifications can include the addition of missing I-nodes and/or S-nodes, multiply connected incompleteness links passing through nodes outside of the direct dependency regions of the test cases' evidence and answer(s), the correction of any incorrectness located, or any necessary deletions in the BKB.
3.1.3 BVAL. When either the identified incompleteness from the test case is corrected or no test case incompleteness exists in the BKB, the BKB is passed to BVAL for further validation testing [9]. BVAL is a tool used for validating probabilistic BKBs.

It incorporates validation through rule-based and neural network techniques to provide some automatic correction of the probabilistic knowledge in the BKB. BVAL incorporates upscaling and downscaling of the probabilities of S-nodes as necessary to ensure the test case is valid in the BKB. A limitation of BVAL is its handling of incompleteness. When BVAL encounters incompleteness, it will either make assumptions about the test case or remove test case information (either evidence or answer items). This can result in invalid test cases and incorrect conclusions by the system. This research identifies incompleteness before BVAL is invoked, so that when BVAL is executed the incompleteness no longer exists. Further details concerning BVAL can be found in Gleason [9].

### 3.2 Graphical Incompleteness Handling

Although consideration of a methodology to present possible solutions through a textual interface was considered, the combinatorial explosion of possibilities as the size of the BKB increased made this approach infeasible. Therefore, a graphical solution for the incompleteness handling was pursued. A visual interactive approach allows the knowledge engineer to examine the knowledge base for completeness as well as accuracy. The knowledge engineer interacts with the system and actively influences the solution, thereby not forcing the generation of possible solutions from which the user must select a preferred choice. This type of correction also avoids any non-sensical modifications and/or assumptions that an automatic validation tool may make. The ability to view portions of the knowledge base where problems are occurring can provide a great deal more information than a text-based method would provide. Graphical depictions of the BKB were already implemented in the PESKI system for use with other tools, namely the knowledge acquisition phase. The incompleteness methodology extends the graphical presentation of the BKB into a display for allowing incompleteness correction in an intuitive fashion.

Ideally, incompleteness would be handled through some type of automatic process that would ensure correction. However, automatically performing this correction requires some "sense" and awareness of the knowledge that is missing. If this "sensing" was possible, then the incompleteness should already have been corrected by the system and not ever allowed to exist in the knowledge base. Previous work by Lyle [14] attempted this
automated form of correction. These manipulations involved examining the nearby relationships of the evidence and answer nodes and attempting to correct the incompleteness discovered. Lyle states one limitation of this approach is indeed the idea of "choice." With any automated choice, there is the possibility that invalid information will result. Assumptions and modifications that were made during Lyle's work proved to be invalid in other domains.

The most reliable source for incomplete knowledge leads back to the expert or the knowledge engineer. Data mining provides a mechanism for automatic incorporation of knowledge into a knowledge base; however, this incorporation can only occur if the knowledge is contained in the data that is to be mined. Certainly this electronic form of information will not always be available, particularly when the knowledge base was created from this information. Completely automatic changes may also be unwelcome to a knowledge engineer who has been creating a knowledge base for what is often a very lengthy period of time, without, at a minimum, the approval of these changes. For these reasons, the knowledge engineer should be responsible for the handling or approval of any modifications of the knowledge base.

### 3.2.1 Methodology. We have defined incompleteness in three ways.

- Missing links
- Missing RVs
- Missing states

As mentioned previously, incompleteness caused by missing RVs or states can be corrected through data mining or through the normal knowledge acquisition modes of PESKI. Of concern in the remainder of this research is unintentional incompleteness caused by missing links or relationships between I-nodes. After the test case direct dependency region check has discovered this type of incompleteness, the methodology begins by presenting the BKB in a graphical format that allows for the location of the incompleteness. This is further aided by distinctly displaying the direct dependency regions of the evidence and answer items from the incomplete test case in the BKB. The ability to traverse anywhere
in the BKB is also allowed to assist the knowledge engineer by allowing him/her to search for pertinent information. The incompleteness link should be allowed irregardless of the location of the nodes within the BKB, as long as the BKB representation constraints are not violated. The addition of a link can cause constraints to be violated if care is not taken to avoid these situations. Some links between nodes cannot be allowed at all, while others must be specially handled.

This methodology contains two modes of incompleteness correction - an add mode as well as an insert mode. These modes allow for correction of incompleteness in several forms. The methodology embodied in these modes, as well as examples of their usage will be discussed further.

After locating the source node(s) of incompleteness, the knowledge engineer is allowed to select an extend ${ }^{1}$ I-node for correction of the incompleteness. The extend I-node must be either the evidence or answer node or a direct dependency descendant of either the evidence or answer node. The location of the target S-node is dependent upon the currently active mode. In add mode, the target node must be a direct dependency ancestor of the corresponding evidence or answer node. In insert mode, the target node may be any node, either descendant or ancestor, in the direct dependency region of the corresponding evidence or answer node. These restrictions ensure that the directed link will be placed in the correct cause/effect direction and will also resolve the current incompleteness problem. Selection of the extend and target nodes in any other manner will not correct the incompleteness due to the direct dependency relationships between the nodes.

After extending the I-node, these allowed target S-nodes are clearly identified to the knowledge engineer. These allowed target S-nodes will guarantee the correction of the incompleteness and avoid any BKB constraint violations. Reasons for a non-colored S-node in each of the two separate modes follow:

In add mode:

[^4]1. The S-node is in the child segment of the target's direct dependency region and would not solve the incompleteness problem if targeted.
2. The $S$-node is not in the direct dependency region of the current test cases evidence or answer's item (depending upon which was extended), and will not provide a solution to the current incompleteness problem.
3. The S-node is a parent of an I-node that is an instantiation of the same RV and cannot be dependent upon one another due to Constraint 6 of the BKB representation rules from Banks [2].

In insert mode:

1. The S-node has a child I-node or parent I-node which is an instantiation of the same random variable and cannot be connected to one another due to Constraint 6 from Banks [2].
2. The S -node is not in the direct dependency region of the current test cases evidence or answer's item (depending upon which was extended), and will not provide a solution to the currently focused incompleteness problem.
3.2.1.1 Add Mode. The add mode allows for the addition of a link between an extended I-node and a targeted S-node. The add mode never removes any links, and therefore avoids creating any added incompleteness. This addition alone also ensures that correcting one area of incompleteness does not invalidate any previously made corrections. After the location of the needed incompleteness link has been found and the selection of the extend I-node and target S-node have been selected, with the exception of one case, the link may be simply added. If the selected target S-node has as a parent a different instantiation of the same RV as the extended I-node, the link is not able to be simply added. In this case, a new S-node must be created before the addition of any links. Probabilities of any affected or added S-nodes must then be modified by the knowledge engineer. At no time are probabilities modified automatically through this graphical incompleteness methodology.

The following methodology is introduced for the addition of a link:

- If the targeted S-node has a parent with the same RV:

1. Create a new S-node.
2. Link the extend I-node and the target I-node through the new S-node with the addition of links.
3. Link the remaining parents of the original targeted S-node, other than the common RV I-node, to this new S-node.

- Else,

1. add the new link from the extended I-node to the targeted S-node.

- The probability of any affected S-node, whether new or structurally modified, can be adjusted through the interface menu.
3.2.1.2 Insert Mode. The insert mode allows for the insertion of a selected I-node into the region containing a targeted S-node. The location of this target S-node becomes a new location for the selected I-node, while maintaining any parent and child relationships the selected I-node previously contained. The target S-node becomes a child of the extended I-node. Again, probabilities of any affected S-nodes must then be modified by the knowledge engineer. The following methodology is introduced for the insertion of an I-node:
- Create a new S-node.
- If only a single S-node exists above the extended I-node with no further parents above the S-node, delete this parent S-node. This is to prevent the mutual exclusion conflict of Constraint 4 from Banks [2].
- Delete the links, if any, from the targeted S-node to its parents.
- Link the parents of the targeted S-node, if any, to the new S-node.
- Link the new S-node to the extend I-node.
- Link the extend I-node to the target S-node.
- The probability of any affected S-nodes, whether new or structurally modified, can be adjusted through the interface menu.


### 3.3 Summary

Summarizing this chapter, a high level methodology was introduced for PESKI validation. This methodology involves test case validation using the concept of direct dependency regions to locate incompleteness in a BKB. The different forms of incompleteness and how each of these may be addressed through the existing data mining utility and knowledge acquisition modes of PESKI, as well as the graphical incompleteness handling methodology introduced within this chapter, are discussed. This methodology uses a graphical representation of the BKB to assist the knowledge engineer in locating and correcting the area of incompleteness. Two modes, an add mode and insert mode, are introduced for the addition of this incompleteness link. The next chapter will introduce the graphical incompleteness tool which embodies the methodology introduced in this chapter.

## IV. Graphical Incompleteness Tool

This chapter introduces the tool developed through this research and based upon the methodology introduced in the previous chapter. The incompleteness tool first begins by presenting a graphical depiction of the BKB, which contains the currently focused evidence and answer items, as well as a varying number of direct dependency related nodes. The evidence and answer direct dependency regions are presented in unique colors from the remainder of the BKB for easy identification (See figure 4.1). The evidence and answer items themselves are also easily identified through the distinct rhombus shape of the I-node itself. The evidence in this case is the node $\mathbf{b}=\mathbf{1}$, while the answer is the node containing $\mathbf{f}=\mathbf{1}$. In this particular example, the entire BKB is displayed to the user. It is important to note that the evidence and answer items may share areas in their direct dependency regions; however, incompleteness may still exist. These shared areas of direct dependency region are displayed in a unique color as well. An example of shared direct dependency regions is shown in figure 4.2.

When the knowledge base is small enough (which is most likely rare), one can examine all relationships in order to ensure completeness and accuracy. When the knowledge base is large, care has to be taken that an overload of information does not occur. The number of direct dependency region parent and child nodes, or levels ${ }^{1}$, first presented to the user of the tool is dependent upon the size, particularly the width, of the first level of the direct dependency region. In order to avoid an overload of information to the user, the tool will present a number of levels that, at a maximum, will contain three levels up and down the direct dependency region for both the evidence and answer nodes. The user has the ability, as needed, to traverse up and down the direct dependency regions to locate any particular nodes of interest or nodes necessary for correction of the incompleteness. This action is accomplished by selecting a node in the current display region, which then displays any parent or children nodes of the selected node, if not already displayed. These new nodes will be displayed to the user in their appropriate shapes and colors.

[^5]

Figure 4.1 Direct Dependency Regions. The direct dependency region of the evidence $\mathbf{a}=1$ is shown in orange, the answer $f=1$ is shown in green.


Figure 4.2 Overlapping Direct Dependency Regions. The overlapping direct dependency region of the evidence $\mathbf{e}=\mathbf{e}$ and answer $\mathbf{f}=\mathbf{f}$ is shown in blue.

The user also has the ability through the user interface to display any I-node whether the item is contained in a direct dependency region or not. This "goto" feature allows for locating other instantiations of RVs in the BKB that can sometimes be used to help more quickly identify where missing links of incompleteness should exist.

The user, in order to correct the incompleteness, must select areas within the direct dependency regions of the evidence and answer to be connected to one another. The connections allowed by the tool maintain the allowable structure of the BKB representation by not permitting any violations of established constraints. It's important to realize test cases can be presented with the evidence item(s) located anywhere in the BKB, even at the bottom leaves of the BKB structure. The same can be stated for the answer item(s) in a test case. The tool allows for the ability to handle the incompleteness correction in either cause/effect direction.

It may be necessary to run the tool multiple times for any given test case, dependent upon the number of evidence and answer items, as well as the quantity of incompleteness present in the test case. This is partly because of the fact that fixing one link of incompleteness may or may not fix all remaining incompleteness in a test case. The tool presents one incomplete occurrence at a time, with the relevant evidence item and answer item. Only after correcting the current incomplete occurrence, does the tool present any remaining incompleteness occurrences that may still exist in the test case. Therefore, the tool may execute a maximum number of times equal to the cardinality of the evidence items times the cardinality of the answer items in the test case.

The user must first select an extend I-node as well as a target S-node for incorporation of a new link into the BKB. As mentioned in the previous chapter, the selected I-node must be the evidence or answer, or a child of either. This ensures the connection will be placed in the proper direction. After selection of an extend I-node, the tool displays highlighted S-nodes that may be selected for addition of a link while at the same time correcting the incompleteness between the evidence and answer items. The allowable S-nodes are displayed in red for identification purposes and are dependent upon which mode the user is currently in. Figure 4.3 shows an extended I-node in add mode, in this case $\mathbf{b}=1$, and the selectable target S-nodes, which are displayed in red. At any time, the user is allowed
to change modes through the menu interface, which will unselect all I-nodes and reset any colored S-nodes currently in the BKB. The following sections provide further information and demonstrates the methods developed. Appendix B also discusses a measure of BKB incompleteness and the graphical incompleteness corrections' effects relative to a complete Bayesian network.

### 4.1 Add Mode

The add mode allows for the addition of a link between an extended I-node and a targeted S-node. The add mode does not remove any links, and therefore, does not create any additional unintentional incompleteness. There is only an addition of information to the BKB. This addition alone also ensures that correcting one area of incompleteness will not invalidate a previously made correction. There are two separate cases that can occur in this mode:

Case1: This case occurs when a simple addition of a link is required, and there are no common RVs found between the extend I-node and the surrounding I-nodes of the target S-node. Figures 4.3 through 4.5 demonstrate case 1 sequentially. In this test case, $\mathbf{b}=$ $\mathbf{1}$ was presented as evidence and $\mathbf{f}=\mathbf{1}$ as the answer. The I-node $\mathbf{b}=\mathbf{1}$ was selected as the extend node. Notice the S-node above the I-node $\mathbf{A}=\mathbf{2}$ is not allowed to be targeted because it's a different instantiation of the same RV and therefore may not be linked to the extended I-node $\mathbf{A}=\mathbf{1}$. The S-node with a value of 0.7500 is displayed in red as an allowable target S-node. After targeting this S-node as is shown in figure 4.4, and next extending, the resulting BKB is displayed as in figure 4.5. The probabilities of any affected S-nodes may now be adjusted through the interface menu. It can be seen that the evidence and answer are now contained within the same direct dependency region. This BKB can now be passed on to BVAL for probabilistic validation.


Figure 4.3 Extended I-node in add mode. Allowed target S-nodes are shown in red.


Figure 4.4 Targeting S-node in Add mode. The S-node with value of 0.7500 is targeted for incompleteness correction


Figure 4.5 Resulting BKB. Add mode - Case 1

Case2: This case occurs when an I-node is extended that targets an S-node that has as a parent a different instantiation of the same RV. These nodes cannot be directly linked to one another due to constraint 6 of the BKB representation from Banks [2]. When this situation occurs, the tool must create a new S-node for extend purposes. Figure 4.6 through figure 4.7 demonstrates case 2 occurring sequentially. In this test case, $\mathbf{a}=\mathbf{1}$ was presented as evidence and $\mathbf{f}=\mathbf{1}$ as the answer. The I-node $\mathbf{a}=\mathbf{1}$ was then selected as the extend node. It can be seen that the I-node $\mathbf{f}=\mathbf{1}$ has as a parent the I-node $\mathbf{a}$ $=2$. The S -node with a value of 0.7500 was highlighted in red as an allowable target S-node. The S-node has also changed form from a rectangle to a circle. This is a signal to the user that if this node is chosen as the target S-node, a new S-node will be created when extended. This is shown in figure 4.6. After targeting the node as is shown in figure 4.7, and next extending, the resulting BKB is displayed as in figure 4.8. The probabilities of the S-nodes, whether new or structurally modified in any way, can then be adjusted through the interface menu. Probabilities of S-nodes are not automatically changed at any time during the usage of the tool.


Figure 4.6 Extending I-node in Add mode - Case 2. The I-node $\mathbf{a}=\mathbf{1}$ is chosen for extending.


Figure 4.7 Targeting S-node in Add mode - Case 2. The S-node with value of 0.7500 is targeted.


Figure 4.8 Resulting BKB. Add mode - Case 2

### 4.2 Insert Mode

The insert mode allows for the insertion of a selected I -node into the region containing a targeted S-node. The location of the S-node selected becomes a new location of the selected I-node, while at the same time keeping any parent and child connections the selected I-node previously possessed. After selecting an extend I-node, the allowed Snodes are once again highlighted in red as shown in figure 4.9. This is quite similar to the add mode, except it's important to realize that both the parent S-nodes as well as the child S-nodes are possible candidates for target selection now due to the insertion of the extended node into the direct dependency region of the applicable answer/evidence item. Unlike in add mode, the insertion can correct the incompleteness in either of these parent or child regions. In this example, the test case presented $\mathbf{b}=\mathbf{1}$ as evidence and $\mathbf{f}=\mathbf{1}$ as the answer. The I-node $\mathbf{b}=\mathbf{1}$ was selected as the extend node. The S -node with a value of 0.7500 is displayed in red as an allowable target S-node. After targeting this node as is shown in figure 4.10, and next extending, the resulting BKB is displayed as in figure 4.11.


Figure 4.9 Extending I-node in Insert mode. The I-node $\mathbf{b}=\mathbf{1}$ is chosen for extending.


Figure 4.10 Targeting S-node in Insert mode. The S-node with a value of 0.7500 is targeted.


Figure 4.11 Resulting BKB. Insert mode

It's important to note mutual exclusion can possibly occur from the changes made in insert mode. Mutual exclusion occurs when the support conditions of an RV state are not uniquely distinguishable from one another. Therefore only one of its supports are allowed to be active at any one moment in time. When a mutual exclusion violation is present in the BKB, the knowledge engineer is informed through the status window. This problem can then be corrected in the PESKI knowledge acquisition tools or the data mining tool. Mutual exclusion is allowed in this mode to give the knowledge engineer freedom to make the needed changes, even if mutual exclusion occurs sometime during these changes.

## V. Results

The previous chapter presented the graphical incompleteness tool used for resolving test case incompleteness. This chapter presents some concrete examples of the incompleteness corrections presented in Chapter 3.

### 5.1 Add Mode - Case 1

The following test case is presented to PESKI:
Evidence is: Sprinkler $=0 n$
Answers are: Sidewalk = Wet
The evidence and answer are not directly dependent upon one another due to incompleteness in the BKB as shown in figure 5.1. In this case Sprinkler $=\mathbf{O n}$ and Sidewalk $=$ Wet logically should be connected to one another. These I-nodes cannot be simply linked to one another through an additional S-node due to the mutual exclusion restraint. If Sprinkler $=\mathbf{O n}$ was linked directly to Sidewalk $=$ Wet, two I-nodes with their respective S-nodes could be active at the same time. Therefore, the graphical incompleteness tool ensures that the connection is linked to an already existing S-node. The I-node Sprinkler $=\mathbf{O n}$ is extended and the S -node with a value of 0.75 is targeted as shown in figure 5.2. The resulting BKB is shown in figure 5.3. From these results, the evidence and answer items are now contained within each others direct dependency regions, and the incompleteness is resolved.


Figure 5.1 Add Mode Case 1. Evidence: Sprinkler = On, Answer: Sidewalk = Wet


Figure 5.2 Add Mode Case 1 - Extended I-node and Targeted S-node.


Figure 5.3 Add Mode Case 1 - Resulting BKB.

### 5.2 Add Mode - Case 2

The following test case is presented to PESKI:

```
Evidence is: Sprinkler = Off
    Rain = Heavy
```

Answers are: Sidewalk $=$ Het
The evidence and answer are not directly dependent upon one another due to incompleteness in the BKB as shown in figure 5.4. In this case Sprinkler $=\mathbf{O f f}$ and Rain $=$ Heavy are both evidence that can cause Sidewalk $=$ Wet. The I-node Sprinkler $=$ Off is unattached to the dependency region of Sidewalk $=$ Wet. Currently, only the combination of Sprinkler $=\mathbf{O n}$ and Rain $=$ Heavy is currently contained in the BKB. The I-node Sprinkler $=\mathbf{O f f}$ is extended and the S-node with a value of 0.75 is targeted as shown in figure 5.5. This S-node is circular in shape signifying that a new S-node will be created. The new S-node contains the desired evidence as parents. The resulting BKB is shown in figure 5.6.


Figure 5.4 Add Mode Case 2. Evidence: Sprinkler = Off, Rain = Heavy, Answer: Sidewalk = Wet


Figure 5.5 Add Mode Case 2 - Extended I-node and Targeted S-node.


Figure 5.6 Add Mode Case 2 - Resulting BKB.

### 5.3 Insert Mode

The following presents an example of when the insert mode is necessary for correction of existing incompleteness. The following test case is used for the BKB shown in figure 5.7:

Evidence is: Rain = Heavy
Answers are: Sidewalk $=$ Wet
When there are dark clouds in the sky, the probability of rain is often quite high. In this case the RV Rain = Heavy has been accidentally omitted from the dependency region of Sidewalk $=$ Wet. It is intuitive that Rain $=$ Heavy needs to be placed between the RVs Clouds = Heavy and Sidewalk = Wet. The user, after changing to insert mode, can then extend the I-node Rain = Heavy and target the S-node above Sidewalk $=$ Wet as in figure 5.8. After extending, the resulting BKB is shown in figure 5.9.

### 5.4 Functionality of the Graphical Incompleteness Methodology

With the understanding of the functionality of the graphical incompleteness tool, the question arises whether or not this functionality allows for any addition of an incompleteness link between two nodes direct dependency regions. The functionality of the add and insert modes together have been used to recreate a highly connected BKB starting with only non-connected I-nodes. All links in this BKB were removed so that only the required single S-node existed above each of the I-nodes. The graphical incompleteness tool was then able to recreate the BKB links after receiving the necessary number of test cases. The order the test cases were given to PESKI determined the amount of insertions versus additions that were necessary. Since this BKB was able to be totally constructed using only the graphical incompleteness tool, this demonstrates that any one incompleteness link may be handled by the graphical incompleteness tool for even a highly connected BKB.


Figure 5.7 Insert Mode . Evidence: Rain = Heavy, Answer: Sidewalk = Wet


Figure 5.8 Insert Mode - Extended I-node and Targeted S-node.


Figure 5.9 Insert Mode - Resulting BKB.

## VI. Conclusions

With the increasing presence of knowledge based systems, and the critical nature of many of its applications, verification and validation (V \& V) of these systems is becoming increasingly important. While verification is at the forefront of currently focused research, validation methods of handling inconsistency, incompleteness, and incorrectness are scarce. PESKI is designed to be an integrated framework for the entire lifecycle of a knowledge based system using the Bayesian knowledge base (BKB) representation. This integrated framework includes V \& V and the handling of these types of errors. Understanding that incompleteness in a BKB is a feature of the knowledge representation makes incompleteness handling in PESKI even more critical. The methodology developed through this research graphically presents a BKB to a knowledge engineer for the correction of incompleteness. This graphical incompleteness tool in conjunction with the data mining tool and BVAL provides a knowledge engineer the ability to efficiently validate a knowledge base. The combination of these tools provide PESKI the ability to handle the entire lifecycle of a knowledge based system; from the knowledge acquisition phase using the knowledge acquisition and/or data mining modes of PESKI, to the $V$ \& $V$ and subsequent use of the knowledge base.

Both strengths and weaknesses of this approach were brought forth through this research. Some of the advantages noted include the following:

- The presenting of BKBs in a graphical user interface seems intuitive. The ability to quickly identify areas of direct dependency regions of both the evidence and answers from a test case can greatly aid the visualization of incompleteness. Graphical depictions of the knowledge provides explanation in the form of intermediate nodes that can be investigated for correctness and completeness. This graphical means of accessing and editing knowledge is fairly unique in the knowledge based systems field. Some commercial systems exist that allow knowledge base creation through graphical visualization, however, these systems do not extend knowledge base activity into the validation realm.
- The incremental fixing of incompleteness in test cases is achieved. As mentioned previously, the correction of one link of incompleteness can often correct other incomplete links involved in the same test case. Incremental fixing can simplify correcting test cases with multiple instances of incompleteness, rather than requiring the knowledge engineer to resolve the test case in a single step.
- The problem space is limited by displaying only direct dependency regions, which often may be small areas relative to the overall size of the BKB. The tool often made incompleteness changes fairly trivial despite a large display of nodes in some larger BKBs. Despite the large size of the BKB, after locating and extending the desired I-node, the number of possible target S-nodes were quite small and easily located and targeted. This visual assistance can really limit the amount of time that may be spent finding the incompleteness location(s).
- The manner in which the tool graphically displays the BKB and its surrounding nodes makes it possible to discover incorrectness when incompleteness may have been suspected. This detection can be very important. If automatic corrections were attempted, the system may have made non-sensical corrections and further damaged the knowledge base. When incorrectness is discovered, it can be noted and corrected in the normal knowledge acquisition mode of PESKI.

Some of the disadvantages include the following:

- Inherent with any large knowledge base is the difficulties of locating the incompleteness nodes as well as making the proper corrections for validation. The display region can, depending upon overall size as well the direct dependency region sizes of the active evidence and answer nodes, be rather large. This scalability issue will remain a problem in any type of visual format for knowledge bases. Techniques for reducing this problem would greatly assist these types of tools.
- The tool is not a "cure-all" for any incompleteness that is discovered. It may be necessary to partially correct or completely correct the incompleteness through the normal knowledge acquisition mode of PESKI. This situation occurs when the incompleteness fix demands more than the addition of a single link or the addition of
a link which ties to an S-node which currently does not exist. If the S-node does not already exist, then further incompleteness has been discovered. It can often be helpful when finding incompleteness in a test case, to further break down the test case into smaller test cases that are subsets of the previous test case. This technique can assist in both the discovering and the handling of multiple incompleteness links that may exist.


## VII. Recommendations for Future Research

This chapter presents some ideas for future work related to this research area. Some enhancements to both the graphical incompleteness tool and the knowledge acquisition phases of PESKI are discussed.

### 7.1 Graphical Incompleteness Tool enhancement

An extension to further enhance the graphical incompleteness tool to allow multiple links of incompleteness to be added to a BKB. The tool currently allows only a connection from the direct dependency region of the evidence/answer to the direct dependency region of its corresponding evidence/answer. If the incompleteness consists of a multiple link through a node outside of either dependency region, then either the normal knowledge acquisition mode must be used to repair the incompleteness or the test case must be broken down into smaller test cases that can then be handled by the graphical incompleteness tool. An ability to allow the knowledge engineer to make these types of additions, while still ensuring that when completed that the incorrectness has been handled as well as that the BKB representation rules are still maintained, would be an added enhancement to the tool. The tool, after allowing addition of links outside of the direct dependency regions, would need to check to ensure the first and last nodes chosen were valid nodes, or would correct the incompleteness. If this were not the case, a warning message to the user would be necessary.

### 7.2 BKB pattern analysis

A BKB pattern analysis that can attempt to automatically correct or recommend suggestions of fixing incompleteness may be useful to a knowledge engineer, particularly for larger systems. One method of approaching this problem is to explore common instantiations of the random variables presented in the test cases. These state nodes can sometimes form similar patterns that may be detected and used to handle the incompleteness present in the current test case. These type of corrections may be automatic or textually presented to the knowledge engineer for approval before inclusion.

### 7.3 Tool utilization

Combining the graphical incompleteness tool with data mining could provide further assistance when attempting to fix incompleteness. When viewing the graphical incompleteness tool, it may be helpful if you could concurrently choose I-nodes and then data mine for relations between the selected I-nodes. Then by selecting the desired relationship from the data mining results, the desired incompleteness corrections would be implemented. This could make data mining more efficient by reducing the problem space.

### 7.4 Knowledge Acquisition Enhancements

Combining some of the ideas used in the graphical incompleteness handling methodology with the knowledge acquisition phase of PESKI could assist in easing some of the inherent difficulties of building the knowledge base. Displaying highlighted direct dependency regions as nodes are selected could assist the knowledge engineer in placing nodes and their appropriate links in their proper locations. The ability to traverse up and down the displayed nodes while not removing other nodes can be helpful as well. Currently as new nodes are requested in the graphical knowledge acquisition tool in PESKI, other nodes previously displayed are removed based upon a ranking of these nodes. Any assistance during the knowledge acquisition phase can certainly help ease the inherent difficulties of creating a knowledge base.

### 7.5 BKB representation enhancement

An extension to the BKB representation to allow some type of graphical or structure could assist a knowledge engineer by simplifying the graphical presentation of a BKB. The mutual exclusion constraint of the BKB representation could prove to be a limitation for knowledge acquisition. It can make knowledge base creation difficult. For example, an automobile failing to start can occur for multiple reasons like fuel system, air system, starter system, etc. These can be each independent systems, however, when placed into the BKB representation they must be tied to one another through S-nodes. This often takes the form of one system being true while all others are false. This creates difficulties for the knowledge engineer when building this type of structure in a BKB. By creating
this type of S-node, the number of links needed would be greatly reduced. This would ease visualization of the BKBs in a graphical sense as well. Certainly, all probabilities would still be necessary for input to the inference engine. The inference engine would require the ability to recognize this type of node and to inference correctly over the BKB.
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## Appendix A. PESKI

PESKI is an integrated framework for the development of knowledge based systems. The Bayesian Knowledge Base is a key element of the expert system architecture called PESKI (Probabilities, Expert System, Knowledge and Inference)[28].


Figure A. 1 The PESKI architecture. The broken boarder components Knowledge Engineer and KE Tools are considered optional.

As shown in Figure A.1, the PESKI architecture is composed of four major components:

- Natural Language Interface-provides for user-system communication by translating user queries, and system responses, into English.
- Inference Engine-the mechanism responsible for the reasoning actions of the system, controlling choice and application of information contained in the knowledge base.
- Explanation \& Interpretation-tracks paths used by the inference engine in reaching its conclusion.
- Knowledge Acquisition \& Maintenance-provides the tools for incorporating new or updated expert knowledge into the knowledge base.

There is some measure of overlap between these four components, hence PESKI facilitates the combination of these components into three overlapping subsystems:

- User Interface-composed of the Natural Language Interface and the Explanation \& Interpretation components.
- Knowledge Organization $\mathcal{E}$ Validation-consists of the Explanation \& Interpretation component along with the human expert, the optional knowledge engineer, and the knowledge engineering tools. Communication with the the Knowledge Acquisition \& Maintenance component facilitates organization, and then assists in Validation when coupled with feedback from the Reasoning Mechanism through Explanation \&Interpretation.
- Reasoning Mechanism-combines the Inference Engine and the Knowledge Acquisition \& Maintenance components. The merging of these two components stems from the belief that in order for new knowledge to be placed in the knowledge base, some form of reasoning (and possibly learning) must be involved. Additionally, the inclusion of the Knowledge Acquisition \& Maintenance component provides some degree of information hiding with respect to the knowledge representation used with the knowledge base.

The PESKI architecture is sufficient for the construction of knowledge-based systems in nearly any domain.

## Appendix B. BKB Incompleteness Relative to Bayesian Networks

The total amount of global incompleteness in a BKB, whether desired or in error, can be related to the amount of necessary information in a Bayesian network. Again, a Bayesian network requires complete conditional probability tables (CPTs) between linked nodes to inference over the network. In a BKB, an S-node represents one CPT entry in a Bayesian network. The amount of incompleteness in a BKB relative to a complete Bayesian network can therefore be determined with the following formula:

```
Amount of Incompleteness \(=1-\frac{\text { Number of S-nodes }}{\sum_{i=1}^{N}\left|C P T_{i}\right|}\)
where \(\mathrm{N}=\) Number of RVs
and \(\left|C P T_{i}\right|=\left(\prod_{j=1}^{M}\right.\) Number of states of Parent \(\left.R V_{j}\right) *\) Number states of \(R V_{i}\)
where \(\mathrm{M}=\) Number of parents of \(R V_{i}\)
```

This formula can be used to consider the results obtained through the different approaches used in the graphical incompleteness handling methodology. In add mode Case 2, the addition of a new S-node and its appropriate links is similar to filling in a missing item in the CPT of a Bayesian network. Therefore, the total amount of incompleteness in the BKB relative to a complete Bayesian network is always decreased with this type of correction. However, in add mode Case 1, conditional probability tables are increased in size in addition to filling in a missing probability. This correction will result in an increase in overall incompleteness; however, validation of BKBs is more concerned with relevance and correctness of the fix more so than the amount of incompleteness relative to a Bayesian network. The increased amount of incompleteness may not be relevant to the inferencing necessary for the system, therefore the amount of incompleteness that can be considered mandatory for the system very well may have decreased. Insert mode is concerned with the restructuring of the BKB rather than a decrease in overall incompleteness. Again, correctness of the BKB is of more concern than the amount of incompleteness relative to a Bayesian network.
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[^0]:    ${ }^{1}$ See Appendix A for further information about PESKI.

[^1]:    ${ }^{2}$ Information about the data mining utility can be found in Stein [37].

[^2]:    ${ }^{1}$ An exception exists in some cases when the system can be ran in conjunction with a human expert.

[^3]:    ${ }^{2}$ Origin in the sense that this is where you will begin the search for the necessary location of the incomplete link.
    ${ }^{3}$ Direct dependency regions are defined and discussed in detail in section 3.2.2.

[^4]:    ${ }^{1}$ The extend I-node can be considered as a causal node, while the targeted node is the effected node. This terminology previously existed in the graphical knowledge acquisition mode of PESKI.

[^5]:    ${ }^{1}$ A level can be considered one generation of parents and children from the focused I-node, therefore two levels would be two generations of both parents and children.

