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Abstract 

The business world is becoming more competitive from time to time; therefore, 

businesses are forced to improve their strategies in every single aspect. So, determining 

the elements that contribute to the clients' contentment is one of the critical needs of 

businesses to develop successful products in the market. The Kano model is one of the 

models that help determine which features must be included in a product or service to 

improve customer satisfaction. The model focuses on highlighting the most relevant 

attributes of a product or service along with customers’ estimation of how these 

attributes can be used to predict satisfaction with specific services or products. This 

research aims at developing a method to integrate the Kano model and data mining 

approaches to select relevant attributes that drive customer satisfaction, with a specific 

focus on higher education. The significant contribution of this research is to improve 

the quality of United Arab Emirates University academic support and development 

services provided to their students by solving the problem of selecting features that are 

not methodically correlated to customer satisfaction, which could reduce the risk of 

investing in features that could ultimately be irrelevant to enhancing customer 

satisfaction. Questionnaire data were collected from 646 students from United Arab 

Emirates University. The experiment suggests that Extreme Gradient Boosting 

Regression can produce the best results for this kind of problem. Based on the 

integration of the Kano model and the feature selection method, the number of features 

used to predict customer satisfaction is minimized to four features. It was found that 

either Chi-Square or Analysis of Variance (ANOVA) features selection model’s 

integration with the Kano model giving higher values of Pearson correlation 

coefficient and R2. Moreover, the prediction was made using union features between 

the Kano model's most important features and the most frequent features among 8 

clusters. It shows high-performance results. 

 

Keywords: Customer satisfaction; data mining; feature selection; The Kano model. 
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Title and Abstract (in Arabic) 

 تكامل نموذج كانو مع تقنيات استخراج البيانات لتعزيز رضا العملاء

 الملخص 

أصبح عالم الأعمال أكثر قدرة على المنافسة من وقت لآخر، وبالتالي ، تضطر الشركات 

إلى تحسين استراتيجياتها في كل جانب. من المعروف أن أي شركة تقدم منتجات أو خدمات بناءً 

  السمات   انتقاءعلى توقعات عملائها من المرجح أن تحقق النجاح في السوق. لذلك ، فإن عملية  

(features selection  التي تساهم في إرضاء العملاء هي إحدى الاحتياجات الحاسمة للشركات )

أحد النماذج التي    (Kano modelكانو) من أجل تطوير منتجات ناجحة في السوق. يعد نموذج  

التي يجب تضمينها في منتج أو خدمة لتحسين رضا العملاء.   (  featuresالسمات)تساعد في انتقاء  

النموذج   لكيفية  يركز  العملاء  تقدير  إلى جانب  أو خدمة  لمنتج  السمات الأكثر صلة  إبراز  على 

استخدام وجود هذه السمات للتنبؤ بالرضا عن خدمات أو منتجات معينة. يهدف هذا البحث إلى  

( لتحديد السمات data miningتطوير طريقة لدمج نموذج كانو وأساليب التنقيب في البيانات )

فز رضا العملاء ، مع التركيز بشكل خاص على التعليم العالي. تتمثل المساهمة  ذات الصلة التي تح

جامعة   من  المقدمة  الأكاديمي  والتطوير  الدعم  خدمات  جودة  تحسين  في  البحث  لهذا  الكبيرة 

بشكل   ترتبط  لا  التي  الميزات  اختيار  مشكلة  حل  من خلال  لطلابهم  المتحدة  العربية  الإمارات 

، مما قد يقلل من مخاطر الاستثمار في الميزات التي يمكن أن تؤدي في  منهجي برضا العملاء  

من   الاستبيان  بيانات  تم جمع  العملاء.  بتعزيز رضا  ذات صلة  غير  تكون  طالب   646النهاية 

الشديد   التدرج  تعزيز  أن  إلى  التجربة  تشير  المتحدة.  العربية  الإمارات  جامعة  من  وطالبة 

((extreme gradient boosting   إلى استناداً  المشاكل.  من  النوع  لهذا  النتائج  أفضل  ينتج 

التكامل بين نموذج كانو وطريقة اختيار السمه ، تم تقليل عدد السمات المستخدمة للتنبؤ برضا  

تحليل او    chi-squareالعملاء إلى أربع سمات. لقد وجد أن تكامل  ايا من نموذج كاي التربيعي   

( يعطي معاملات ارتباط بارسون     Kano modelموذج كانو) (  مع نANOVAالتباين  انوفا)

(Pearson correlation coefficient  أعلى وقيم ) 2)  2ارR   أعلى. تم إجراء تجارب إضافية(

لاختبار فائدة التكامل بين نموذج كانو  واستخراج البيانات. كانت نتائج تجربة التكامل أظهرت  

لعدد الكبير من السمات المستخدمة في عملية التنبؤ. علاوة  أداء عاليا ، لكنها غير موثوقة بسبب ا

  Kano model سمات نموذج كانو  على ذلك ، تم إجراء التنبؤ باستخدام سمات الاتحاد بين أهم  

 نتائج عالية الأداء. وقد أظهرت مجموعات.  8والميزات الأكثر شيوعًا بين  
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Chapter 1: Introduction 

1.1 Overview 

This research focuses on the most known contributions in the literature of 

customer satisfaction prediction to enhance customer satisfaction by selecting the most 

important attributes. The new and developing markets are characterized by stiff 

competition, which necessitates robust strategies for the companies in an endeavor to 

meet ongoing customer requirements besides achieving and sustaining customer 

satisfaction. Therefore, organizations always strive to find and develop accurate 

protocols for ascertaining key parameters which affect customer satisfaction. 

Organizations that invest heavily in specific niche markets have been proven over the 

years to have better performance than those that follow generic production patterns. A 

significant number of studies have revealed that customer satisfaction is an imperative 

predictor of loyalty to a brand or service, which points out both the theoretical and 

practical value of studying customer satisfaction.  

Organizations have started considering meeting customer needs in the 

changing business environment through market-oriented strategies. Organizations 

primarily focus on improving customer retention and satisfaction by investigating a 

good and encouraging association amidst customer satisfaction and loyalty (Anderson 

et al., 1994; Rust & Zahorik, 1993; Taylor & Baker, 1994). Managers must take 

measures to achieve customer satisfaction to ensure that utilizing these measures can 

benefit the organization to outperform competitors. Besides, it is a critical concern for 

managers to understand customer satisfaction dimensions. Several steps of customer 

experience were presented in the recent past (Meyer & Schwager, 2007). No one can 

deny the importance of analyzing customer experience in efficaciously realizing and 
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accomplishing organizational policy to ensure customer satisfaction (Martilla & 

James, 1977). 

Some studies have revealed that the fundamental factor behind the behavior of 

customer purchases, accounting, and enhancement in customer numbers is customer 

satisfaction (Ittner & Larcker, 1998). Organizations thus aim to adopt strategies that 

satisfy their customers by analyzing and addressing their needs and demands (Yu, 

2007). A few researchers have testified that customer satisfaction influences the 

growth of the customer base, which impacts organizational performance (Babakus et 

al., 2004; Yu, 2007).  

Strategic integration of customer satisfaction into organizational operations is 

crucial, given its administrative importance and advantage. The presence of 

satisfaction requirements in administrative functions and products is essential to 

enhance customer satisfaction (Matzler et al., 1996), whose measurement is essential 

to understand its effects.  

Various methodologies can be adopted to measure and explore customer 

satisfaction and its association with organizational operations. The methodologies' 

effectiveness, accuracy, and strength significantly determine customer satisfaction 

effects (Witell et al., 2013). To ensure and achieve customer satisfaction, organizations 

need to focus on customer needs because it is customer need that creates customer 

willingness to buy a product or service. The Kano model is one of the methods that 

help determine which features must be included in a product or service to improve 

customer satisfaction. 

The Kano model could help managers better understand customer requirements 

(Avikal et al., 2020). The Kano model moves from a "more is always better" approach 

to a "less is more" approach, so adding one feature could be much better than adding 
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many features, which could have the opposite effect on enhancing customer 

satisfaction. On the other hand, clustering the customers into different segments using 

data mining techniques will allow the Kano model to improve satisfaction for each 

segment. Furthermore, comparing both approaches could support selection decisions 

and avoid removing attributes that could cause information loss (Au et al., 2012).  

Data mining methods have made many advances in information processing and 

representation compared to traditional techniques. Various types of regression analysis 

used to assess Kano quality. Features According to the previous research, among all 

data collection techniques and surveys used, only those who used the direct 

classification method and kano questionnaire could categorize the features according 

to Kano's five categories (Attractive, performance, basic, indifferent, or reverse 

category) (Chen, 2012). A brief explanation of Kano's five categories is given here. 

The first category is Attractive. These characteristics are also called excitement 

requirements. They are quality characteristics that satisfy customers if present but do 

not make them unsatisfied when absent. Secondly, the category of must-be quality 

refers to characteristics that are also called basic requirements. In contrast, must-be 

quality characteristics define the opposite situation, so they would not satisfy 

customers when present but would make them feel dissatisfied when absent. Thirdly, 

one-dimensional quality characteristics cause customers to be satisfied when present 

but dissatisfied when absent. Fourthly, reverse quality characteristics improve 

customer satisfaction when absent and reduce it when present. Finally, indifferent 

quality characteristics do not affect customer satisfaction (Južnik & Kozar, 2017). 

The main problem with existing data mining techniques is that the features 

selected do not represent the features correlated to customer satisfaction as domain 

knowledge. As aforementioned, the main contribution of this research is to solve the 
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problem of choosing elements that are not thoroughly correlated to customer 

satisfaction. The new model could reduce the risk of investing in features that could 

ultimately be irrelevant in enhancing customer satisfaction because it will exclude 

them.   

This research has clarified how previous studies tried to assume customer 

satisfaction depending on data gathered through traditional questionnaires and online 

data collection. Feature selection techniques have been enforced to choose the most 

critical attributes to minimize dimensionality. Moreover, studies exploring the Kano 

model have applied the model without any integration with feature selection. The only 

combination was to group clients into different clusters, and then the Kano model was 

applied to draw out the users' requirements of each cluster. Nevertheless, to our 

knowledge, no study has proposed a model that combines the Kano model with feature 

selection to select and rank the most prominent attributes related to customer 

satisfaction, as presented in this proposal (Al Rabaiei et al., 2021).  

1.2 Motivation 

This research aims at developing a method to integrate the Kano model and 

data mining approaches to select relevant attributes that drive customer satisfaction 

with a specific focus on higher education. It also intends to apply data mining and 

feature selection techniques to predict customer satisfaction with a particular focus on 

the higher education field. Also, it intends to use data mining and feature selection 

techniques to predict customer satisfaction and check whether the chosen attributes 

can produce a similar prediction accuracy with all the details.  

This kind of research requires datasets suitable for customer satisfaction 

analysis for both approaches: Kano Model and data mining techniques. However, since 
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there is no dataset available from previous research to satisfy both methods 

simultaneously, the intention is to conduct two types of surveys to meet both 

approaches. The total population sample will be drawn from United Arab Emirates 

University (UAE) University. Secondly, the data mining and feature selection 

techniques will be implemented, and their results will be compared with Kano's results. 

This approach could ultimately improve the selection of relevant attributes that drive 

customer satisfaction across different fields, including higher education and business, 

which may lead to enhanced customer loyalty and the market share of an institution or 

university. 

1.3 Problem Statement 

The main contribution of this research is to solve the problem of selecting 

features that are not methodically correlated to customer satisfaction. This could 

reduce the risk of investing in features that could ultimately be irrelevant to enhancing 

customer satisfaction. This research studies the degree of correlation between 

customer satisfaction and attributes; in the context of customer satisfaction, how can 

customer satisfaction be improved by integrating the Kano model with data mining 

techniques to select relevant attributes that drive customer satisfaction and reduce the 

risk of investing in features that could ultimately be irrelevant to enhancing customer 

satisfaction.  

1.4 Research Questions 

In this research, a proposed solution for the problem of selecting features that 

are not methodically correlated to customer satisfaction is presented. The following 

research questions are raised to address this problem and achieve the dissertation’s 

objectives. Figure 1 represents the research’s problem and subproblems. 
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1. How can integrating the Kano Model with Data Mining improve customer 

satisfaction? 

2. Can the selected attributes achieve similar prediction performance as with 

all attributes? 

3. How can irrelevant features to customer satisfaction be removed? 

 

 

 

 

 

 

 

 

 

 

The Kano model has the advantage of classifying customer requirements into 

different categories (Attractive, performance, basic, indifferent, or reverse factors) 

(Aktepe et al., 2015). It could enhance the understanding of customer requirements. 

Therefore, integrating the Kano model with data mining techniques could enhance the 

process of selecting the aspects that are more significant for the clients’ contentment. 

Moreover, the process could reduce the resources required to produce a particular 

product or service, consequently helping in efficient manufacturing. 

How can the integration of the Kano Model with 

Data Mining improve customer satisfaction? 

How can irrelevant features to 

customer satisfaction be 

removed? 

Can the selected attributes 

achieve similar prediction 

performance as with all 

attributes? 

Figure 1: Research Problem 
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1.5 Evaluation Criteria 

Evaluation of the results will be carried out using a variety of performance 

assessment methodologies, for instance, the mean absolute error, root means square 

error, and R-square value (RSV) (Kazemi et al., 2015). These are the most widely used 

metrics while dealing with continuous variables, such as the one in question. It is 

possible to determine the correlation between the actual and estimated values of Y 

using the coefficient. Coefficients greater than one indicate the effectiveness of an 

approach. The accuracy of the prediction may be assessed using a specific error 

detection method. Root Mean Square Error (RMSE) is the sample standard deviation 

of disparities between planned values (y') and actual values (y) (y). As a rule, smaller 

mean absolute error numbers are attributed to higher performance. Similarly, Pearson 

correlation will be used to assess the overall connection between independent variables 

and their dependents. To measure the model's performance, R-square value is used. 

This statistic is also critical in the assessment of regression models. According to the 

authors, one of the most important measures for evaluating regression models is the 

R-square value. The R-square value is found in the range of 0 to 1. The higher the R-

square value, the more accurate the models are in predicting the future. Also, one of 

the goals of the integration experiment was to find out the subset of attributes that can 

provide almost the same prediction accuracy as with all attributes besides knowing 

which attributes match between Kano and other feature selection methods (Amin et 

al., 2017). 

1.6 Research Gap 

To predict how to best improve customer happiness, this study examines both 

important contributions and research gaps. There have been many breakthroughs in 



8 

 

 

data processing and representation since the days of conventional approaches, but this 

study will demonstrate why the Kano categorization of feature classification has 

remained a challenge for data mining. 

Data collection methods and surveys employed in the prior studies found that 

only the Kano questionnaire was able to identify characteristics according to Kano's 

five categories (Chen, 2012; Du et al., 2020). Data mining approaches now in use have 

a major flaw: the characteristic picked does not accurately reflect the attribute most 

closely associated with customer happiness. According to prior research, this study's 

key contribution is to overcome the issue of picking attributes that are not rationally 

tied to consumer pleasure. The new recommended strategy might lessen the danger of 

spending money on things that aren't going to have an impact on consumer happiness. 

The Kano Model for Quality Improvement in Higher Education was used in 

earlier research to compare the existing situation with the ideal state of the quality 

indicators using a conventional survey (Xiong et al., 2021). Customers' needs were 

categorized into five categories, and the Kano Model was used to identify the most 

important features. To reduce the number of dimensions, feature selection approaches 

have been used. To top it all off, no feature selection approaches were used in the 

investigations looking into the Kano model. Clients were simply combined to form 

distinct clusters, and the Kano model was then used to extract the specific needs of 

each cluster's users.  

According to the author, no research has yet produced a model integrating the 

Kano model with feature selection approaches to choose and rank the most significant 

qualities associated with customer satisfaction, as provided here (Al Rabaiei et al., 

2021).   
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1.7 Methodology Statement 

This research focuses on the notable contributions in the literature of customer 

satisfaction prediction to enhance customer satisfaction by selecting the most essential 

attributes. Though data mining methods have made numerous advances in information 

processing and representation as compared to traditional techniques, this research will 

show why they still have not resolved the problem of feature categorization according 

to the Kano categorization. This research will clarify how previous studies endeavored 

to assume customer satisfaction depending on data gathered through traditional 

questionnaires and online data collection. The proposed methodology is shown in 

Figure 2. 

 

Step 1: Data collection: The potential methods used in this problem are 

identified in the first stage. Here, the project combines two approaches; ML-based 

feature selection and the Kano model. At first, the questionnaire is developed based 

on the literature study findings. The developed questionnaire contains questions 

related to student satisfaction with the university. It has 38 questions. The 

questionnaire is shared with many students, and their answers are collected and saved 

 

 

 

 

 

 

 

Figure 2: Proposed Methodology 
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as the satisfaction dataset. The dataset contains 37 features and a student satisfaction 

rate on the liker scale (dependent variable). Then the second dataset, named the Kano 

dataset, is created based on the Kano model survey. Here, similar features will be 

coded according to the Kano model specification. The data used in the experiments 

had 37 attributes. It is difficult for university managers to concentrate on all the 

attributes.  

Step 2: Predict student satisfaction using all the Features. At first, the 

prediction will be made using all the variables. Here, the prediction results will be used 

as a benchmark for comparing the results of the model developed after the feature 

selection model. As stated earlier, the primary intention is to attain closer results of the 

model with all features using a few selected features. For making predictions, a variety 

of machine learning models, like linear regression, logistic regression (Joshi et al., 

2021), Decision Tree Regression, Random Forest Regression (RF), Adaptive Boosting 

(AdaBoost) Regression (Zhu et al., 2021), and Extreme Gradient Boosting (XGB) 

Regression, M5P, Random Tree and REPTree (Amin et al., 2017), are used.  

Step 3: ML-based feature selection approaches like Correlation-based feature 

Chi-square, Mutual information, Least Absolute Shrinkage and Selection Operator 

(Lasso), Pearson, and Analysis of Variance (ANOVA) will be combined with the 

Kano-based feature selection approach (Sukarsa et al., 2021). According to several 

studies, the selected algorithms deliver better performance and are widely used for 

prediction problems (Park et al., 2013; Grömping, 2009; Joshi et al., 2021). 

Step 4: Develop a new method to integrate data mining and the Kano model 

approaches to enhance the selection and ranking of the essential attributes to improve 

customer satisfaction. The selection technique can't categorize the features into five 

Kano categories, so the integration could reduce the risk of investing in features that 
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could ultimately be irrelevant to enhancing customer satisfaction. Here, various 

approaches like taking union among both datasets and taking standard features among 

the ML-based process as well as the Kano model, etc., have been tried. The selected 

approach takes the features of the Kano model and the machine learning approach. 

That will bring many features closer to the overall model results. Then the prediction 

will be made based on different ML algorithms, and the results will be tabulated and 

presented.  

Step 5: Evaluation of the results will be done by different performance 

measures; correlation coefficient, Mean Absolute Error (MAE), Root Mean Square 

Error (RMSE), and R-Square value (Amin et al., 2017; Botchkarev, 2018). These 

evaluation techniques are the most popular metrics for continuous variables similar to 

our problem. Correlation coefficient finds the relationship between the predicted 

values, Y' and valid values Y. It can have values between –1 and 1. Higher values of 

correlation coefficient specify better performance of the regression methods. Mean 

Absolute Error was used to measure the closeness of the prediction to the eventual 

outcomes. Root Mean Square Error represents the sample standard deviation of the 

differences between predicted values (y') and observed values (y). The lower mean 

absolute error and root mean square Error indicate better performance. Also, the 

Pearson correlation will be used to find the overall correlation between the 

independent and dependent variables. The following measure used for evaluating the 

model is the R Square value. It is also one of the essential measures for evaluating the 

regression model (Amin et al., 2017; Botchkarev, 2019). It exactly shows the 

percentage of dependent variables measured by the model. According to the authors, 

the R square is one of the essential measures for evaluating regression models. R 



12 

 

 

Square value is founded between 0 and 1. The higher the R square value, the higher 

the models' performance. 

The proposed research helps to find out the important features that have a 

maximum impact on the student satisfaction rate so that those few parameters to 

improve the student satisfaction rate can be focused on immediately. This paper uses 

the Kano Model and ML feature selection approaches to select the essential features 

that significantly impact student satisfaction. The research offers a method for mining 

students' happiness or satisfaction with the university based on significant features like 

lab facilities, dorms, teaching quality, etc. Primarily the author intended to sort out the 

major elements that affect the student's satisfaction with the university so that the 

universities can focus on these areas to improve student satisfaction. To achieve that, 

the Kona model is integrated with the ML techniques.   

In literary research, data mining tools are often used to examine consumer 

pleasure. Data mining has been utilized to evaluate students' behaviour based on 

several variables, such as their usage of laboratory facilities. 

1.8 Dissertation Contribution  

This paper uses the Kano model and ML feature selection approaches to select 

the essential features that significantly impact student satisfaction. The paper offers a 

method for determining students' happiness or joy with the university based on features 

like lab facilities. The author primarily intended to sort out the major elements that 

affect the student's satisfaction with the university so that the universities can focus on 

those areas to improve student satisfaction. Figure 3 shows a high-level design of the 

integration between the kano model and data mining. 
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Figure 3: High Level Design of the Integration 

 

1.9 Dissertation Structure   

This research proposal is structured as follows. Chapter 2 discusses research 

on customer satisfaction methods and customer satisfaction prediction using data 

mining techniques. Chapter 3 will illustrate how integrating the Kano model and data 

mining could improve customer satisfaction. Chapter 4 presents the experiments. 

Chapter 5 covers the conclusion. 
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Chapter 2: Literature Review  

Maintaining current clients, increasing market share, and increasing profit 

margins are all critical goals for any business. Corporations must go above and beyond 

to satisfy their customers' needs (Witell et al., 2013). It's safe to say that customer 

happiness is a critical factor in every company's success or failure (Kaya et al., 2018). 

To keep customers loyal, firms strive to fulfill and exceed the goals they have set for 

themselves. When a consumer is dissatisfied, it can cause a 'churn,' which can lead to 

the failure of the firm (Mikulić & Prebežac, 2011). An unhappy customer is a 

significant and tough challenge for every business. Customer retention is far more 

gratifying than the acquisition of new ones. Consequently, predicting consumer 

happiness has become a critical business idea. Conceptualization is garnering the 

attention of academics and corporations alike. 

The Kano model can accurately categorize customer demands, such as 

Attractive, performance, basic, neutral, indifferent, or opposite aspects (Chen, 2012). 

Additionally, data mining algorithms take into account all possible combinations of 

patterns of interaction from all variables to rank characteristics (Zhao et al., 2019). 

Combining the two methods will allow you to reap the benefits of both. The five Kano 

classifications are briefly explained here. Attractive is at the top of the list. What makes 

customers happy if present but not unhappy is defined by the must be quality qualities 

(Južnik & Kozar, 2017). Customer satisfaction and dissatisfaction are caused by one-

dimensional quality characteristics. Conversely, reverse qualities have the opposite 

impact. Apathetic qualities have no impact on client happiness. The Kano model can 

be used to better understand client needs. According to the Kano model, which 

advocates a "less is more" approach rather than a "more is better" philosophy, adding 

a single feature may be preferable to adding several, which could have the opposite 
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effect of increasing consumer happiness. In contrast, the Kano model will be able to 

improve customer satisfaction for each group by clustering customers into separate 

segments utilizing data mining methods. A comparison of the two approaches may 

also help in selecting and preventing the removal of features that could result in 

information loss (Avikal et al., 2020). 

The Kano model is one of several practical techniques that managers may use 

to determine which product qualities are most important for customer satisfaction. 

Since the inception of this paradigm, academics and practitioners alike have shown an 

interest in it. There are theoretically five kinds of product characteristics that may be 

used as qualitative and quantitative aspects of a product (Zeinalizadeh et al., 2015). 

Several customer satisfactions models, such as the Analytical Kano (A-Kano) 

model based on quantitative measures and fuzzy Kano approach and Kano model 

based on the classic conjoint analysis, may be utilized in research (Idris & Khan, 

2017).  

According to Hassan and Tabasum (2018) customer satisfaction and the 

fulfillment of customer needs may be linked via the Kano model, which uses both 

quantitative and qualitative methodologies. Using the Fuzzy Kano questionnaire, the 

most important factors of food quality were identified. 

A wide range of scholars have used the Kano model to support their point of 

view in several ways. Consumer satisfaction, according to experts, is influenced by 

factors such as product and service quality as well as the availability of the product. 

According to Adjimi et al. (2019) an organization's capacity to meet customer 

expectations requires a deep awareness of what its customers want and expect from it. 

Noriaki Kano developed and released the Kano model more than three decades ago 
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with an intention to make it simpler for consumers to grasp the characteristics of a 

product or service while keeping the requirements of the customers in mind. This 

paradigm of social psychology, developed by Kano, has been around for quite some 

time. Researchers were able to establish three types of expectations that may be broken 

down in terms of service, and they were able to categorize them. It has been publicized 

that the fulfillment of the parameters listed above has a substantial impact on customer 

satisfaction. Thanks to a distinguishing characteristic, the creative design guide may 

reap the benefits of the categorization technique. 

Using artificial intelligence-based algorithms to solve this kind of issue is 

perfect since they are meant to hunt for hidden qualities and commonalities to link 

clusters of data that have certain attributes (Olsen et al., 2014). In addition, they may 

forecast factors such as pricing, weather, and customer preferences. It is possible to 

categorize consumers into artificial intelligence groups based on the qualities that they 

have in common to foresee customer behavior (Othman et al., 2017). 

The identification of patterns in vast amounts of data or data that has already 

been obtained by a corporation may help enhance the customer experience. It is 

expected that the size of this industry would develop greatly in the next few years as a 

consequence of the expansion of this industrial sector (Violante & Vezzetti, 2017). 

Customers may become unsatisfied as a consequence of the usage of data mining 

technologies. The key objective of this study is to choose a feature set and machine 

learning model that employs the fewest variables and features while reliably 

anticipating the result (He et al., 2016). This questionnaire seeks feedback about 

around 37 different facets of student satisfaction with the institution as a whole. So, 

for a college or university administration to increase student happiness, administration 
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ought to pay attention to all 37 characteristics of student happiness. The issue, 

however, is that it will take a significant amount of time and money to put into effect 

satisfiers, which, according to Gacto et al. (2019) are performance qualities. These 

characteristics contribute to the overall satisfaction of the client with the product or 

service. They are not required by the product in any way. Exciting features, also known 

as surprise components, were found, in Gao et al. (2018) to provide goods with a 

competitive advantage over their competitors' offerings. According to Chen et al. 

(2017) it’s not clear whether this feature is necessary for the product to perform 

properly. Customer satisfaction is directly impacted by these characteristics. A study 

by Hazra et al. (2016) indicated that buyers were happier with products that included 

just the essentials. Customer satisfaction is boosted by delighters and one-dimensional 

qualities, which give consumers the impression that they have the greatest product or 

service in hand. It also creates the impression that they are distinct from others (Xiong 

et al., 2021). For something to be classified as having an appealing quality, it must 

have certain features that enhance consumer happiness when they are present, but do 

not cause dissatisfaction when they are not present. Exciting needs, as they are often 

referred to, might be seen as little extras that make consumers happier but are not 

anticipated by them (Xiao et al., 2015). On the other hand, qualities that must be 

present are those that do not satisfy clients when present but make them unhappy when 

missing. 

Predicting the behavior of customers’ unstructured data is well-suited for AI-

based algorithms, which search for hidden (Farhadloo et al., 2016) features and 

commonalities to link clusters of data that have specific properties. Furthermore, these 

models are capable of forecasting price, weather conditions, and customer preferences. 

It is possible to create customer behavior predictions by segmenting consumers into 
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artificial intelligence groups since customers with similar traits are more likely to buy 

the same item (Bell & Mgbemena, 2017).  

Marketers may enhance their service to potential and existing customers by 

detecting patterns in big data or data already collected by an organization. With the 

expansion of this industry, it is expected to grow much more in the years to come (Lin 

& Vlachos, 2018). Using data mining technologies is prone to have problems with 

customer satisfaction. The main idea here is to select the appropriate feature selection 

combination and ML model that predicts the maximum possible accuracy by using the 

minimum number of variables or features (Raschka et al., 2020). In this case, the 

developed questionnaire contains 37 features related to student satisfaction in the 

university. So, if the college or university management wants to increase the student 

satisfaction rate, it would need to concentrate on all 36 features. However, the problem 

is that it practically takes a lot of time as well as resources.  

According to Ingaldi and Ulewicz (2019) performance attributes are also 

known as satisfiers. These attributes increase the customer’s enjoyment of the product 

or service. They do not come under the basic requirements of the product. Madzík et 

al. (2019) revealed that Attractive attributes, also known as surprising elements, offer 

the uniqueness from the products of rivals and the competitive edge to the product. 

According to Gupta and Shri (2018) customers do not know whether they want 

this feature or not for the functioning of the product. However, these attributes increase 

customer satisfaction directly. Turisová (2015) found that the basic features provide 

more satisfaction to the customers. However, along with the basic functioning features, 

the usage of delighters and one-dimensional attributes increase customer satisfaction 

because it makes the customers feel that they have the best product or service in hand. 

It also gives the feeling that they have something different from the common ones 
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(Shahin & Akasheh, 2017). The category of attractive quality refers to characteristics 

of a product that can improve customer satisfaction if they are present but do not make 

customers dissatisfied when absent. These characteristics, also called excitement 

requirements, can be observed as minor bonuses that make customers more satisfied 

but are not expected by the customers (Tontini, 2007). On the other hand, the category 

of must-be quality refers to those characteristics which would not make customers 

satisfied when present but would make them dissatisfied when absent. 

Data mining was utilized to evaluate students’ behavior based on several 

variables, such as their usage of laboratory facilities. Different research papers 

discussed how one-dimensional and delight features are related to satisfaction.  

2.1 Customer Satisfaction  

Customer satisfaction is an essential factor for the growth of a company or 

organization. The customer satisfaction prediction finds out the information about 

customer satisfaction and happiness with the service and products that the company 

sells to the customers. Different methods predict customer satisfaction after data 

analysis that aims to improve the services and quality of products.  

2.2 Customer Satisfaction Predication 

Generally speaking, in customer relationship management which deals with 

customer development, customer retention, customer attraction, and customer 

identification, the combination of data mining and machine learning has been widely 

used to investigate the relationship between different factors. So, machine learning is 

the mainly tested technique in this research that relates influential factors to customer 

satisfaction. A group of machine learning models have been tested to evaluate the best 
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model in our problem besides identifying the remarkable factors that can promote the 

education process efficacy. 

2.3 Data Mining Algorithms for Prediction  

Data mining is the process of transforming data from raw form into meaningful 

information. This era is the age of data, and its analysis is a must (Hand et al., 2007). 

Every institute can benefit from its data. Hospitals can detect trends of flu during 

winter. Search engines can choose the best places to put an advertisement. Stores can 

determine the most requested items in certain period. Hotels can detect the most 

relevant features that affect customer satisfaction (Han et al., 2011). The last example 

is major in our research project. Our main interest concerns the tools of data mining 

that can help in specifying the best features that contribute to customer satisfaction. 

Data mining starts with preprocessing to understand and clean the data e.g., 

outlier detection for detecting the entries in the dataset that are not meaningful.  In our 

dataset, this may be ratings of all 1 or all 10, which is not realistic or meaningful. Other 

preprocessing technique is association detection (AD). As an example, some features 

are highly correlated like gender and football playing, so having both features in the 

dataset will be misleading for any machine learning model. For this reason, only one 

of the highly correlated features stays in the dataset so that better results could be 

obtained (Dasu & Johnson, 2003). 

For analyzing the survey data, a couple of ML models like Multi linear Logistic 

Regression, Decision Tree Regression, Random Forest Regression, AdaBoost 

Regression, XGB Regression, and Random Tree were used also some deep learning 

method like Multilayer Perception (MLP) and Convolutional Neural Network (CNN) 

were used. For tuning the model and improving the performance of the model, some 
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of the common feature selection methods like Pearson Correlation-based feature 

selection, Chi-Square-based feature selection, Mutual information Lasso feature 

selection, and ANOVA t-test based feature selection have been used (Pandey et al., 

2020). The following subsections will provide a brief explanation of the most common 

data mining tools and prediction techniques. Moreover, examples on similar research 

projects that have used these tools will be provided. Lastly, a justification of using 

some of them in this project will be provided. 

2.3.1 Decision Tree Regression 

A decision tree makes the classification or regression models in tree form. It 

splits the data into progressively smaller subgroups or sets and develops a tree in a 

step-by-step manner. The result in the form of output is a tree that has leaf nodes and 

nodes of the decision. The two more branches of the decision tree show the attributes 

and values tested. Leaf node basically provides information about numerical value. 

Decision trees are capable of dealing with both category and statistical numeric 

information data. The best prediction about the attributes and features are obtained 

from the top root node. A different test, VI and VIF calculation, is performed to display 

the small value of the top variable (Tirenni et al., 2007). The performance has been 

improved as a result of the elimination of all of the unwanted elements. 

In the case of complex interactions among the capability and the variable 

output, decision trees can be extremely useful. They also perform well when compared 

with other methods (algorithm) if there are lacking capabilities, if there is a mixture of 

specified and numerical information, and if there is a significant difference in the size 

of features among other situations (Tirenni et al., 2007). 
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Neural network is outperforming many ML models, especially when it comes 

to unstructured data such as images. However, with small structured, and tabular data, 

Decision trees (DT) based algorithms are still considered to be the best which direct 

us toward their usage especially with the nature of the data of this project (Luo et al., 

2021).  

Decision trees are widely used as a decision-making model to develop 

classification or regression models based on tree topologies. It progressively 

subdivides a dataset into smaller and smaller subgroups while simultaneously 

constructing a decision-making tree to represent the data) (De Caigny et al., 2018). 

The tree-shaped topology is mainly composed of three types of nodes. 

The root node of a decision tree is the node at the top of the tree that 

corresponds to the best prediction where first branching-based numerical calculations 

take place. The second type of nodes deals with the inner nodes where another decision 

is to be made based on specific criteria. A decision node is composed of two or more 

branches, each of which represents a value for the feature being checked (Gokhan & 

Keceoglu, 2019). In the binary decision trees, each item is to be set under the right 

branch if it fulfills the criteria, otherwise it is set under the left branch. The branches 

might be more than two according to the data construction. The third node type is the 

leaf node which is found at the lowest level of the tree. The leaf node contains the final 

decision whether it is a specific class in classification problems or a specific value in 

regression problems. The final decision that is represented by the leaf node is 

according to different combinations of fulfilled criteria or requirements of the above 

nodes. Numerous tests, including multicollinearity test, VIF calculations, and IV 

calculations on variables, may be performed to narrow the field down to a small 
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number of top variables. Therefore, performance is enhanced since all the undesirable 

factors have been eliminated (Christa et al., 2022). Figure 4 shows a schematic view 

of decision tree architecture and how it works (Luo et al., 2021; Leonard, 2017). 

Like the most of machine learning models, a dataset contains list of samples. 

Each sample has its own features, which are needed to construct the decision tree. Each 

sample’s features then undergo a series of tests beginning with the root node, passing 

by the inner node. Each test divides the dataset into samples that share the same 

outcome in this test. This dividing process and testing keep going until final subset of 

samples is grouped and does not accept any mode divisions. Each final subset of 

samples represents a leaf node.  

According to the research published by Choi et al. (2008), DT has many 

advantages that made us eager to test it for our problem. One of these important 

advantages is its usage in detection and prediction of customers’ behaviors. In 

addition, it has the ability to extract models describing important data classes. DT is 

easy to understand and interpret as it can be summarized in a set of if-else statements, 

which makes it useful in the field of marketing to find out influential factors. For non-

academic fields, such as marketing and business having people with machine learning 

not their domain of interest, visual representation of the model is an important criterion 

to illustrate how reasonable are your results.  

Decision Tree models have been used in customer satisfaction similar 

problems. The research published by Choi et al. (2008) investigated the factors that 

influence customer satisfaction and loyalty of m-commerce and e‐commerce. The 

authors endeavored to prove the essential influence of “content reliability” and 

“availability” in addition to “perceived price level of mobile Internet (m‐Internet)” to 
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m‐loyalty and m‐satisfaction. They used decision tree to compare their proposed 

important features with the current e-commerce. Choi et al. (2008) used customer 

satisfaction as the target output, which in the language of machine learning is called 

label, and different customer satisfaction factors as the ml model input that are used in 

decision making. Their constructed DT was a binary tree that is built on binary splits 

on each node as shown in Figure 4 (Luo et al., 2021; Leonard, 2017). The best splits 

are determined based on entropy indexing. In addition, their labels are set to be binary; 

the customer is either satisfied, the label is to be 1, or unsatisfied, the label is to be 0. 

In these settings, they managed to pinpoint both the unique and parallel features of m‐

commerce. 

 

 

 

 

 

Figure 4: A Schematic View of Decision Tree Regressor Architecture 
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Another research published by Tama (2015) that was focused on fast-food 

industry used both DT and neural network as machine learning models. They have the 

same common purpose; identifying the essential factors that participate in customer 

satisfaction. They proposed a pipeline that resembles most of this area’s pipelines with 

a special usage of DTs (Figure 5) (Tama, 2015). Both decision tree and neural network 

achieved more than 80% of predictive accuracy.  

 

 

 

 

Figure 5: Diagram of Research Process  

Moreover, one of the customer satisfaction problems being investigated is 

transport service quality. This problem also correlates with users' perception and 

expectations with the same data collection method as the one we used; customer 
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satisfaction survey. Tsami et al. (2018) achieved an accuracy of 89.5397% in one of 

their research projects related to ours that used DT model in classification. They built 

a DT that has 51 nodes and 26 leaves (end nodes). Figure 6 shows an example of a 

binary tree (Galimberti & Soffritti, 2011). 

 

Figure 6: An Example of A Binary Tree 

2.3.2 Multiple linear Regression 

A statistical method known as multiple linear regression is used to describe the 

concurrent relationships between numerous variables and one continuous outcome. 

The estimating and inference processes, variable selection during model construction, 

and model fit evaluation are crucial elements in applying this technique. Regressions 

with categorical (grouping) variables, polynomial regressions, regressions with 

interactions between the variables, and distinct slopes models are specific instances 

that are also treated. The entire time, examples from microbiology are used (Eberly, 

2007). It is assessing the link between variables that have a relationship between cause 
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and effect is regression analysis. it analyzes the relationship between a dependent 

variable and a single independent variable and to create a linear relationship equation 

between the two. Multilinear regression is the name given to regression models with 

one dependent variable and several independent variables (Uyanık & Güler, 2013). 

Equation (1) shows a linear regression formula in which Ŷ is the predicted value of 

the response variable Y for a given value of the predictor variable X. The intercept b0 

estimates the value of the response when the predictor is 0, and the slope b1 estimates 

the average change in the response for a unit change in the predictor. Equation (2) 

shows a multiple linear equation in which Ŷ is the value of the response predicted to 

be on the regression plane with the best fit (the multidimensional generalization of a 

line). The intercept b0 is the reference position of the plane; it defines the value of Y 

when both X1 and X2=0. The regression coefficient b1 quantifies the sensitivity of Y 

to a change in X1, taking into account the effect of X2 on Y. b2 quantifies the 

sensitivity of Y to a change in X2, taking into account the effect of X1 on Y. 

        (1) 

       (2) 

The multi–Linear Regression is used for solving Regression problems whereas 

Logistic Regression is used for solving the Classification problems. Under the 

umbrella of supervised learning, logistic regression is one of the powerful machine 

learning models. In the empirical research, logistic regression is a statistical technique 

that is often used to analyze categorical dependent variables. An individual's class (or 

category) may be predicted using the statistical method of logistic regression, which 

is based on one or more factors (x). Logistic regression is a transformed form of the 
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linear regression for the classification problems with logistic regression having range 

between 0 and 1 (Buyya et al., 2016). Besides, linear regression requires linear 

relationships between inputs and labels in contrary to logistic regression, which is 

considered as an advantage over linear regression for our problem of interest, because 

in logistic regression, nonlinear log transformation to odds ratio is applied in the first 

place. The Odd of event is a probability of an event taking place divided by the 

probability of an event not taking place. It is mentioned earlier that logistic regression 

has the range between 0 and 1. Sigmoidal shape (s-shaped), therefore, represents the 

probability curve on a binary scale.  As an example, let’s apply values −20 to 20 to the 

logistic function. The input values will be transferred to 0 and 1 as illustrated in Figure 

7 (Belyadi & Haghighat, 2021).  

Sometimes, variable is dependent and discrete. The logistic regression is the 

precise evaluation regression of behavior that may be performed (binary). A prediction 

evaluation is performed using logistic regression in the same way as it has done with 

all other regression analyses (Yi et al., 2019). When attempting to explain the 

information or relationship between a binary structured variable and one or even more 

variables that are independent and ordinal nominally c program language period, or 

ratio-stage in nature, logistic regression is employed to do so. A prediction evaluation 

is performed using logistic regression in the same way as it is done with all other 

regression analyses.  

Logistic regression is considered as a statistical method of analysis variation 

on the basis of no or yes. Different attributes in customer satisfaction include quality 

of product, prices of the product, the quantity of product with the increase in price, and 

market values (Tirenni et al., 2007). 
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When it comes to reading logistic regressions, it might be tricky. Nonetheless, 

the Intellects gadget of statics makes it simple to finish the evaluation and, after that, 

translate the outcomes into unmistakable English by utilizing the incorporated 

translation. 

Since it is simple to implement a broad range of applications, it may serve as a 

performance basis for several systems. As a result, each engineer should be acquainted 

with the ideas it contains (Hung et al., 2018). The often-used logistic model is the one 

with binary outcome. Multinomial logistic regression will be used, as our problem is 

multi-output class problem, which means that there are more than two discrete 

outcomes (Kwak & Clayton-Matthews, 2002). Logistic regression has a less 

complicated mathematical background than Multinomial, so it is better to explain 

logistic regression first in this context. The below equation explains the mathematical 

background of logistic regression model, which is represented by what is called 

logistic function (Belyadi & Haghighat, 2021). The following equation is used in case 

of a problem of binary output. Figure 8 shows a linear regression equation on a linear 

scale (left) and a logistic regression equation on a probability scale (Seufert, 2013). 

 

𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 =
1

1+𝑒−𝑥
              (3) 

 

 



30 

 

 

Figure 7: Logistic Regression Applied to A Range of −20 to 20  

 

Figure 8: A Linear Regression Equation on A Linear Scale (left) and A Logistic 

Regression Equation on A Probability Scale (right)  

 

2.3.3 Random Forest Regression 

Random forest (RF) is an ensemble learning method used for the classification 

and regression (Južnik & Kozar, 2017). RF Regression is a supervised learning 

technique that makes use of a regression learning methodology to obtain its results 

(Gómez Fernández et al., 2022). Using ensemble learning, one may build a forecast 
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that is more accurate than a single model by combining predictions from multiple 

algorithms simultaneously (Iannace et al., 2019). 

The Random Forest is construct, wherein the trees run parallel to one another, 

but do not meet one another at all. Random Forests are used to train decision trees 

since they build multiple decision trees at once and give the mean class for all the trees 

(Pekel, 2020).  

Random forest means an assemblage of decision trees as illustrated in Figure 

9 (Chapron et al., 2018). Each decision tree uses different samples and features in 

making its decision. Random sets of samples are generated. Then, each set is to be 

used for one DT. Finally, entire forest votes for the final decision. Hence, RF corrects 

decision tree defect of over-fitting. Moreover, RF has an advantage over decision tree. 

It is not just about constructing the different bootstrap samples of the data that are used 

in decision tree construction nor using the vote of many decision trees, rather it deals 

with the construction of RF’s decision trees themselves. DT takes the decision of each 

node splitting based on the best split amongst all variables, while RF takes the decision 

of each node splitting on the basis of the best amongst a subset of predictors 

haphazardly (Boateng et al., 2020). This unexpectedly supports the fact that often RF 

performs very well as compared to numerous other classifiers, including support 

vector machine (SVM), discriminant analysis, and NNs, which avoids overfitting 

(Boateng et al., 2020). 

RF specifically has been chosen to be investigated in this research because its 

results are interpretable, which means that the features used in decision making must 

be known. Lack of interpretability of many machine learning approaches is a strong 

limitation contrary of RF. Earlier random forest was used in customer satisfaction 
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problems many times, such as the research published by Baswardono et al. (2019) that 

is covering the classification of airlines’ customer satisfaction. The authors conducted 

a comparative analysis between different decision tree algorithms, RF and C4.5. Both 

algorithms show quite similar accuracies, precisions, recalls, and area under the curve 

(AUC) that are considerable. The best accuracy they reached was 93%, which was 

achieved by RF after tuning the parameters. They built a system on the basis of RF 

with the intent of analyzing historical mobile data usage and profiles of the customer. 

Another research conducted by Hu et al. (2018) recommended using RF in 

telecom promotion recommendation. The traditional methods that were used for 

offers’ promotions depended merely on experiences and personal intuition. The 

authors of the paper suggested that consumption level and mobile data usage pattern 

of the customers are the important features that should be considered in decision 

making. Based on the researchers’ proposed RF-system in this paper, they managed to 

improve accuracy from 80.36% to 93.36% as compared to the accuracy that was 

achieved by the traditional methods for offers’ promotions. Given that their data has a 

quite massive number of samples, which was more than 500 thousand mobile data 

usage, their results are reliable enough for us to depend on in the process of choosing 

RF among our ML models. 

The review article published by Boateng et al. (2020) confirmed that most 

researchers advocated RF as an easier and extensively utilized method, which 

recurrently achieves results with high precisions, and customarily quicker to 

implement. Besides, it was mentioned in the article that RF is insensitive to noise or 

overtraining and demonstrates the capability of dealing with the unbalanced data. All 

the previously mentioned research contributions strongly directed us toward using RF.  
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Figure 9: A Schematic View of Random Forests Architecture and How it Works  

 

2.3.4 Adaptive Boosting (AdaBoost) Regression 

AdaBoost develops and assembles itself mostly via the efforts of succeeding 

members that have been trained to correctly predict the appearance of certain data 

events (Xiong et al., 2021). Each new predictor is provided with a training package 

that includes progressively difficult examples that may be weighted or resampled as 

they go through the training process (Shahraki et al., 2020).  It is a straightforward 

meta-estimator that begins by fitting an instance regressor to the original dataset, and 

then fits further regressor copies to the same dataset, but with the weights of the 

instances modified to account for the current prediction error (Koduri et al., 2019). 

Therefore, successive regressors lay emphasis on more complicated circumstances.  

 AdaBoost regression is a type of regression which is a primary effort of 

subsequent members that have been trained to accurately estimate the presence of 

specific factual events that AdaBoost builds and gathers itself within the natural course 
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of things. It is possible to reduce the influence of large datasets by using adaptive 

boosting (AdaBoost), which is used for cascading numerous decision trees (Tirenni et 

al., 2007). When a new predictor is introduced, he or she is given a new offer of 

education that contains progressively harder instances that can be weighed and resized 

as it proceeds through the process of learning. 

AdaBoost is regarded as a reliable Meta estimator because it begins by fitting 

a specific case of a regression model with a distinguishable set of data, and afterward 

fits perfectly additional regressor duplicates with a similar set of data and with the 

strength of the times adjusted to compensate for the present forecasting of faults. As a 

result, successive regressors lay emphasis on circumstances that are more intricate (Yi 

et al., 2019). 

Boosting is a repetitive predator algorithm. It mainly depends on creating 

prediction model of the training dataset, and then building a second model that rectifies 

the first one, followed by a third and fourth model. Each model rectifies the previous 

one until the model reaches stopping criteria that indicates good predictive capacity of 

the final mode (Zhang, 2004). Boosting is a general idea that resembles the idea of 

Random Forest. Random forest builds multiple DT, and then takes vote on them all to 

decide its classification. The same is valid for boosting. It takes the voting of multiple 

machine learning models. Each of them is a week predictor by itself, but their 

combinations increase the predictive capacity. For example, if, as a start, KNN model 

was created, and it achieved an accuracy of 80%, then this is followed by creating a 

DT model that achieved 75% accuracy, and finally a third model of SVM was created 

with a predictive accuracy of 85%. All the three models have a low predictive capacity. 

However, their combined voting is expected to show better results.  
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One type of boosting is called adaptive boosting that is used as an ensemble 

method. Commonly, it uses Decision Stumps as an algorithm. Decision Stumps is 

basically a DT with one split Figure 10 (Bohacik, 2014). Initially, it builds a model 

with equal weights to all samples, then it builds a second model with updated weights. 

The weights of samples are updated according to whether it was classified correctly in 

the first model or not. If it was correctly classified, it will be given higher weight to 

pay more attention to in the next model. These procedures keep going until reaching 

an acceptable margin of error. A schematic review of AdaBoost mechanism is 

illustrated in Figure 11 (Wang & Li, 2021). 

 

Figure 10: A Schematic View of Decision Stumps  
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Figure 11: A Schematic Review of AdaBoost Mechanism  

 

Consider an example of a dummy dataset that has a binary classification; 

sample is diseased or not. The decision in this data is to be made according to 3 

attributes which are gender, age, and income. AdaBoost algorithm is composed of 7 

stages, which are illustrated as following: 

Stage 1: Each and every sample of our training dataset is to be assigned a 

weight value. Initially, all samples get an equal value. Given that N represents the 

number of samples, the initial weights are to be calculated using the following formula 

(Shrestha & Solomatine, 2006).  
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𝑤(𝑥𝑖, 𝑦𝑖) =
1

𝑁
, 𝑖 = 1,2, … 𝑛                  (4) 

Stage 2: The second stage is measuring the classification dependencies on each 

attribute, meaning that how much each attribute contributes to the classification 

process. To proceed with this goal, a decision stump is to be built for each attribute, 

followed by the Gini index of each decision stump. The lower Gini index indicates 

better classification, so its corresponding decision stump will be the first. 

Stage 3: It deals with measuring how accurately the model is built in 

classifying the samples using the total error that represents all the weights of the 

misclassified samples (Shrestha & Solomatine, 2006). The total error is to be 

integrated in the following formula that indicates the importance of the built decision 

stumps.  

𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒𝑜𝑓ℎ𝑒𝑠𝑡𝑢𝑚𝑝 =
1

2
𝑙𝑜𝑔𝑒 ⁡)        (5) 

Given that our weight is a fraction, the total error will always be between 0, perfect 

stump, and 1, bad stump.  

Stage 4: as discussed before, the weights of each point is to be updated 

according to the classification accuracy. The wrongly classified points are to be given 

higher weight. The weights are to be updated using the following formula:  

𝑁𝑒𝑤𝑠𝑎𝑚𝑝𝑙𝑒𝑤𝑒𝑖𝑔ℎ𝑡 = 𝑜𝑙𝑑𝑤𝑒𝑖𝑔ℎ𝑡 ∗ 𝑒±𝐴𝑚𝑜𝑢𝑛𝑡𝑜𝑓𝑠𝑎𝑦(∝)          (6) 

where, alpha represents the performance of the model that was calculated in stage 2.  

In stage 5, the data is to be modified according to the updated weights. The 

updated weights column is to be used to divide the data points into buckets. In stage 

6, the dataset that will be used in the next model is to be created out of the original 

dataset with a higher probability and existence rate of the samples with higher weights.  
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The seventh and last stage of AdaBoost algorism deals with repeating all the 

above steps with the new formulated dataset in stage 6. Starting from assigning equal 

weights to the new dataset, followed by finding the best stump, then calculating the 

total error, and finally updating the weights and dataset, until a predefined error 

acceptance rate is reached.  

AdaBoost is a commonly used algorithm of projects related to customer 

acceptance and satisfaction. One of these research projects is the project published by 

Wu et al. (2022). They combined the AdaBoost algorithm with principal component 

analysis (PCA) for e-commerce customer churn prediction. Customer churn is other 

face of customer satisfaction. Both affect the organization ‘revenues. To improve 

customer satisfaction, and hence customer retention, the attributes that participate in 

customer retention need to be identified. That is why projects that are working on 

customer churn are closely related to our problem. Zengyuan Wu’s project deals with 

e-commerce which causes their data to be high-dimensional and unbalanced. That is 

why they specifically integrated data pre-processing and ensemble learning. They used 

PCA to reduce the data dimensionality and used AdaBoost to minimize the effect of 

unbalanced data by cascading multiple decision trees. Their proposed model, PCA-

AdaBoost model, achieved higher accuracy than all the evaluated models in literature; 

SVM, Logistic Regression, and the typical AdaBoost. The results they achieved are 

demonstrated in Table 1 below. 
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Table 1: The Performance of Different Models Against PCA-AdaBoost 

Methods Overall 

accuracy 

G-mean Recall Precision 

Logistic 

regression  

0.9788 0.9831 0.9771 0.9793 

SVM 0.6751 0.6335 0.8912 0.6197 

AdaBoost 0.8737 0.9714 0.9766 0.9669 

PCA-

AdaBoost 

0.9898 .9897 0.9917 0.9880 

 

Their proposed PCA-AdaBoost model achieved higher accuracy than all other 

models. However, the typical AdaBoost achieved considerably close accuracies. As 

our dataset is not high dimensional, it has only 37 attributes, and we need to implement 

a model that is interpretable, so it was chosen to evaluate AdaBoost among our tested 

models.  

Another research project conducted by Sabbeh (2018) proved that AdaBoost 

along with random forest outperform many other evaluated machine learning 

techniques, such as Decision Trees (DT), Discriminant Analysis, Naïve Bayesian, 

Support Vector Machines, Multi-layer perceptron, instance-based learning (k-nearest 

neighbors), and Logistic Regression. Sarah was working on customer retention. The 

dataset she used has more than 3000 samples, making her results quite reliable. Both 

ensemble learning techniques that were used, AdaBoost and RF, achieved almost the 

same accuracy which is 96% in comparison to the other models that achieved 94%, 

90%, 88%, and finally 86.7% accuracy.  

2.3.5 XGB Regression Random Tree  

XGB is a highly successful regression technique for the development of 

controlled models that may be found in many applications (Sahin, 2020). It is possible 

that knowledge of its goal function (XGB), in addition to the basic learners, will aid in 
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determining the veracity of this claim. In the purpose function, there is a loss function 

as well as a regularization term that must be considered. The distance between the 

actual values and the model’s predictions is shown by this parameter, which is also 

known as the gap between the observed and expected values. The reg: linear and reg: 

logistics functions are the most often encountered sources of XGB regression problems 

(Jangaraj et al., 2021). 

Numerous systems use XGB regression, which is a successful regression 

technique for the development of management models that is particularly well-suited 

for this purpose. It is possible that those with a prior understanding of its principal 

function (XGB), as well as others who are just getting started, will be able to assist in 

determining the validity of this claim. While considering the motive feature, it is 

necessary to take into account both the loss characteristic and the regularization term 

(Yi et al., 2019). This factor is considered as a space among determined or anticipated 

figures is used to demonstrate the disparity between the actual values and the 

predictions made with the version. The most frequently occurring resources in XGB 

regression situations are the linear: reg and logistics: reg capabilities. 

XGB is a gradient boosting machine learning algorithm that stands for Extreme 

Gradient Boosting. It is not only used for regression, classification purposes, but also 

for ranking problems (Li & Zhang, 2019). XGB is a decision tree ensemble learning 

algorithm that depends on many ML models in taking its final decision. Ensemble 

learning models use multiple algorithms, each of them makes its own judgment, and 

then voting is to be conducted to reach the final decision (Sagi & Rokach, 2018).  

Evolutionally wise, XGB is a descendant of the great ancestor, DT. The species 

starts with DT, then Bagging is introduced. Passing by random forest, boosting and 
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gradient boosting, finally reached XGB (Sahin, 2020). XGB uses multiple DTs that 

are built in parallel not sequentially, such as the Gradient Boosting Decision 

Trees algorithm. Indeed, XGB is another implementation of gradient boosting, but 

with some upgrades at the level of both the algorithm and system. The enhancements 

that are related to the system are parallelization, tree pruning (Luiz de Freitas Vieira 

& Almeida Có, 1997), and hardware optimization, while the algorithmic optimization 

points are regularization, sparsity awareness (Nguyen et al., 2020), weighted quantile 

sketch (Dong et al., 2020), and cross-validation.  

As mentioned earlier, XGB depends on the parallel constructed DTs, resulting 

into improvements in the algorithm performance. The second improvement is tree 

pruning. XGB does not depend on greedy approach in the stopping criterion. On the 

contrary, XGB uses the max depth approach, and then implements backward pruning 

which is described as depth first approach. This approach considerably improves the 

computational power. When it comes to the algorithmic enhancements, XGB has a 

special add point in avoiding overfitting using both LASSO (L1) and Ridge (L2) 

regularization. In addition, it uses both Shrinkage and Column Subsampling (Dong et 

al., 2020) to avoid over-fitting. Shrinkage resembles stochastic optimization that 

reduces the effect of each DT to grasp the attention of the newly formed DTs.  

XGB outperformed many ML models in a research project conducted by Hota 

and Dash (2021) that focused on prediction of customer churn in telecom industry. 

They investigated multiple machine learning models in customer churn prediction. 

They compared the predictive capability of each of XGB, GradientBoost, AdaBoost, 

ANN, Logistic Regression, and Random Forest models. The dataset they worked on 

was large, consisting of 7043 samples. Each sample has 21 features that are correlated 
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with customer churn. Their features of interest are gender, age, dependents, services 

they have signed up for, contract information, payment methods, paperless billing, and 

monthly charges. Their results strongly direct us toward using XGB. Table 2 shows 

the accuracy reached by each of the tested machine learning models along with recall 

and precision values of each of them. XGB outperforms all the investigated 6 models. 

Table 2: Models Analysis 

 

One of other research projects that used XGB in customer churn prediction was 

the research conducted by Abdelrahim Kasem Ahmad, Assef Jafar and Kadan 

Aljoumaa (Ahmad et al., 2019). They aimed to assist telecom companies in figuring 

out the factors that should be reduced or completely eliminated to avoid the churn of 

customers using machine learning approaches. They used Gradient Boosted Machine 

Tree “GBM”, Random Forest, Extreme Gradient Boosting “XGB”, and Decision 

Tree. The best accuracy was detected by using XGB tree model which achieved 

93.301% accuracy. However, GBM achieved 90.89% accuracy, which is the second-

best accuracy. The accuracies reached by the four algorithms are illustrated in Figure 

12. 
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Figure 12: Accuracy Detected in Telecom Customer Churn for the Four Models. 

 

Moreover, AL-Shatnwai and Faris (2020) used XGB as a ML model for 

customer retention in telecommunication sector (AL-Shatnwai & Faris, 2020). The 

dataset used was churn dataset.  They evaluated multiple machine learning models; 
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RF, SVM, Logistic Regression, SCD, and XGB. XGB achieved the best accuracy as 

illustrated in Table 3. 

Table 3: Detected Accuracies of All Investigated Machine Learning Models. 

 

According to the analysis and above discussion for the prediction of customer 

satisfaction, decision tree regression is the best and most appropriate method as it 

provides the precise, accurate value of different attributes of customer satisfaction. 

Moreover, the XG5 boost regression tree is also similar to the decision tree that gives 

brief information about valuation and features that help improve customer satisfaction. 

2.3.6 M5P 

According to Quinlan (1986) the M5P tree is a decision tree learning that can 

be used to solve regression issues. The M5P tree approach applies linear function 

regression to the nodes terminal while fitting the linear, multivariate regression model 

to every domain through categorizing or splitting the total records area into several sub 

bands using the classification or division technique respectively (Arosha Senanayake 

& Joshi, 2021). The M5 tree approach, as opposed to discrete classes, is more 

appropriate for dealing with continuous elegance problems, and can handle 

commitments with extremely high dimensionality. In the statistics set, it is well-known 

for its piecewise recordings of each linear version, which are used to approximate 

nonlinear relationships in the statistics set. In M5P, three kinds of tree branches are 
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formed that are known as leaves, internal, and root nodes. These nodes are internally 

connected with each other with the help of branches.                  

 In order to construct the tree, a selection-tree implementation plan is used. 

However, rather than maximizing the benefits of the records at every access point, 

dividing criteria are employed, which minimizes the inter variation in the elegance 

values down to each intermediate node (Arosha Senanayake & Joshi, 2021). 

In the preprocessing steps for M5P model, two main stages are completed. 

First, binarization is applied to all enumerated attributes so that all node splits are 

binary. The second stage is considering handling the missing values. Usually, in these 

cases, the instances that have a missing value of one of its attributes are to be deleted. 

Another approach that is mostly followed when there is no luxury of deleting samples 

due to the small size of data is to impute the missing values using one of the different 

proposed techniques, such as imputing the average or most frequent value. In the case 

of M5P, a different technique is applied, which is called surrogate splitting. 

When a missing value for the specific attribute-based split is found, surrogate 

splitting during training stage searches for the most correlated attribute and uses its 

corresponding value only for this sample. The alternative attribute is the most 

correlated attribute to the one that originally should be in use. That is how all missing 

values are imputed during training stage. However, the average value imputation 

technique is used during the testing phase. The missing value for a specific attribute is 

replaced by the average value of the training instances for that same attribute.  

M5P was one of five machine learning models chosen by Geler et al. (2021) in 

their research about customers’ assessments in food serving businesses (Geler et al., 

2021). They compared the prediction capability of six different machine learning 
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models, namely SMO, RandF, RandT, REPT, M5P, and MP, in predicting customer 

satisfaction of restaurant and food services. In addition, they worked on finding the 

important attributes that contribute to customer satisfaction. They found that food 

taste, service, and environment are the most important three features that affect 

customer satisfaction. The four tested machine learning models did not show great 

difference in their results, instead they showed great similarity. Random Forest and 

MP models’ range difference was between 0.12 and 0.23, while the other models 

showed difference not more than 0.09. Figure 13, shows the exact results of each of 

the six models regarding the three important features (Geler et al., 2021).  

 

Figure 13: Graphical Representation of the Average Values and Standard Deviations 

of RMSE  

 

2.3.7 Random Tree 

Random tree is decision tree that does not search for all attributes on each split, 

rather it creates a random subset of attributes at each split. All tree-based models have 
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the advantage of high visualization ability and interpretability. Random tree is used in 

classification problems as well as regression problems. In training phase, the records 

are recursively split into groups with similar output field values. To generate sample 

data for tree model building, bootstrap is used with replacement. Moreover, random 

tree is a binary tree, which means that it creates a binary split for two sub-trees at each 

node. As our data is categorical with multiple class, each branch does not necessarily 

have only one category but a group of categories. The random tree is usually very large 

because there is no pruning in random tree, which means that it goes to the largest 

possible branching extension (Ullah et al., 2019).  

Random Tree is used in customer satisfaction and customer churn problems. 

The research project conducted by Ullah et al. (2019) is focused on customer churn in 

telecom industry (Ullah et al., 2019). They were concerned with the reasons of 

customers churn and their behavior patterns. They used multiple machine learning 

models for classification predictions, such as AdaBoostM1 + Decision Stump, J48, 

Decision Stump, Random Forest (RF), Random Tree (RT), and Bagging + Random 

Tree Logistic Regression (LR). The best performing models were Random 

Forest and J48 with 88.63% accuracy, while Random Tree was ranked second with an 

accuracy of 84.34%.   

2.3.8 Reduced Error Pruning Tree (REPTree) 

REPTree is a decision tree with improvements for pruning stage that can work 

on classification as well as regression problems (Al Snousy et al., 2011). It depends 

on information gain / variance in the construction and Reduced Error Pruning (REP) 

for pruning (Elomaa & Kaariainen, 2001). In the reduced error pruning, complete sub-

trees are to be pruned by replacing them with only one node. 
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REPTree achieved an accuracy of 98.39% in the research conducted by Al 

Snousy et al. (2011). Their research was concerned with microarray analysis for cancer 

diagnosis problem. They compared nine decision tree-based algorithms; Decision 

Stump, C4.5, Random Tree and REPTree, CART, Random Forests, AdaBoost (C4.5 

and REPTree), Bagging (C4.5 and REPTree), and alternating decision ADTree. 

Another research conducted by Boodhun and Jayabalan (2018) used REPTree. 

They were concerned about enhancing the risk assessment for life insurance 

companies. They used Correlation-Based Feature Selection and Principal Components 

Analysis for dimensionality reduction, Random Tree classifiers, REPTree, Artificial 

Neural Network, and Multiple Linear Regression as machine learning models. 

REPTree showed the highest prediction accuracy among all used models with the 

lowest mean absolute error (MAE) value of 1.5285. 

2.3.9 Deep Learning  

  Deep learning is a concept of machine learning based on artificial neural 

networks. This makes it possible to manage unstructured data, including text, images, 

and documents. Deep learning models outperform shallow machine learning models 

and conventional data analysis techniques in many situations (Janiesch et al., 2021). 

According to Bailly et al. (2022) deep-learning models were able to perform well even 

without interaction terms, while machine-learning models were less affected by the 

dataset size and needed interaction terms to perform well. In summary, well-specified 

machine learning models outperformed deep learning models in the scenarios that 

were considered (Bailly et al., 2022). The most basic type of deep neural network is 

the multilayer perceptron (MLP). Multiple hidden layers make up the architecture of 

an MLP in order to capture more intricate associations seen in the training dataset. The 
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MLP is also known as a deep feedforward neural network (DFN) (Bisong, 2019). 

CNNs is one of the deep learning methods which are typically utilized to tackle 

challenging image-driven pattern recognition applications. (O'Shea & Nash, 2015). 

The study conducted by Alnagar (2020) investigates the determinants of student 

satisfaction with e-learning and proposes a model to identify the factors that influence 

student satisfaction at Tabuk university using MLP artificial neural networks. 

(Alnagar, 2020). Also, a study done by Tariq et al. (2021) proposed predicting churned 

users through CNN. This paper aims to monitor customer behavior and make decisions 

accordingly. 

2.4 Feature Selection  

In machine learning, attribute selection has been perceived to be a preferred 

technique for selecting a subset of relevant features from high-dimensional data. 

According to a study, the Feature Selection Model is essential for analyzing the 

variability and how common the product is amongst other products in an 

organization’s portfolio. It proposes incorporating customer preference information 

into the model using sentiment analysis of user-generated product reviews (Adjimi et 

al., 2019). 

Different feature selection methods have been used to discover the most 

important attributes among all the attributes of various brand measures. Principle 

Component Analysis (PCA), Correlation-based Feature Subset Selection, and Relief 

method have been discussed as attribute selection methods (Amir, 2017). Furthermore, 

feature selection algorithms such as Exploratory Factor Analysis (EFA) (Zeinalizadeh 

et al., 2015), feature-based transfer learning strategy, TFS supervised forward feature 

selection (SFFS), and Filter–Wrapper (Idris & Khan, 2017) were used.  
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In addition to this, balanced iterative reducing and clustering using hierarchies 

(BIRCH) have been used for customer segmentation (Hassan, 2018).  K-means 

algorithm clustering was based on the loyalty level (Chou et al., 2011). Different 

feature selection techniques in text categorization have been discussed, like 

Information Gain (IG), Chi-Square (CHI), Correlation Coefficient (CC), and Odds 

Ratio (OR) (Zheng et al., 2004). To compare different feature selection techniques, 

different performance metrics like the number of features selected, a list of features, 

Classifier accuracy, and elapsed time can be used (Sheena et al., 2016). Feature 

selection could improve the performance of the prediction algorithms and reduce the 

memory storage requirements and computation time, which could reduce the 

computational costs for data analytics.  

As mentioned before, the Kano model can categorize attributes into five 

different categories, which make the Kano model very popular models over the last 3 

decades; thus, different approaches had been applied to explore asymmetric and non-

linear relationships in the Kano model studies. A study conducted by Chang et al. 

(2009) specified that various methods have been used to classify quality attributes into 

five Kano categories like Penalty-Reward Contrast Analysis (PRCA), Importance Grid 

Analysis (IGA), direct classification method, and the moderated regression analysis. 

The study concluded that the Kano questionnaire remains the most appropriate 

classification method to identify Kano despite the fact that it is very complicated and 

not easy to be implemented (Chang et al., 2009). 

2.4.1 Features Selection Types Techniques 

Feature selection is a data mining tool that aims to select the most descriptive 

features for the target variable. In this process, a compact representation of the data is 

found. A small subset of the features might contain most of the information about the 
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data (Liu & Motoda, 2012). Most of the time, feature selection is used to reduce 

computations, but in our case, it will be used to select the top features that affect 

customer satisfaction in a business.  

Informing the business providers about the most important features that 

directly affect customers is a huge gain. Due to the importance of feature selection 

methods in this research, a brief explanation of feature selection types will be 

presented, and the selected approaches will be highlighted. 

2.4.1.1 Filter Techniques 

In filtering method, the best features are chosen based on the correlation 

coefficient without the use of any machine learning techniques. Only statistical 

measures are used to determine the best features. Afterward, a machine learning model 

is applied to get the performance of those selected features (Pavya & Srinivasan, 

2018). 

Drawback of this method is the ignorance of in-between feature relations. In 

other words, the filter method gets only the correlation between each individual 

variable and the target variable. This might miss valuable information because some 

features are highly informative being together, but each one of them has much less 

significant information on its own (Wang et al., 2014). Some examples of filter 

methods are shown in Figure 14 (Suppers et al., 2018). 

 

Figure 14: Filter Method in Feature Selection  
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2.4.1.2 Wrapper Techniques 

Wrapper technique can get the best set of features instead of only important or 

relevant features. By training the model and observing the effect of adding or removing 

features, this technique can decide the most important group of features.   This process 

might be computationally expensive, but it gets the optimal set of features. Nothing 

prevents getting the best set of features using relevant features only (Jović et al., 2015). 

Figure 15, shows the wrapper approach in feature selection. The wrapper method is 

divided into 3 categories (Suppers et al., 2018). 

• Forward Feature Selection: This type starts with an empty set of features, 

then adds features one by one, and observes its effect on the model’s final 

accuracy. After that, the best features are selected by continuously adding 

features and observing them (Jović et al., 2015). 

• Backward Feature Selection: This type is exactly the inverse of the FFS. The 

model starts with all sets of features and eliminates the least important as it 

goes. The least important feature is the one that has the smallest effect on model 

accuracy after removal (Pavya & Srinivasan, 2018). 

• Heuristic Feature Elimination: Similar to BFS, it recursively removes 

irrelevant features until ending up with the best set of features (Pavya & 

Srinivasan, 2018). 
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Figure 15: Wrapper Approach in Feature Selection  

 

2.4.1.3 Embedding Technique 

In the embedding method, the feature selection method is embedded into the 

machine learning algorithm and is optimized (Pavya & Srinivasan, 2018). Examples 

include Lasso L1 and ridge regression L2, in which a penalty is added for large 

coefficients. More details will be given in the description of each feature selection 

method. Figure 16, shows the embedding technique in feature selection (Suppers et 

al., 2018). 

 

Figure 16: Embedding Technique in Feature Selection  

 

In the following subsections, a group of feature selection methods will be 

reviewed. Some of them have been used in this research, and justification of the 

reasons behind using these methods will be provided. 
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2.4.2 Features Selection Techniques 

2.4.2.1 Chi-Square test 

This test examines the independency between two variables. Two variables are 

fully independent when the probability of both taking place at the same time is equal 

to the multiplication of each probability of occurrence: 

𝑃(𝑋𝑌) = 𝑃(𝑋)𝑃(𝑌)                  (7) 

 Particularly, it tests the correlation between feature values and the predicted 

classes. It can’t only address the significance of the observed differences, but also 

provide detailed information about exactly which categories are responsible for the 

differences found (McHugh, 2013).  

2.4.2.2 Mutual Information (MI) 

In this feature selection technique, relevant features contain large information 

about the target class. This might be similar to correlation, but the difference is mutual 

information measure. The redundancy inside a random variable 𝑋 is not just its 

correlation with the target. According to information theory, the amount of redundancy 

uncertainty inside a random variable is another representation of how much 

information this variable has (Sulistiani et al., 2019). According to Shannon, the 

amount of uncertainty inside random variable 𝑋 can be measured by using entropy 

function 𝐻(𝑋), which is defined as: 

 

𝐻(𝑋) = −∑𝑥∈𝑋 𝑝(𝑥)𝑙𝑜𝑔⁡ 𝑝(𝑥)                    (8) 
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Where, 𝑝(𝑥) is the marginal probability of 𝑥, which is the probability of event 𝑥 to 

happen. Joint probability is the probability of two 𝑥  and 𝑦 events to happen at the 

same time 𝑝(𝑥, 𝑦). From joint probability, joint entropy appears. Joint entropy is a 

measurement of the uncertainty related to two variables. To measure joint entropy 

between two variables, the following formula is used:  

𝐻(𝑋, 𝑌) = −∑𝑥∈𝑋 ∑𝑦∈𝑌 𝑝(𝑥, 𝑦)𝑙𝑜𝑔⁡ 𝑝(𝑥, 𝑦)   (9) 

Mutual information is the amount of information that both variables share (Sulistiani 

et al., 2019). The equation for calculating the mutual information is given below: 

𝐼(𝑋; 𝑌) = ∑𝑥∈𝑋 ∑𝑦∈𝑌 𝑝(𝑥, 𝑦)𝑙𝑜𝑔⁡
𝑝(𝑥,𝑦)

𝑝(𝑥)𝑝(𝑦)
  (10) 

For two random variables 𝑋 and 𝑌, if 𝐼(𝑋; 𝑌) > 0, the two variables contain some 

mutual information. If 𝐼(𝑋; 𝑌) ≤ 0, the two variables have no relation. Mutual 

information can be used as a metric to state how variable/ Feature 𝑋 is descriptive of 

variable/ label 𝑌. Mutual information diagram is illustrated Figure 17 (Li et al., 2009). 

 

 

Figure 17: Mutual information diagram  

 



56 

 

 

In Sulistiani et al. (2019) mutual information (MI) with support vector machine 

had been used to build a classification model for customer loyalty. Fast-moving 

consumer goods (FMCG) is an important sector in business. This model tries to 

classify customers in FMCG into loyal or non-loyal customers using features selected 

from MI and SVM models. The method starts with data cleaning. Afterward, the 

feature selection method gets the most predicting 5 features out of 26 features. After 

selecting the features, the result of prediction using all features and the top 5 features 

is compared. Figure 18 illustrates the research methodology (Sulistiani et al., 2019). 

 

Figure 18: Research Methodology  

The model gives 73.57% correct classification accuracy by using the best four 

features as compared to 76.42% correct classification accuracy by using all features. 

The researchers proved the effectiveness of using the DMI-SVM model for selecting 

the best features affecting customer loyalty.  

2.4.2.3 Least Absolute Shrinkage and Selection Operator (Lasso) 

The least Absolute Shrinkage and Selection Operator (Lasso), is a powerful 

method in feature selection and regularization. This method belongs to the embedded 

feature selection family because the feature selection module and the machine learning 
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evaluating model are present together. For a better understanding of Lasso, starting 

with a linear model is better. Linear model is the simplest form of prediction, wherein 

it is assumed that the target output is a linear combination of the input features as given 

in the following equation: 

𝑦𝑝𝑟𝑒𝑑 = 𝑎0 + 𝑎1𝑥1 +⋯+ 𝑎𝑛𝑥𝑛      (11) 

The best regression model minimizes a cost function using certain values of  𝑎𝑖. For 

simple regression model, the mean square error is used as a cost function: 

∑
𝑁training 

𝑖=1
(𝑦real 

(𝑖) − 𝑦pred 

(𝑖) )
2

                 (12) 

One of the biggest problems in this simple model is the collinearity between 

features. If two features are correlated, the overall model variance increases. When 

model variance increases, the ability to generalize other data decreases significantly, 

and the process of feature selection losses its overall significance.  

The lasso method, solves this problem by adding the penalty term L1 to the 

cost function. The idea behind the new term is to penalize and shrink the useless 

features’ coefficients. Lasso performs a sort of automatic feature selection. If two 

features are highly correlated, they will increase the value of the cost function. Lasso 

penalizes the coefficient of one of them to make the important feature survive. Lasso 

shrinks the coefficient of the feature to 0 to eliminate the least important feature (Fonti 

& Belitser, 2017).  

1

2𝑁training 

∑
𝑁training 

𝑖=1
(𝑦real 

(𝑖) − 𝑦pred 

(𝑖) )
2

+ 𝛼∑𝑛
𝑗=1 |𝑎𝑗| (13) 

 



58 

 

 

LASSO method has some advantages that justify its usage in the feature selection 

process. 

1. Features resulting from Lasso have good prediction accuracy because the 

process of shrinking and removing the coefficients reduces the variance 

without a large change in the bias. This is significantly useful when having a 

large number of features but a relatively small number of observations.  

2. Lasso eliminates irrelevant variables that have small interpretation of the target 

variable. 

Researchers in Wu et al. (2022) tried to determine the factors that affect 

customer satisfaction in online travel agencies during the pandemic. The lockdown 

affected these types of companies, and the competition for customer satisfaction was 

crucial.  Using online surveys and Lasso for feature selection, researchers concluded 

that refund, promptness, and easiness are the top factors affecting customer satisfaction 

for OTAs. 

2.4.2.4 Analysis of Variance (ANOVA) 

ANOVA – (Analysis of variance) – is a statistical method to analyze the 

difference among means of several variables. ANOVA is a very powerful method in 

feature selection because it analyzes the relation between feature variance and 

predictor variance. Usually, ANOVA is used to select the best features from 

categorical features that predict continuous variables.  

The algorithm measures the ratio between the variance between each group 

and the variance within the group. As the variance between the groups increases and 

variance within the group decreases, the prediction of the target variable is affected. 

This vague explanation will be clarified by the following example.  
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Assume, that a school wants to know if a guardian type affects the student’s 

grade. Table 4, represents the student grade in 3 cases. If the variance between the case 

of a mother as a guardian and a father as a guardian increases, this is evidence that the 

type of guardian affects the grade of a student. On the other hand, if the variance within 

each group is small, it indicates that the type of guardian restricts the student's grade 

within a small range.  

Table 4: Student’s Grade in Different Types of Guardians 

 

The previous two notes can be concluded as the following. If the ratio between 

groups’ variance and within group variance increases, this feature affects the 

prediction of the target variable.  

𝐹 =
𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝑏𝑒𝑡𝑤𝑒𝑒𝑛𝑔𝑟𝑜𝑢𝑝𝑠

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒𝑤𝑖𝑡ℎ𝑖𝑛𝑔𝑟𝑜𝑢𝑝𝑠
                          (14) 

F-test score is used in ANOVA as a description of this ratio. Sum of square 

differences is a statistical measurement that describes the variance in a certain variable. 

The following equation describes the basic form of sum of squares.  

∑𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 = ∑𝑖=0 (𝑋𝑖 − 𝑋)
2
   (15) 

𝑋𝑖⁡𝑖𝑠⁡𝑡ℎ𝑒⁡𝑖𝑡𝑒𝑚⁡𝑛𝑢𝑚𝑏𝑒𝑟⁡𝑖 ∈ 𝑡ℎ𝑒𝑠𝑒𝑡 

𝑋⁡𝑖𝑠⁡𝑡ℎ𝑒⁡𝑚𝑒𝑎𝑛⁡𝑜𝑓⁡𝑎𝑙𝑙⁡𝑖𝑡𝑒𝑚𝑠 ∈ 𝑡ℎ𝑒𝑠𝑒𝑡 
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To get the F-Test ratio, two values are calculated, SSB and SSW. SSB is the 

sum of squares between all groups, and SSW is the sum of squares within each group. 

𝑆𝑆𝐵 = ∑(𝑔𝑖 − 𝑋)
2
            (16) 

𝑆𝑆𝑊 = ∑(𝑥𝑖 − 𝑔)2            (17) 

In the previous two equations, 𝑋 is the grand mean which is the average of all 

average values between all groups. 𝑔𝑖 is the average value for group number 𝑖. As the 

ratio 𝑆𝑆𝐵 𝑆𝑆𝑊⁄  increases, the feature gives more information about the target variable.  

In Jahanshahi et al. (2011) researchers addressed an important question 

regarding the automotive industry in India. They examined the relationship between 

customer service, product quality, customer satisfaction, and customer loyalty. The 

data was collected at different stages; for example, measuring customer satisfaction 

and loyalty at the beginning and after years of the buying process. Using ANOVA and 

regression analysis, the research concluded that there is a strong correlation between 

product quality and customer service level with customer satisfaction and loyalty.  

2.4.2.5 Correlation  

Correlation is a term used in statistics that represents a measurement of how 

variables are related/correlated to each other. A high positive correlation value 

between two variables means that when one variable increases, the other variable 

increases, for example 𝑥 = 3𝑦. High negative correlation means that if one variable 

increases, the other variable will decrease and vice versa. Having a small value of 

correlation between two variables implies that if one variable increases, there is no 

information available for the other variable (Doshi & Chaturvedi, 2014). 
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The previous discussion of correlation is the core of CFS. If two variables are 

highly correlated, then each variable is highly predictive of the other. CFS measures 

the efficacy of individual features in predicting the target. Choosing the features by 

using heuristics that filter the redundant and irrelevant features results in the least 

significant prediction results (Pavya & Srinivasan, 2018). 

The equation used to rate the feature is given below: 

𝐹𝑠 =
𝑁∗𝑟𝑎

𝑁+𝑁(𝑁−1)𝑟𝑛
             (18) 

2.4.2.6 Pearson Correlation 

Pearson’s correlation is a type of similarity measure similar to normal 

correlation. Pearson’s correlation is defined as the ratio between covariance and the 

standard deviation for two sets of data.  

𝜌𝑋,𝑌 =
𝑐𝑜𝑣⁡(𝑋,𝑌)

𝜎𝑋𝜎𝑌
          (19) 

Covariance describes the variability between two variables. Having high 

covariance value of two variables means that if one variable changes with large value, 

the other variable would change with significant value too. 

For two variables 𝑋 ∧ 𝑌, r coefficient can be calculated as following: 

 

rxy =
∑ni=1 (xi−x)(yi−y)

√∑ni=1 (xi−x)
2√∑ni−1 (yi−y)

2
   (20) 

Where n is the number of samples, and x and y represent the mean value for 

the two variables X ∧ Y. The larger the r coefficient, the more correlated the two 

variables. 
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Pearson correlation is an acceptable method for feature selection, but it has 

some disadvantages. For example, it can only describe linear relations between the two 

variables. It cannot handle complex non-linear relations. As with normal correlation, 

we cannot tell the difference between correlation and causation.  

As shown in Figure 19, it can be noticed that there is a high correlation between 

Ice cream consumption and drowning. At the first glance, this could be understood 

mistakenly as If ice cream causes drowning. For sure, this is not correct. A famous 

concept in statistics highlights that “correlation does not imply causation”. The hidden 

independent variable in this case, is the summer season. Both the ice cream 

consumption and drowning cases increase in summer, and both are dependent 

variables.  

It can be concluded that the researchers must have a good knowledge of the 

processed data to be able to find a valuable results from Pearson correlation. 

 

Figure 19: Relation Between Ice Cream and Drowning 

.  
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2.4.2.7 Fisher’s Score 

Fisher score belongs to the filter method family in feature selection. The 

method gives a score to each feature based on certain algorithms and then selects the 

top-m features from a set of n features. The basic idea of the algorithm is to select 

features that span most of the data space. This could be achieved by selecting features 

with a distance between points in different classes as large as possible. The other 

criteria is to minimize the distance between points from the same class.  

The Fisher’s score is calculated by the following equation: 

F(xj) =
∑ck=1 nk(μk

j
−μj)

2

(σj)
2                     (21) 

Where μk
j
 corresponds to the mean of the k − thclass in the j − th features. 

σj ∧ μj represent the standard deviation and the mean for the j − th feature in the whole 

dataset (Gu et al., 2012). 

After computing the Fisher’s score for all the features, the top − m features 

are selected. This algorithm might be computationally efficient but not optimal. The 

algorithm is suboptimal because it ignores the relation between features. Ignoring the 

relation between features will result in two problems. The first problem is the 

redundancy in information. If two features are highly correlated, but both of them 

describe the variability in the target variable, Fisher’s score will include both of them 

in the selected top − m features. The second problem is rejecting all features with 

small scores regardless of the effect of the relation between them. For features a ∧ b, 

each feature might have small score, but the combination of ab is highly valuable and 

descriptive.  
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An improved Fisher’s score method was introduced in (Gu et al., 2012). This 

research proposed a generalized form of Fisher’s score to solve the previously 

discussed two problems. Using linear programming, researchers could outperform the 

classical fisher score. It is a state-of-the-art method for feature selection on several 

benchmarks. 

2.4.2.8 Variance Threshold 

The amount of information the feature might contain is highly related to the 

variance of the feature. Variance is a statistical measure of spreading or dispersion in 

a set or a group of data. In the variance threshold method, the variance of each feature 

is measured, and features with a variance less than a certain value are removed. This 

value is called the variance threshold. Features with no zero-variance are removed as 

a baseline of the algorithm. The variance threshold can be considered as a feature 

eliminator rather than a feature selector (Ferreira et al., 2012). 

The drawback of this method is that it ignores the relationship between the 

features and target variables. The selection/elimination of features depends only on the 

variance of each feature regardless of the relation between this feature and the target. 

For this reason, the variance threshold method is considered a preprocessing technique 

rather than a feature selection technique. For a large number of features, this method 

is used to remove all features with no or small variance.  

The variance is calculated using the following formula: 

var⁡(Xi) =
1

n
∑n
j=1 (Xij − Xi)

2
       (22) 

Where, Xiis feature number i, and Xij is instance j in this feature. Xi is the mean 

value for all instances in the feature. 
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In (Fida et al., 2021) researchers examined variance threshold as a feature 

selector for intrusion detection systems (IDS). IDS detects malicious attacks and 

separates them from normal attacks. It is a classification model for either malicious or 

normal traffic types. Due to the large number of features, the variance threshold is a 

suitable feature selection method to eliminate features that affect model performance. 

Combined with random forest, researchers achieved 76% classification accuracy.  

2.4.2.9 Mean Absolute Difference (MAD) 

Similar to the variance threshold, mean absolute difference method belongs to 

the dispersion measure feature selection family. In such types of feature selection 

methods, the feature selected is based on the amount of dispersion contained in it. This 

dispersion can be measured/interpreted in various terms, e.g., variance or mean 

absolute difference. 

In MAD, the dispersion is measured based on the sum of the differences 

between all feature instances and the mean value. Similar to the variance threshold, if 

this value is larger than a certain threshold, then this feature is accepted.  

MAD is calculated by using the following formula: 

MADi =
1

n
∑n
j=1 |Xij − Xi|   (23) 

Xiis feature number i  

Xij is instance j in this feature. 

      Xi is the mean value for all instances in the feature.  

n is the number of features.  

The division by n is to normalize the value of the summation. 
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2.4.2.10 Dispersion Ratio 

Another dispersion measure is the dispersion ratio. Simply, it is the ratio 

between arithmetic mean and geometric mean of a certain feature X. Arithmetic mean 

is the summation of values of all the features divided by the number of features. 

Geometric mean is the multiplication of all values of the feature power 
1

n
, where n is 

the number of features. The following are the equations of AM and GM:  

AMi = Xi =
1

n
∑n
j=1 Xij          (24) 

GMi = (∏n
j=1 Xij)

1

n                  (25) 

The ratio between AM and GM varies from 1 to infinity. AM is larger than GM. 

The value of R equals 1 if and only if all feature instances have the same value.  

Ri =
AMi

GMi
∈       (26) 

Similar to all dispersion measures, as the value of R increases, the feature becomes 

more important. 

2.4.2.11 Recursive Feature Elimination 

This method uses a learning algorithm (e.g., linear regression), that assigns 

weights to each feature. In the beginning, the learning algorithm is trained on a set 

containing all features. The features are evaluated based on the coefficients of the 

learning algorithm or a feature importance estimator. The least important feature is 

eliminated from the set, and the training and elimination process is repeated.  

The process terminates in two cases. Firstly, when the best m features are 

selected, where m is a user defined variable. Secondly, when the learning algorithm 

accuracy metric is below certain threshold T. 



67 

 

The relation between number of features and accuracy score is shown below 

in Figure 20 (Bengfort, 2020). 

 

Figure 20: Number of Features with Accuracy Score  

 

2.4.2.12 Correlation-based Feature Selection (CFS) 

Correlation is a term used in statistics that represents a measurement of how a 

variable is related/correlated to each other. High positive value of correlation between 

two variables means that when one variable increases, the other increase too, for 

example x = 3y. High negative correlation means that if one variable increases, the 

other will decrease, and vice versa. Having a small value of correlation between two 

variables implies that if one variable increases, it states no information for the other 

variable (Doshi & Chaturvedi, 2014). 

  The previous discussion of correlation is the core of CFS. If two variables are 

highly correlated, then each variable is highly predicting of the other. CFS measures 

the efficacy of individual features in predicting the target. Choosing the features is 
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done by using heuristics that filter the redundant and irrelevant features that give the 

least significant prediction results (Pavya & Srinivasan, 2018). 

The equation used to rate the feature is defined as: 

Fs =
N∗ra

N+N(N−1)rn
    (27) 

 

2.5 Clustering  

Different organizations and scientific sectors continue experiencing 

exponential growth in the amount of data at their disposal. To make productive use of 

such data, the data must be first categorized before the datasets can be explored; this 

categorization is done automatically using various tools, a process known as clustering 

(El Aissaoui et al., 2018). In generic terms, clustering refers to the process of 

classifying groups of different data objects as similar objects based on their closeness. 

Clustering is a machine learning (ML) - based unsupervised algorithm that 

groups data points into clusters, in the process splitting data into various subsets.  

Every subset contains similar data; the subsets are referred to as clusters.  This 

clustering represents a technical problem that needs to be overcome, and machine 

learning algorithms can solve the problem of grouping diverse data based on their 

closeness, making automatic clustering possible (Mittal et al., 2019). The techniques 

for automatic categorization of data groups (clustering) are useful in discovering and 

exposing the structure of a dataset (Novikov, 2019).  

Liu et al. (2019) contended that large datasets require clustering in order to 

identify structures within the datasets that can be used as the basis for decision-making 

or to enable the identification of previously unknown groups within the data. Unusual 

observations in data that are distinct from other clusters can also be identified through 
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clustering, enabling the noise and outliers to be identified.  Through clustering, data 

points belonging to the same cluster within a homogenous group can be summarized 

using a single representative cluster, thereby achieving a reduction in data (data 

volume) (Tang & Liao, 2021).    

According to Novikov (2019) data points from a given cluster exhibit features 

that are similar, whilst data points from different clusters exhibit dissimilar features. 

Using ML algorithms to cluster data, the data points are segmented into various 

distinct groups from the data under interest, making clustering an unsupervised 

learning given the groups are not identified from known target classes.   

Clustering, within the realms of data science, has several applications in a wide 

variety of industries and sectors- it can be applied in market research, data analysis, 

image processing, in search engines, and pattern recognition (Tang & Liao, 2021). 

Clustering pertains to the ability of the clustering algorithm to scale 

approximately to the complexity as the amount of data objects is boosted in order of 

the algorithm (Liu et al., 2019).  The outcomes of clustering should not only be 

comprehensible but interpretable and usable. Furthermore, the clustering algorithm 

should not be limited only to finding distance measurements (that have the tendency 

of discovering spherical small-sized clusters) but, be capable of finding arbitrarily 

shaped clusters (Liu et al., 2019). The clustering algorithm should be applicable to 

diverse data types, such as numeric, categorical, and binary data, as well as be sensitive 

to ‘noise’ in data; noise implies aspects such as missing, irrelevant, or incorrect data 

(Tang & Liao, 2021).  In addition, high dimensionality implies that the clustering 

algorithm should be able to handle low-dimensional as well as high-dimensional data. 
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2.6 Application of Clustering in Customer Satisfaction 

Data science principles provide a means by which customer satisfaction can be 

effectively measured; clustering algorithms can be applied in analyzing customer 

satisfaction by organizations. The clustering algorithm is a method that aids in 

segmenting customers; customer segmentation refers to the process of classifying 

customers with similar attributes into a single segment. Using the clustering algorithm, 

the customers can be understood better in the context of dynamic behaviors and static 

demographics (Krishnamurthy, 2011).  

Customers with similar characteristics often interact in a similar way with 

businesses/organizations. Subsequently, a business can benefit from the clustering 

algorithms by developing marketing strategies that are tailored to each customer 

segment. Regarding data science, the clustering algorithm is termed an unsupervised 

algorithm for machine learning; to use the clustering algorithm for customer 

satisfaction classification, data on customers must first be prepared. There are a 

number of clustering algorithms that can be used in customer satisfaction applications, 

including k-means, Density-based Spatial Clustering of Applications with Noise 

(DBSCAN), Expectation maximization (EM), Clustering using GMM Gaussian 

Mixture Models (GMM), Mean-Shift Clustering, and Agglomerative Hierarchical 

Clustering (Schüller & Pekárek, 2018).  

Abdi and Abolmakarem (2018) investigated the customer behavior mining 

framework through the use of clustering algorithms and classification techniques. The 

proposed customer behavior mining framework was applied to a telecom company 

using data mining techniques. Using the k-means clustering technique, a portfolio 

analysis was implemented on the data with previous customers grouped based on 
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socio-demographic factors. The cluster analysis was undertaken using two criteria; the 

number of services each customer in each group selected and the hours (number) of 

telecom services used by the customers. The analysis identified six customer groups 

with three attractiveness levels based on the results of analyzing the customer 

portfolio. The researchers undertook a second clustering devoted to customer behavior 

feature mining, and it was possible to predict the customers’ churn behavior as well as 

the attractiveness of new customers (Abdi & Abolmakarem, 2018).  The findings 

indicate that clustering can be used to scientifically gauge customer sentiment. From 

the findings, suitable tactics can be developed, based on customer attractiveness, to 

improve product offerings and develop tailor-made solutions for customers. 

As per Zhang (2019) DBSCAN, a noise clustering algorithm, works through 

the distribution density of data points by identifying the data density degree and 

classifies data points within the distribution while identifying sporadic data points to 

be noise.  Yang et al. (2021) applied the DBSCAN clustering algorithm in evaluating 

the capabilities of customer commissioners’ fernet types of businesses by mining 

potential characteristics of categories and scoring the customer commissioners 

capabilities comprehensively under target categories using the entropy method. The 

authors were able to cluster the customer commissioners using the combined entropy 

and clustering scores into those with weak and strong capabilities, and the findings 

were applied to develop effective business training for the commissioners. EM-GMM 

works by assigning query points that maximize the posterior probability of the 

component to multivariate data points in the data, achieving flexible high-dimensional 

clustering (hard and soft) (Krishnamurthy, 2011). Sadewo et al. (2021) used the Mean 

Shift Clustering algorithm to maximize the total number of matches in a ride-sharing 
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application as a way of solving the matching problem (in ride-sharing). The use of the 

algorithm enabled more effective, easy, and better pairing of riders and drivers.   

Agglomerative Hierarchical Clustering works using a bottom-up approach 

where every object is first considered as a leaf (single-element cluster), and at every 

step of the algorithm, the two most similar clusters are combined into nodes, which 

are new, bigger clusters. It has been demonstrated that hierarchical clustering, 

combined with linear regression and Ward’s criterion in clustering, is able to be 

effective in partitioning of customers into segments based on their satisfaction 

(Schüller & Pekárek, 2018). Different customer preferences were inferenced using the 

agglomerative hierarchical clustering algorithm when used with linear regression and 

formed the basis for developing better, customer-focused solutions. Higher 

coefficients of determination were observed in linear models for the partitioned data 

compared to the whole market model (Schüller & Pekárek, 2018). The findings 

revealed that the ranks of customer satisfaction variables fluctuate significantly 

amongst the sectors. This is due to the fact that customers have various preferences. 

Customer segmentation using clustering algorithms provides a number of 

benefits, according to Pascal et al. (2015) these include the ability for companies to 

develop marketing plans suited for each category of customers, provide business 

decision-support in situations fraught with high risks, such as developing credit 

relationships with clients and identifying services and products for each customer 

segment to help with demand forecasting and inventory management and to uncover 

useful details about customer associations with different product types. 
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2.7 Application of Feature Selection  

In machine learning, the process of choosing a subset of pertinent 

characteristics to be used in the creation of a model is known as "feature selection." It 

is also referred to as variable subset selection, attribute selection, or variable selection 

(Kratsios & Hyndman, 2021). Techniques for feature selection are used for encoding 

inherent symmetries that exist within an input space, simplifying models so users can 

understand them better, shortening training times, improving the compatibility of data 

with learning model classes, and avoiding the dimensionality pitfall. When utilizing a 

feature selection strategy, the fundamental assumption is that the data includes some 

features that may be deleted with little to no information loss because they are 

irrelevant or redundant. It is possible for a single important feature to be redundant and 

yet have a strong correlation in the presence of another feature that is relevant (Kratsios 

& Hyndman, 2021). By removing unnecessary or redundant features, feature selection 

approaches are used to decrease the number of input variables. The list of features is 

then reduced to those that are most important to the ML model (Kratsios & Hyndman, 

2021). In ML, a feature selection objective determines the most beneficial group of 

attributes that may be applied to create effective models of the phenomenon under 

study. Any algorithm's ability to anticipate outcomes requires effective feature 

representation; feature selection, which is used to increase the process' accuracy, is the 

most crucial phase in predictive ML (Hira & Gillies, 2015). By focusing on the most 

important variables and removing the redundant and unimportant ones, also improves 

the algorithms' ability to anticipate outcomes. 

Finding the most pertinent features for successful prediction is the aim of 

feature selection; more predictive features provide users with more data points that 

may be utilized to anticipate the target with better results. The data points per region 
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become fewer as the number of features increases, making the feature space 

increasingly sparse. Significant-dimensional datasets frequently exhibit high sparsity, 

which poses a serious challenge for ML applications and results in the "curse of 

dimensionality" problem, alternately known as the "dimensionality curse" (Hira & 

Gillies, 2015). The term "curse of dimensionality" refers to the inability or failure of a 

model to recognize patterns and generalize from the training data due to the shallow 

feature space produced by the massive numbers of predictive features. In a model with 

a large feature space, there will be fewer data points for each region, which is 

problematic because models typically require adequate data point numbers per region 

to function satisfactorily. A model has a higher likelihood of fitting unusual 

observations that don't represent the population accurately if it is trained using data in 

a sparse feature space. The resulting model wouldn't generalize well and wouldn't 

perform well with new data. In machine learning, the amount of data needed to produce 

a reliable analysis increases exponentially as the dimensionality of the data increases 

(Hira & Gillies, 2015). Small oscillations in the data can be mistaken for significant 

variation by an overfitted model, which can result in classification errors. The term 

“curse of dimensionality” describes a number of phenomena that appear while 

organizing and analyzing data in high-dimensional contexts but do not exist in low-

dimensional settings. Noisy characteristics can potentially make this challenge worse. 

Noise in a dataset refers to the variance error in a measured variable, which can be 

caused by measurement errors or random variation. Data that is noisy, which might be 

due to class or attribute noise, has a tendency to impact machine learning algorithms. 

To avoid needless complications in the inferred models and boost algorithmic 

effectiveness, noise should be eliminated as much as possible. 
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The feature selection approach is a crucial component of both machine learning 

and data mining. It is commonly used in the classification analysis of bioomics data as 

well as video, image, and text data; it is critical in the development of highly sensitive 

classification systems. There are two main categories of feature selection algorithms: 

wrapper and filter, depending on whether the feature selection process is independent 

of later models to train the learning process (Lu & Yuan, 2018). One area where feature 

selection has been applied within the context of ML is predicting the performance of 

students; Lu and Yuan (2018) evaluated a number of feature selection algorithms, 

including Relief, mRMR, AVC, and SVM-RFE, among others, and found variations 

in performance, with their proposed model, DPEFS (Optimized Ensemble Feature 

Selection Algorithm by Density Peaks), having a better feature selection for prediction 

performance both in the multi-class and binary class data. Ramaswami and Bhaskaran 

(2009) investigated various techniques of feature selection as applied in EDM 

(educational data mining) to determine the most relevant subset features that result in 

the highest prediction accuracy (in EDM) in terms of ROC (receiver operating 

characteristics) value and F-measure value through a comparative study. The ROC 

value compares the ability of the different selection techniques to predict a 

dichotomous outcome's specificity and sensitivity for a spectrum of values, while the 

F-measure evaluates the effectiveness of techniques used in feature selection. of the 

six algorithms for filter feature selection, namely GR (gain-ratio attribute evaluation), 

IG (information attribute evaluation), CB correlation-basic attribute evaluation) RF 

(relief attribute evaluation), SU (symmetrical uncertainty attribute evaluation), and CH 

(chi-square attribute evaluation). Applying the feature selection techniques to 

educational data (from India), Ramaswami and Bhaskaran (2009) established that, in 

terms of ROC values, the CB and IG techniques had the highest (RO) values. The 
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study also established variations in the F-measure of the different feature selection 

techniques, with CH, IG, and the SU techniques having the highest F-measures 

(Ramaswami & Bhaskaran, 2009). For example, it is found that the chi-square method 

ranks the following characteristics as important: 

1. Area of residence of the students. 

2. Father's occupation. 

3. Means of transportation. 

4. Private tuition. 

5. Mother's income. 

6. Type of school. 

Then, by looking more closely at these characteristics, it can be clearly said 

that they are not directly or logically related to the student's performance. They may 

be related in some way to the student's performance, but to call them the most 

important characteristics responsible for the student's performance does not seem 

right. The neighborhood in which the student lives does not matter in this case. A 

student can perform well or poorly regardless of the neighborhood if the will and 

motivation are there. Similarly, the father's occupation is secondary in the performance 

evaluation. The father's profession cannot be directly blamed. A father can do 

whatever his career choice is. If he sends a child to an institution, his occupation cannot 

be judged. The type of transportation to school is also classified as an important 

characteristic, but there are other, more crucial factors than this. If the student can 

attend school, it does not matter how the student gets to school. Private tutoring is also 

ranked as an important item, but in today's digital world, all information is available 

on the Internet. If the school has better educational techniques, tutoring is not even 

necessary. A mother's income cannot be one of the most important characteristics, 
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there are many more important characteristics than this. The type of school can also 

be overcome by other important characteristics. 

In sum, the findings of the investigation effectively confirm the well-known 

principle that prediction accuracy increases with the presence of fewer features. The 

student performance model's training phase and classification phase both show a 

reduction in construction costs and computing time, which aligns with the expected 

results. (Ramaswami & Bhaskaran, 2009). 

The methods of feature selection have different performances and outcomes; 

filter feature selection techniques are faster and simpler compared to wrapper 

techniques; further, the filter techniques for selecting features are more model-

agnostic, which means they have greater generalizability and so will not result in the 

overfitting of specific algorithms. Interpreting filter feature selection techniques is also 

quite simple since if a feature lacks any statistical association with the target, it is 

discarded. However, filter techniques also have their limitations, the most significant 

of which is their propensity to discard predictors that are useful, albeit weak predictors 

of targets on their own, but which, when used together with other predictors, can 

significantly add value to the model. According to Drotár et al. (2015) even though the 

wrapper strategy may produce superior results, more processing resources are needed. 

This is why a hybrid technique that mixes wrapper and filter methods has recently 

come into fashion. Selecting the filter method that provides the optimum relevance 

index for every case is one of the problems of filter techniques, and this is a difficult 

challenge to resolve. There are numerous indices for ranking and selection that result 

from various relevance evaluation techniques. Which filter provides the best relevance 

index for every case is one of the issues that must be addressed, and this is a difficult 

challenge to resolve. Numerous indices for selection and ranking are produced as a 
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result of various methods for evaluating significance (Drotár et al., 2015). Chen et al. 

(2020) examined the performance of four classifier methods: SVM (Support Vector 

Machines), LDA (Linear Discriminant Analysis), KNN (K-Nearest Neighbors), and 

RF (Random Forest). In order to choose the best classification technique based on each 

classifier's performance, the following feature selection techniques were combined: 

RFE, Boruta, and RF. The results showed that Random Forest was the most accurate 

classifier. Additionally, varImp() by RF emerged as the superior strategy for selecting 

features in all experiments using three distinct dataset methods when compared to RFE 

and Boruta. The RF technique results in significantly high prediction accuracy with 

very few features used; for instance, Chen et al. (2020) observed an accuracy in the 

prediction of EDM of 93.26% when using only six features; furthermore, the accuracy 

when using the RF technique was 98.57% when using 561 features. In addition, RF 

approaches are quite helpful and effective in identifying the key characteristics, so we 

shouldn't use every feature in the dataset. The literature review indicates that different 

methods for feature selection in EDM have different performances; some algorithms 

create the curse of dimensionality, which has an adverse effect on the accuracy of the 

predictive models. This has the effect of giving the wrong predictions because some 

feature selection techniques, particularly filter methods, have a propensity for 

discarding useful predictors; these predictors would result in greater prediction 

accuracy when combined with other features. 
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Chapter 3: Customer Satisfaction Improvement Methodologies 

The significance of measuring customer satisfaction level or organizational 

retention level and customer base demands the utilization of a measuring tool and 

algorithm that help segment satisfaction level. This section focuses on reviewing 

important models that can determine these profound organizational performance 

components: customer retention and customer satisfaction.   

3.1 The Kano Model 

Shen et al. (2000) explained that complete awareness of customers’ 

requirements, i.e., desires and anticipations, represents the critical and mandatory 

qualification for all those organizations that want to achieve customer satisfaction. 

Customer satisfaction is one of the most important tools to evaluate the quality of 

products and services. Almost two decades ago, Noriaki Kano conceptualized and 

presented an extremely beneficial diagram (Kano Model), as shown in Figure 21, to 

categorize the characteristics of a product or service bearing in mind how any product 

or service can fulfill the demands of the users. Kano’s model is deeply entrenched in 

social psychology which is called the ‘‘Motivator-Hygiene Theory’’ by Frederick 

Hertzberg (Berger et al., 1993).  

Kano (1984) differentiated three categories of service requirements that impact 

customer satisfaction in diverse ways when fulfilled. They include ‘‘must be’’ (basic) 

quality requirements, ‘‘one-dimensional’’ (performance) quality requirements, and 

‘‘attractive’’ (excitement) quality requirements. The classification process might be 

advantageous for the innovative design guide as an outcome of novelty element. 

The Kano model represents one of the practical methodologies used by 

managers to assess the most relevant product characteristics associated with customer 
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satisfaction (Sauerwein et al., 1996), and the method’s effectiveness has captured 

researchers’ growing interest (Witell et al., 2013). Theoretically, every qualitative and 

quantitative product characteristic can be classified into five categories (attractive, 

must-Be, one-dimensional, indifferent, reverse) (Lee & Huang, 2009).  

Firstly, the category of attractiveness has characteristics that are referred to as 

Attractive requirements, and can be observed as minor bonuses that increase customer 

satisfaction but are not expected by the customers (Tontini, 2007). They refer to a 

product’s characteristics that can improve customer satisfaction when they are present, 

but do not make customers dissatisfied when absent.  

Secondly, the category of must-be quality refers to characteristics that are also 

called basic requirements, and are considered pre-requisite features that are 

disregarded and affect customer satisfaction only when absent (Tontini, 2007), so they 

would not satisfy customers when present, but would make them feel dissatisfied when 

absent. 

Thirdly, the category of one-dimensional quality, also called performance 

requirements, affects satisfaction regardless of their presence and absence (Tontini, 

2007). When present, they improve customer satisfaction, whereas their absence lead 

to less satisfaction.  

Fourthly, the category of reverse quality attributes improves customer 

satisfaction when absent and reduces it when present. Finally, indifferent quality 

characteristics do not have a relevant contribution to customer satisfaction. Table 5, 

shows the 5 Kano categories. 
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Table 5: Kano Categories. 

Kano Category Kano Code 

Must be (Basic) 1 

One-dimensional (Performance) 2 

Attractive (Excitement) 3 

Indifferent 4 

Reverse 5 

 

The Kano model is based on three methodologies: questionnaires, evaluation 

tables, and result tables. The questionnaires are used to examine the element of service 

quality using a pair of functional and dysfunctional questions. Each question has five 

possible answers, dislike, like, must-be, neutral, and live-with (Meng et al., 2016). The 

evaluation table classifies each service quality element as one of the Kano categories 

for each respondent. The final Kano results have been recorded in the table. The 

observations are frequently sampled from the sample set of responses, and taken as the 

final element of service quality items. 

The Kano model distinguishes various relationships between customer 

satisfaction and fulfillment of customer requirements (Violante & Vezzetti, 2017). 

This model primarily focuses on the qualitative analysis of curves. Various qualitative 

and quantitative methodologies have been proposed as an extension of the Kano model 

to understand and derive customer satisfaction accurately with less chance of errors. 

Various customer satisfaction models that were adopted in research include the 

analytical Kano (A-Kano) model that uses quantitative measures (Južnik & Kozar, 

2017; Xu et al., 2009), the fuzzy Kano approach (Shokouhyar et al., 2017), the Kano 

method, which is based on the classical conjoint analysis model (Johnson et al., 2002), 

and the CS trust that combines quality of service (QoS) and customer satisfaction 
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prediction (Avikal et al., 2020). Violante and Vezzetti (2017) identified that the 

quantitative and qualitative Kano models could explain the association between 

customer satisfaction and fulfillment of customer requirements. Figure 21 shows The 

Kano model (adapted from Matzler & Hinterhuber, 1998). 

 

Figure 21: The Kano Model  

 

The fuzzy Kano questionnaire was implemented to determine the most 

important food quality factors (Shokouhyar et al., 2017). A study Johnson et al. (2002) 

has utilized aggregate satisfaction measures leveraging marketing, sociological, 

psychological, and economic domains to assess cross-country and -industry customer 

satisfaction differences.  

Bjertnaes et al. (2013) research discussed the quantitative and qualitative 

models’ weaknesses and strengths, and reviewed an assessment framework that can 

identify the relationship between classification requirements and approaches. This 

framework helps select an appropriate methodology for judging customer satisfaction 
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(Bjertnaes et al., 2013). Various experiments have been performed to improve the 

Kano model’s application due to its numerous deficiencies (Bjertnaes et al., 2013). 

This study proposes the A-Kano model, which primarily focuses on the analysis of 

customer needs. The Kano indices have been proposed following the principles of 

Kano for the incorporation of quantitative steps into customer satisfaction. This study 

has proposed two alternate methodologies, namely the Kano classifiers and the 

configuration index, to support the decision-making of a product design. The Kano 

classifiers are utilized for the tangible criteria to categorize customer needs. In 

contrast, the configuration index is utilized as a deciding factor for the product design. 

A product configuration’s merit is justified by employing a Kano evaluator. Thus, 

producer capacity and customer satisfaction are leveraged.  

Additionally, in research that revealed that the A-Kano model can optimize the 

relationship between producer capacity and customer satisfaction, Xu et al. (2009) 

presented a case study of automotive design focusing on dashboard. The Kano model 

employed by product designers to include products features demanded by users is one 

of the popular survey methodologies for user satisfaction (Xu et al., 2009). 

The Kano model has certain drawbacks due to its tedious data analysis and user 

response processing, though it has several benefits. It is also more likely to be 

subjected to human errors (Atlason & Giacalone, 2018). One of the significant 

limitations of the Kano model is its inability to provide adequate quantitative results 

while reviewing the features leading to customer satisfaction. 

Various customer satisfaction models can be adopted in research which can 

include the analytical Kano (A-Kano) model using quantitative measures (Xu et al., 

2009), the fuzzy Kano approach (Shokouhyar et al., 2017), Kano method, which is 

based on the classical conjoint analysis model (Olsen et al., 2014), and CST rust that 
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combines the quality of service (QoS) and customer satisfaction prediction (Othman 

et al., 2017). One author (Violante & Vezzetti, 2017) identified the Kano model that 

uses quantitative and qualitative approaches, which could explain the association 

between customer satisfaction and customer requirement fulfillment (Violante & 

Vezzetti, 2017). A fuzzy Kano questionnaire was implemented to determine the most 

important factors in food quality (Shokouhyar et al., 2017). 

Different scholars have used the Kano model to explain their viewpoints. The 

literature review reveals the following product and service quality features and their 

impact on customer satisfaction as mentioned by researchers. The summary of the 

literature review from different studies conducted on the Kano Model is presented in 

the Table 6. 

Table 6: Literature Review Summary of Studies on the Kano Model 

Kano Element 

Description 
Impact Measurement 

Source 

Product and services 

(Quality) 

Customer satisfaction Kano et al. (1984) 

Customers' preferences 

(Attractive, One-

dimensional, 

Must-be, Indifferent,  

Questionable, Reverse. 

Product development and  

customer satisfaction 

Berger et al. (1993) 

Product characteristics Customer satisfaction Sauerwein et al. (1996) 

Service Attributes Improvement in attributes Huiskonen and Pirttila 

(1998) 
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Table 6: Literature Review Summary of Studies On the Kano Model (Continued) 

Kano Element Description Impact Measurement Source 

Reverse quality attributes 
Improve customer satisfaction if 

absent and vice versa. 
Tontini (2007) 

Indifferent quality  

characteristics 

No impact on customer  

satisfaction 

Tontini (2007) 

One dimensional product 

requirement 
Competitive advantage 

Witell et al. 

(2013) 

Qualitative and quantitative  

product characteristics 

Attractive, Must-Be,  

One-Dimensional, Indifferent,  

Reverse 

Lee and Huang 

(2009) 

A-Kano model 
Optimize producer capacity and 

customer satisfaction 
Xu et al. (2009) 

Product features using Kano 

at design level 
Customer needs Xu et al. (2009) 

Research on Kano elements Effective role  Witell et al. 

(2013) 

Quantitative and qualitative 

models’ gaps 
Customer satisfaction 

Bjertnaes et al. 

(2013) 

Experimental analysis Improve Kano Application 
Bjertnaes et al. 

(2013) 
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Table 6: Literature Review Summary of Studies On the Kano Model (Continued) 

Kano Element Description Impact Measurement Source 

One dimensional product 

requirements 
Customer satisfaction 

Redfern and 

Davey (2003) 

Product Requirements 

(Must) 
Customer Satisfaction 

Busacca and 

Padula (2005) 

Product unexpected features  Increase customer satisfaction Tontini (2007) 

Product with must be 

features 

Customer dissatisfaction if not 

present 
Tontini (2007) 

Performance requirements 

Affect customer satisfaction 

regardless of their presence or 

absence. 

Tontini (2007) 

 

3.2 Integration of Kano Model with Data Mining 

This paper reviews data mining integration with the Kano model. The data 

mining model can predict customer satisfaction by employing a minimum number of 

customer attributes required with extremely accurate results. A correlation between 

the degree of these attributes and customer satisfaction can be analyzed (Gacto et al., 

2019). 

Thanks to this methodological approach, company market shares and customer 

loyalty can be enhanced, and risk can be reduced by avoiding investment in those 

attributes that are not directly linked to customer satisfaction maximization. The 

integration of the Kano model with the data mining approach is expected to enhance 

the limitations of previous standalone methodologies. Furthermore, organizational 
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performance transformation can be guaranteed and reinforced via effective customer 

satisfaction measurement (Yanan et al., 2018). 

The Kano Model is identified to be utilized for a long period, and is also being 

utilized in recent years to support the process of determining the contentment of the 

clients. However, other techniques are identified to be supporting the process in a 

significant manner. One such technique is the process of data mining, and the study 

revolves around the identification of the fact that whether it is helpful to unite the 

functions of data mining techniques with the utilities of the Kano Model. 

The utilization of the models of regression in relation to the process of 

determining the efficiency of the Kano Model is a subject of constant debate. Chang 

et al. (2009) have suggested the use of neural networks to support the functions of the 

Kano Model. In this way, the Kano Model can be utilized to determine the 

requirements of the clients in a differently.  

Sufficient data of customers, products, and services have been collected and 

statistically analyzed overtime to provide insights into the field of business intelligence 

(Afshar, 2015). The Kano model has been used alongside other data mining 

approaches to complement the creation of customer satisfaction policies (Tontini, 

2007). However, suggestions hold that the Kano model tends to favor user opinion 

based on quality attribute selection (Tontini, 2007). Moreover, most users seem to rate 

basic requirements with priority. Thus, a merger between the Kano model and data 

mining was proposed, with a view that such an approach would equally inform the 

best thresholds of a product and service’s basic and innovative requirements. 

Violante and Vezzetti (2017) criticized the Kano model, comparing it with the 

fuzzy Kano model. The study clarified that the fuzzy Kano model outperforms the 

traditional Kano model in determining customer satisfaction by analyzing their 
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appealing sentiments toward a product. However, the fuzzy Kano model has a 

disadvantage because it consists of open-ended questions that require considerable 

time and effort from interviewees, discouraging participants from responding 

(Violante & Vezzetti, 2017). 

The Kano model has employed various regression analyses to evaluate the 

model’s non-linear and asymmetric relationships (Cheng et al., 2019). Other 

researchers have criticized the effectiveness of those models that were conceptualized 

to assess the repetitions in order to evaluate the model’s reliability in assessing the 

aspects of quality. The Kano model would be employed to extract users’ inherent needs 

from the derived clusters (Hazra et al., 2016). The resulting model customized a 

website’s content per user cluster and provided an improved newsfeed ideal for each 

user (Caballero,2017).  

Shokouhyar et al. (2017) also proposed integration of the Kano model with 

data mining methodologies, i.e., K-mean clustering. The study examined a food 

industry company’s response to a Kano questionnaire. The study revealed that 

combining the Kano model and K-mean clustering can provide better insights into 

their customer satisfaction policy (Shokouhyar et al., 2017). Based on the collected 

data, the study creates data clusters, and analyzes each cluster’s needs.  

Various studies promoted the integration of the Kano model and data mining 

methodologies. For example, Eid (2013) applied neural networks and the Kano method 

to the content recommendation in web Pearsonalization. Users are grouped into 

different clusters using artificial neural networks, and the Kano model is applied to 

extract the users’ cluster requirements.  

Moreover, Arefi et al. (2012) deployed the Kano model in higher education 

quality improvement by comparing quality indicators by using a traditional survey 
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between a current and an ideal situation. With student requirements related to higher 

education quality and those that influence students’ satisfaction having been identified 

in the study, the Kano model was applied to cluster the requirements into five 

categories to determine the attributes that could increase customer satisfaction. 

Students’ expectations and perceptions were compared and analyzed. The two-

dimensional Kano model was employed, where indicators that had a noticeable 

negative gap were introduced in the model. Four categories of quality requirements 

were formed. The study measured the worst and best values and identified factors 

resulting in satisfaction and dissatisfaction (Okazaki et al., 2015). 

Mikulić and Prebežac (2011) compared five approaches, namely the Kano 

model, “penalty–reward contrast analysis,” “importance grid,” qualitative data 

methodologies, and “direct classification.” The study found that the Kano 

questionnaire and direct classification method are better than the other methods in 

classifying the attributes according to the Kano categorization. Wardy et al. (2014) 

explored the purchasing and customer satisfaction drivers of chicken eggs. Twenty egg 

product attributes influenced customer satisfaction. Principal component analysis 

(PCA1–PCA5) and the Kano model were applied. Furthermore, customer satisfaction 

in the food industry using K-means with the Kano model has been evaluated, where 

users were segmented into three clusters, whose needs have been categorized by the 

fuzzy Kano (Shokouhyar et al., 2017). 

These previous studies aimed to predict customer satisfaction using data 

collected through traditional and online surveys. Feature selection methodologies have 

been applied to select and rank the most important attributes to reduce dimensionality. 

Furthermore, studies investigating the Kano model have applied the model without 

integrating any feature selection. The only integration that occurred was grouping 
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customers into different clusters, and then the Kano model was applied to extract the 

user requirements of each cluster. However, to the best of our knowledge, no studies 

to date have developed a model integrating the Kano model and feature selection to 

select and rank the most important customer satisfaction attributes as presented in this 

dissertation. 

Bulk data analysis and finding the hidden correlations are considered data 

mining. This method can describe any existing organizational data, and predict future 

actions and situations. Customers’ conversations, purchase records, and user data can 

be used to expand the understanding of customer needs as well as to provide insights 

into how to meet them, so data mining can also provide insights into customer 

interaction with the company.  

By integrating data mining with the Kano model, customer data can be 

collected. Then, the Kano model can be applied to these large data for categorization 

of requirements into basic, performance, and Attractive. Kano integration with data 

mining needs a survey to collect information. However, the organization keeps 

customer records in database which can be directly fed into the Kano model for 

analysis of customer satisfaction attributes. 

Several kinds of research have promoted the integration of the data mining 

approach and the Kano model. In (Okazaki et al., 2015), the research was conducted 

using data mining technique to explore customer engagement on Twitter. The 

identification of prosumers created social networks, and the study mainly aimed at the 

clear connection between customers’ presumption and engagement. A data mining 

technique was employed in this regard. Tweets about IKEA were analyzed and 

experimented with as a sample. The produced and finalized algorithm was based on 

approximately 300 tweets, which were then applied to 4000 tweets to broaden the area 
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of research and findings. It was observed that satisfied and neutral customers 

disseminated objective statements, whereas dissatisfied customers disseminated 

subjective statements. A satisfied customer shared knowledge through which the 

presumption behavior was reflected (Okazaki et al., 2015).  

The existence and continued use of the Kano model over the past three decades 

are indicative of the model’s effectiveness in analyzing customer satisfaction (Eid, 

2013). However, new approaches, such as data mining, have become popular. Thus, 

the following section will examine certain literature to elaborate on whether the use of 

data mining to complement the Kano model is a novel idea. Table 7, presents a 

literature review summary of studies on Kano-Data mining Integration. 

Table 7: Summary of Studies On Kano-Data Mining Integration 

Kano-Data Mining 

Integration 
Impact/Measurement Source 

K-mean clustering, 
Better insights into their customer 

satisfaction policy 

Shokouhyar et al. 

(2017) 

Data analysis 
Provide insights into the field of business 

intelligence 
Afshar (2015) 

Kano-Data mining 

approaches 
Creation of customer satisfaction policies Tontini (2007). 

Product and service’s 

basic and innovative 

requirements 

Customer satisfaction Tontini (2007). 

Fuzzy Kano model 
Customer satisfaction by analyzing their 

appealing sentiments 

Violante and 

Vezzetti (2017) 

The worst and best 

values factors 
Satisfaction and dissatisfaction Okazaki et al. (2015) 

Kano-Data mining 

integration 
Customer engagement Okazaki et al. (2015) 
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3.3 Integration Methods Key Finding  

Different researchers have presented their specific viewpoints in respective 

studies as mentioned in the literature review throughout this report.  

 It shows how the integration with kano could enhance customer satisfaction in 

related to data mining A summary of key findings from these studies is presented 

below. Table 8: show summary of literature review.  

● The integration of these tow techniques would help establish accurate customer 

requirements, needs, and expectations. 

● These methodologies when integrated will help identify and prioritize products 

and services as per customer needs. 

● Integration of these tow methodologies bestows priority furtherance in service 

attributes and technical necessities. 

● Organizations who implement the integration of these tow methodologies will 

gain excellence in competition by understanding and incorporating customer 

needs in a better way, consequently leading to competitive advantage. 

● It helps organizations to reveal marketing strategies. 

● These will promote the customer excitement with aesthetic design features in 

products and services, which attract new customers and motivate existing 

customers. 
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Table 8: Summary of Literature Review 

 Exiting Data mining feature selection 

methods  

 

Proposed solution: integration kano 

model with Data mining  

 

 Feature selection is practical when 

dealing with machine learning tasks and 

the problem of prediction. It removes the 

features with the lowest correlation with 

the target variable and removes features 

with high correlation with each other. 

This doesn't mean a large loss of 

information for the prediction model, but 

it might remove important features from 

the perspective of domain knowledge, so 

the feature selection doesn't reflect the 

importance of the features in reality. 

(Huang, 2015) 

This research aims at developing a 

method to integrate the Kano model and 

data mining approaches to select 

relevant attributes that drive customer 

satisfaction and reduce the risk of 

investing in features that could 

ultimately be irrelevant to enhancing 

customer satisfaction.  

 

 

This research study elucidates how an integrative approach of the KANO 

Model and data mining can be utilized for revamping the quality of products and 

services and augmenting customer satisfaction by transfiguring customer desires into 

engrossed product and service design. 

 Driving factors of statistical and data mining differ as being machine-driven 

and hypothesis-based respectively. Data mining focuses on important organizational 

links, whereas the statistical method tends to overlook certain links through 

association. Moreover, statistical modeling requires a trained researcher to determine 
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relevant models, whereas data mining involves the model’s building process. Data 

mining does not ignore varying relationships in the independent and dependent 

variables. In contrast, the statistical method assumes a linear association between 

independent and dependent variables. Moreover, it is an economic-friendly method 

due to easy complex data management, user speed, friendliness, and performance 

compared with statistical methodologies. Therefore, data mining and statistical 

modeling differ although data mining consists of the application of automated 

statistical models that fit within their use (Magnini et al., 2003). 

According to this research, there is a strong correlation between customer 

satisfaction and a variety of attributes. This model, in combination with data mining 

methods, is used to ascertain the most critical aspects that affect customer happiness 

besides limiting the risk of investing in characteristics that may not be significant in 

long term. 
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Chapter 4: Experiments 

4.1 Experimental Setup  

This section describes the experiment's methodology and provides an overview 

of the collected data. Also describe the equipment and detectors used. furthermore, 

describe the steps used to gather the data and do the experiments. 

4.1.1 Dataset Setup 

The datasets to be used in this research are collected by a questioner. The 

questionnaire consists of items designed to measure United Arab Emirates University 

students’ satisfaction based on their standard question.  The questionnaire consists of 

four questions. Here the first question is about the college details of the respondent. 

Then the second question is asked about the gender of the student. Then the third 

question has some of the sub-questions on this. The third question contains sub-

questions that directly measure the service quality of the university like lab facilities, 

cleaning, and maintenance, etc. And the fourth question is overall satisfaction with the 

university. Here the questionnaire survey is shared with the university students through 

the survey platform named “Survey Monkey”. This study could improve the quality 

of UAEU academic support and development services provided to their students in 

order to enhance the student’s satisfaction level in related to the following area at 

UAEU: 

• Academic and teaching quality  

• Extra-curricular activities 

• Library resources  

• Academic advising   

• Internship 

• Registration process 
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• Campus facilities  

• Social life  

• Security  

• Policies  

• Research experience. 

• Overall satisfaction  

In this research, a survey was conducted involving students from the United 

Arab Emirates University. For this research, the sample was selected randomly from 

different colleges of United Arab Emirates University (UAE). It is found that nearly 

14,387 students are studying in the UAE University. For ensuring the 95% confidence 

level and 5% margin of error, a minimum of 375 or more respondents are needed. It is 

calculated using the below-given formula.  

Sample
z2∗p(1−p)

e2

1+
z2∗p(1−p)

e2N

                                                (4.1) 

Where N represents population size, e denotes Margin of error (percentage in 

decimal form), and z indicates z-score. So, a survey questionnaire was sent to nearly 

1500 students. For reaching the respondents, online survey conducting tools were 

used. At the end of the data collection process, responses of 646 students were 

collected. Figure 22 show the sample distribution based on the college. 
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Figure 22: Sample Distribution Based On the College 

4.1.2 Kano Model Dataset  

There are 37 services and students were asked about what they think about each 

service. Then optional answers are shown in Table 9 below: 

Table 9: Answers to Some Questions, Categorized by Kano 

Kano Category Kano Code 

Must be (Basic): Their presence doesn’t add to satisfaction but 

their absence cause dissatisfaction 

1 

One-dimensional (Performance): More is better and less is worst.  2 

Attractive (Excitement): More is better (exceed customer 

expectation) but their absence doesn’t cause dissatisfaction. 

3 

Indifferent: don’t affect satisfaction 4 

Reverse: More is worst and less is better  5 
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4.1.3 Student Satisfaction dataset  

The satisfaction dataset is built based on Student satisfaction survey. Students 

were asked about their satisfaction Level about each service. The optional answer is 

from 1 (low) to 5 (Extremely): 

1. Male/ female   

2. Dormitory   

3. Residence services and cleaning in the housing   

4. Cleaning and hygiene on the campus   

5. Modern equipment and decoration in the classrooms 

6. Uncrowded classroom   

7. Food dining hall services   

8. The possibilities of doing lessons in the laboratories   

9. Shopping services in school buildings  

10. Student unions and clubs  

11. Health services   

12. The possibility of good communication with the teaching staff   

13. The possibility of communicating with the administration   

14. Transportation facilities on campus   

15. How close the bus stations form classrooms?   

16. How close the car parking?   

17. Scholarships given by the university body   

18. Shopping center on campus   

19. Sports and entertainment facilities   

20. Organizations of festivals, concerts, and celebrations   

21. Advising unit and Tools   
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22. The Internship Experience   

23. Information Technology Services   

24. Online Registration Process   

25. The Information in the E-services (Grades, Schedules, Payment Reports, etc.)  

26. Organizing socio-cultural activities   

27. Teaching quality   

28. Curve grading system   

29. The availability of internet in the campus   

30. Organizing some courses with certificate   

31. The libraries having got a rich data base   

32. The range of Academic Majors   

33. The security system on campus   

34. University Policies and Regulations   

35. Response to Complaints   

36. Scooter   

37. Online courses   

The last Question is the about the overall satisfaction and it will be added to both 

dataset as a target column. 

4.1.4 Pre-processing  

Drop column with high missing value that have more than 640 missing values 

Also, there are column names having non-English characters, which were also 

removed in order to maintain meaningful column names.  

We can omit the columns named Collector ID Respondent ID since 

identification numbers are irrelevant to satisfaction levels. We can omit the columns 
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named Collector ID Respondent ID since identification numbers are irrelevant to 

satisfaction levels. To ensure the data reliability, the reliability testing has been done 

using the SPSS version 26. The results show a Cronbach alpha (indicator) value of 

0.938 for the whole dataset, which means that the dataset is fully reliable to perform 

further testing. Table 10 shows Satisfaction dataset and Table 11 shows Kano Dataset. 

Table 10: Satisfaction Dataset 

 

Table 11: Kano Dataset 

 

4.1.5 Learning Models 

In this case study, nine machine learning algorithms are used to evaluate the 

prediction performance: Linear Regression, Decision tree regressor, random forest 

regressor, AdaBoost Regressor, XGB Regressor., M5P Tree, Random Tree and Rep 

Tree Regression. These learning algorithms will be used because of their popularity in 

the recently published literature as well as their ranking as the most accurate data 

mining algorithms. 

Model parameters are very important for model effects. Different model has 

different parameters, and each parameter has its meaning, so parameter calibration is 

indispensable. Sensitivity analysis can accurately explain which parameters are 
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sensitive in the study area, and these results can provide a basis for selecting the 

optimal parameter combination. When the optimal parameter combination is selected, 

the model’s accuracy will be increase. So, parameter sensitivity analysis plays a 

complementary role to have the best model. The best model hyperparameters, or those 

that produce the most "correct" predictions, are found via grid search. (Lameski et al., 

2015).  

Analyzing the parameters of our model was very important because the chosen 

parameter’s values introduced variability to the model’s prediction of resulting 

dynamics. The first step in estimating model parameters was identifying sensitive 

parameters that impact model output. In general, this was a rapid way of getting a first 

look at the key parameters that drive model behavior. Class definitions can be changed 

depending on the behavior for which we wanted to identify these important 

parameters; for example, maximum depth, n_ estimators, learning rate. 

4.1.6 Feature Selection Techniques 

Feature selection techniques like ANOVA, Lasso, Chi-Square, Mutual 

Information, and Pearson are used to identify the best features out of 37 and compared 

the performance between models that are built based on top features. 

4.1.7 Parameter Sensitivity  

The most prevalent technique for creating an accurate classifier from the 

provided data is machine learning. In contrast, dynamical systems models provide 

further data about the time course of a system as opposed to just an outcome, but these 

models also include parameters that might be challenging to estimate given the limited 

data and model complexity. The quality of the link between a model's inputs and 

output, however, determines how effective a model is. This uncertainty needs to be 
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measured through sensitivity analysis before a model of this kind can be considered 

useful for prediction. This is a crucial step in the model-building process since it will 

inform the design of experiments, the assimilation of data, the estimation of 

parameters, and the complexity-reducing refining of models. 

 Regarding model impacts, model parameters are essential. Parameter 

validation is essential because various models contain unique parameters, and each 

parameter has a distinct meaning. The outcomes of sensitivity analysis can be used as 

a foundation for choosing the best parameter combination since they can identify 

which parameters are sensitive in the study region. The model's accuracy will rise after 

the ideal set of parameters is chosen. In order to have the best model, parameter 

sensitivity analysis is therefore complementary.  

Our objective is to examine the model's parameters because the parameter 

values selected affect how accurately the model predicts the dynamics that will 

emerge. Finding sensitive parameters—those that have an impact on the model's 

output—is the first stage in estimating model parameters. 

 This is a pretty rapid technique to receive the first impression of the important 

variables that affect model behavior. Depending on the behavior for which we want to 

identify these crucial variables, we can alter the definition of the class. For instance, 

we can change the max depth, n estimators, learning rate, etc. (Al Nuaimi & Masud, 

2020). 

4.1.8 Parameters Setup 

1. Number of groups / clusters (K) - for the K-Medoid baseline 

2. Based on grid search, parameters for Learning algorithms – used default with the 

following parameters: 
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DecisionTreeRegressor:max_depth=15, criterion=mse         

RandomForestRegressor : max_depth = 15, n_estimators = 500, criterion = mse        

AdaBoostRegressor : n_estimators=500, base_estimator=DTR, learning_rate=0.01 

XGB Regressor:max_depth=15, learning_rate=0.1, n_estimators=500, objective=       

reg:linear booster= gbtree .       

4.1.9 Experiment Setup/ Hardware 

The experiments will be conducted on a computer with Windows 10, 2.6 GHz 

CPU and 4 GB memory, Processor Intel(R) Core (TM) i7-6600U CPU @ 2.60 GHz 

2.81 GHz, Installed RAM 8.00 GB (7.67 GB usable), System type 64-bit operating 

system, x64-based processor. The following resources was needed to conduct this 

research: 

A. Technical resources:  

We used good resources (high-speed processors) to handle model training 

while running the experiment. 

▪ Google Collab 

▪ API(s) from WEKA machine learning  

▪ Survey Monkey 

B. Administrative resources: 

Publishing our research in well-known conferences/journals would support the 

research findings in the final examination. 

4.1.10 Evaluation  

Evaluation of the results will be carried out using a variety of performance 

assessment methodologies, for instance the mean absolute error, root means square 

error, and R-square value (Kazemi et al., 2015). 
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A. Classifier Performance Metrics 

In this study, 10-fold cross-validation (CV) was employed, and k was assumed to 

be ten (k=10). Numerous studies using various learning algorithms on a large number 

of datasets demonstrated that 10 folds were approximately the optimal amount to 

provide the best estimate of error (Al Nuaimi & Masud, 2020).  

4.2 Data Mining Experiments Dataset   

As shown in Table 12, the categorization of all attributes according to kano 

model. it is found that the Kano model (one-dimensional and delight features) are 7, 

13, 25, 27, 35, 12, 23, 31, and 36. These features can be considered as the most 

important features because it has an impact on customer satisfaction. The common 

features between Kano (one dimensional and delight features) and other feature 

selection methods are shown in Table 13. 

Table 12: Kano Categorization 

Symbols Questions Satisfaction 

Level 

Code2 Dormitory   Basic 

Code3 Residence services and cleaning in the housing   Basic 

Code4 Cleaning and hygiene on the campus   Basic 

Code5 Modern equipment and decoration in the 

classrooms: (projection machine, data machine, 

etc.)   

Basic 

Code6 Uncrowded classroom   Basic 

Code7 Food dining hall services   Delight 

Code8 The possibilities of doing lessons in the 

laboratories   

Basic 

Code9 Shopping services in school buildings  Basic 
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Table 12: Kano Categorization (Continued) 

Symbols Questions Satisfaction 

Level 

Code10 Student unions and clubs  Basic 

Code11 Health services   Basic 

Code12 The possibility of good communication with 

the teaching staff   

One-

Dimensional  

Code13 The possibility of communicating with the 

administration   

Delight 

Code14 Transportation facilities on campus   Basic 

Code15 How close the bus stations form classrooms   Basic 

Code16 How close the car parking   Basic  

Code17 Scholarships given by the university body   Basic 

Code18 Shopping center on campus   Basic 

Code19 Sports and entertainment facilities   Basic 

Code20 Organizations of festivals, concerts, and 

celebrations   

Basic 

Code21 Advising unit and Tools   Basic 

Code22 The Internship Experience   Basic 

Code23 Information Technology Services   One-

Dimensional  

Code24 Online Registration Process   Basic 

Code25 The Information in the E-services (Grades, 

Schedules, Payment Reports, etc.)  

One-

Dimensional 

Code26 Organizing socio-cultural activities   Basic 

Code27 Teaching quality   One-

Dimensional 

Code28 Curve grading system   Basic 

Code29 The availability of internet in the campus   Basic 

Code30 Organizing some courses with certificate   Basic 

Code31 The libraries having got a rich data base   
One-

Dimensional 

Code32 The range of Academic Majors   Basic 

Code33 The security system on campus   Basic 

Code34 University Policies and Regulations   Basic 

Code35 Response to Complaints   
One-

Dimensional 

Code36 Scooter   
One-

Dimensional 

Code37 Online courses   Reverse 
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Table 13: Summary of Feature Selection Approach 

The common features were observed and assessed in a more comprehensive 

way to enhance the effectiveness of the study. Table 13 (summary of the feature 

selection approach), shows the detailed features selected by each machine learning 

approach as well as the Kano model. Moreover, the common features between 

different ML models as well as the Kano model are presented in the table. 

4.3 Prediction Using All Attributes  

Results involving different prediction methods have been presented in Figure 

23 for the satisfaction datasets. The best results were obtained with XGB Regressor 

and AdaBoost Regression Model for Cross validation as shown in Table 14. The R 

squared value for this model was found to be 0.933. The high correlation coefficient 

value is 0.964. The Root Mean Squared Error of the model is 0.228. The Mean 

Absolute Error of the model is 0.082. The observation has given rise to the assumption 

that the contentment of the students can be effectively assessed with the help of this 

model. Moreover, the coefficient is often found to have a value that is higher than 0.6, 

which also seems to exhibit the fact that the model is effective in the process of 

prediction (Li, 2017). Figure 24, shows the line curve for XGB Regressor. 

 

Method Feature Selected  Common Variables  

Chi-Square 34,37,27,35,18,16,13,7,2 27, 35, 13, 7 

Mutual Information  Gender,20,27,23,16,29,21,17,

9 

27, 23 

Lasso 27,2,37,7,36,34,6,21,35 27, 7, 36, 35 

ANOVA 2,7,13,16,21,23,27,32,34 7, 13, 35, 27 

Pearson 27,34,2,7,37,32,16,21,35 27, 7, 35 
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Table 14: Prediction Based On All Features 

Prediction Method  R_Squared RMSE MAE Pearson's  

Correlation  

Coefficient 

 Multiple Linear 

Regression 
0.344 

0.817 0.627 0.602 

XGB Regressor 0.933 0.228 0.082 0.964 

AdaBoost Regressor 0.933 0.194 0.055 0.965 

Random Forest Regressor 0.887 0.304 0.190 0.947 

Decision Tree Regressor 0.839 0.385 0.117 0.919 

M5P Tree 0.6759 0.596 0.427 0.823 

Random Tree 0.8736 0.372 0.101 0.936 

Rep Tree Regression 0.6145 0.650 0.410 0.788 
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       Figure 23: Prediction Based On All Features with Cross Validation 

 

 

Figure 24: Shows the Line Curve for XGB Regressor 
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4.4 Prediction Using Selected Attributes    

This section of the paper discusses the key results of various ML prediction 

models on the target variable. Here, different ML model’s results for different feature 

selection methods are given as tablets. In this section, a detailed comparison of 

different ML models for different feature selection models has been provided (Mostert 

et al., 2021).  

From the conducted feature selection process, four attributes have been 

selected. Here, these four attributes are common attributes between the ML-based 

feature selection as well as the Kano model feature selection (one-dimensional and 

delight features). We also tried different imputations on the feature selection model 

integration with the Kano model, like taking union attributes etc. However, the “Union 

Approach” increases the number of attributes. At the same time, taking common 

attributes for the analysis provides results nearly close to those with all variables. 

4.4.1 Multiple Linear Regression (Selected Features) 

Table 15 contains the key results of the Multiple Linear regression mode. From 

the Table 15, the lasso feature selection method integration with the Kano model 

performed very well with the multiple linear regression model. It has given a higher 

R-square value as well as a higher Pearson correlation value. In addition, this 

combination gives a lower RMSE value and MAE value. Here, the R-square value is 

found to be 0.346, and the Pearson correlation value is found to be 0.607. It means that 

34 % of the variables found to be dependent on certain aspects can be examined using 

the opposite kind of variables. Another main parameter is the RMSE value for different 

feature selection approaches. Different RMSE values were found. Among them, for 

the lasso regularization-based feature selection method, the RMSE value and MAE 
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value are lower and are equal to 0.815 and 0.626 respectively. Here, the linear 

regression results are very poor as compared to other methods. 

 

Table 15: Multiple Linear Regression 

 

4.4.2 XGB Regressor (Selected Feature) 

Table 16 contains the key results of the XGB Regressor model with depth=15. 

From the Table 16, it is clear that the Chi-Square and Lasso based feature selection 

method integration with the Kano model has performed very well with the XGB 

Regressor model. It has given a higher R-square value as well as a higher Pearson 

correlation value. In addition, this combination gives a lower RMSE value and MAE 

value. Besides this, the R-square value is found to be 0.899, and the Pearson correlation 

value is found to be 0.949. It means that 89% of the variables found to be dependent 

on certain aspects can be examined using the opposite kind of variables. Here, the 

results show that the XGB Regressor model predicts the target variable very well than 

the multiple linear regression model. Another main parameter is the RMSE value for 

different feature selection approaches. Different RMSE values were found. Among 

them, the RMSE value and MAE for the Chi-Square feature selection method is lower, 

namely 0.297. The MAE value is equal to 0.105. Figure 25 shows outputs of R-squared 

Multiple Linear 

Regression 

R_Squared RMSE MAE Pearson's  

Correlation  

Coefficient 

ALL 0.344 0.817 0.627 0.602 

kano 0.286 0.857 0.628 0.548 

ANOVA 0.309 0.837 0.637 0.579 

Chi-Square 0.331 0.826 0.632 0.591 

Lasso 0.346 0.815 0.626 0.607 

Mutual information 0.233 0.889 0.666 0.505 

Pearson 0.332 0.823 0.631 0.596 
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based on the XGB Regressor model with different methods for selected features. 

Figures 26 and 27 shows the line curve for XGB Regressor with Chi-square and Lasso. 

 

Table 16: XGB Regressor 

XGB Regressor 

depth=10 

R_Squared RMSE MAE Pearson's 

Correlation 

Coefficient 

ALL 0.933 0.228 0.082 0.964 

Kano 0.734 0.505 0.202 0.860 

ANOVA 0.887 0.305 0.112 0.941 

Chi-Square 0.899 0.296 0.103 0.949 

Lasso 0.899 0.291 0.097 0.949 

Mutual information 0.764 0.472 0.161 0.876 

Pearson 0.895 0.285 0.101 0.945 

 

 

Figure 25: Outputs of R-Squared Based On the XGB Regressor Model with Different 

Methods for Selected Features 
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Figure 26: Shows the Line Curve for XGB Regressor with Chi-Square 

 

 

Figure 27: Shows the Line Curve for XGB Regressor with Lasso 

 

4.4.3 AdaBoost Regressor (Selected Feature) 

Table 17 presents the key results of the AdaBoost Regressor model. From the Table 

17, the Pearson based feature selection method integration with the Kano model has 

performed very well with the AdaBoost Regressor model with depth = 15. It produced 
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a higher R-square value as well as a higher Pearson correlation value. Moreover, this 

combination gives a lower RMSE value and MAE value (Park & Oh, 2018). The R-

square value is found to be 0. 908, and the Pearson correlation value is found to be 0. 

952. It means that 91% of the variables found to be dependent on certain aspects can 

be examined using the opposite kind of variables. The outcomes were able to express 

the fact that the AdaBoost Regressor model with depth = 15 predicts the target variable 

very well than the multiple linear regressor model. However, the performance of the 

AdaBoost Regressor model with the Pearson feature selection is more than the XGB 

Regressor model with Pearson feature selection. The RMSE value for the Lasso feature 

selection method is lower; 0.269. The MAE value is equal to 0.083.  

Table 17: AdaBoost Regressor Depth =15 

AdaBoost 

Regression Depth 

=15 

R_Squared RMSE MAE Pearson's 

Correlation 

Coefficient 

ALL 0.933 0.194 0.0553 0.965 

Kano 0.735 0.507 0.190 0.861 

ANOVA 0.882 0.316 0.100 0.937 

Chi-Square 0.909 0.279 0.087 0.953 

Lasso 0.903 0.279 0.089 0.949 

Mutual information 0.781 0.460 0.148 0.885 

Pearson 0.908 0.272 0.086 0.952 

 

4.4.4 Random Forest Regressor Model (Selected Feature) 

Table 18 contains the key results of the Random Forest Regressor model. From 

the Table 18, it is clear that the Lasso based feature selection method integration with 

the Kano model has performed very well with the Random Forest Regressor model. It 

provided a higher R-square value as well as a higher Pearson correlation value. 

Moreover, this combination produced a lower RMSE value and MAE value. The R-

square value was found to be 0.868045, and Pearson correlation value was found to be 

0.934255 (Jadhav, 2021). This means that 86% of the variables were found to be 
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dependent on certain aspects which can be examined using the opposite kind of 

variables. The outcomes were able to express the fact that the Random Forest 

Regressor model with a depth of 15 can predict the target variable better than the 

multiple linear regressor model. However, the performance of this model was slightly 

less than the performance of the AdaBoost Regressor model with the Lasso feature 

selection and the XGB Regressor model with the Lasso feature selection. The RMSE 

value for the Lasso feature selection method was lower; 0.336587. The MAE value is 

equal 0.190393. 

Table 18: Random Forest Regressor Model 

Random 

Regressor 

depth=15 

Tree 

Model 

R_Square 

RMSE MAE 

Pearson's 

Correlation 

Coefficient 

ALL 0.887 0.304 0.190 0.947 

Kano 0.700 0.534 0.288 0.843 

ANOVA 0.848 0.369 0.219 0.923 

Chi-Square 0.863 0.350 0.208 0.933 

Lasso 0.868 0.337 0.193 0.934 

Mutual 

information 
0.751 0.490 0.254 0.872 

Pearson 0.864 0.340 0.201 0.932 

 

4.4.5 Decision Tree Regressor Model (Selected Feature) 

Table 19 contains the key results of the Decision Tree Regressor model. From 

the Table 19, it is clear that the Pearson feature selection method integration with the 

Kano model has performed very well with the Decision Tree Regressor model with 

depth = 15. It has produced a higher R-square value as well as a higher Pearson 

correlation value. Furthermore, this combination provides a lower RMSE value and 

MAE value. The R-square value is found to be 0.881, and the Pearson correlation value 

is found to be 0.938. The decision Tree Regressor model predicts the target variable 

very well than the multiple linear regressor model. Besides this, the performance of 
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the Decision Tree Regressor model with the Pearson feature selection is lower than the 

XGB Regressor model with the Pearson feature selection. The RMSE value for the 

Pearson feature selection method is lower; 0.303. The MAE value is equal to 0.103. 

Table 19: Decision Tree Regressor 

Decision 

Regressor 

depth=15 

R_Sqpuare

d 

RMSE MAE Pearson's 

Correlation 

Coefficient 

ALL 0.839 0.385 0.117 0.919 

Kano 0.651 0.570 0.236 0.824 

ANOVA 0.843 0.353 0.116 0.919 

Chi-Square 0.843 0.373 0.118 0.923 

Lasso 0.862 0.341 0.110 0.929 

Mutual information 0.753 0.486 0.163 0.870 

Pearson 0.881 0.304 0.103 0.938 

4.5 Common Features 

From the conducted feature selection process, four attributes have been 

selected. Here, these four attributes are common attributes between the ML-based 

feature selection as well as the Kano model feature selection (one-dimensional and 

delight features). We also tried different imputations on the feature selection model 

integration with the Kano model, like taking union attributes etc. However, the “Union 

Approach” increases the number of attributes. At the same time, taking common 

attributes for the analysis provides results nearly close to those with all variables. 

 

4.5.1 Multi Linear Regression (Common Features) 

Table 20 contains the key results of the Multiple Linear regression mode. From 

the Table 20, the lasso feature selection method integration with the Kano model 

performed very well with the multiple linear regression model. It has given a higher 

R-square value as well as a higher Pearson correlation value. In addition, this 
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combination gives a lower RMSE value and MAE value. Here, the R-square value is 

found to be 0.299933, and the Pearson correlation value is found to be 0.556884. It 

means that 38% of the variables found to be dependent on certain aspects can be 

examined using the opposite kind of variables. Another main parameter is the RMSE 

value for different feature selection approaches. Different RMSE values were found. 

Among them, for the lasso regularization-based feature selection method, the RMSE 

value is lower and is equal to 0.861678. The MAE value is equal to 0.638478. Here, 

the linear regression results are very poor as compared to other methods. 

 

Table 20: Multiple Linear Regression 

Multiple Linear 

Regression 

R_Squared RMSE MAE Pearson's Correlation 

Coefficient 

ANOVA 0.283 0.871 0.641 0.543 

Chi-Square 0.283 0.871 0.641 0.543 

Lasso 0.300 0.862 0.638 0.557 

Mutual information 0.208 0.918 0.675 0.474 

Pearson 0.281 0.872 0.642 0.542 

 

4.5.2 XGB Regressor (Common Features) 

Table 21 contains the key results of the XGB Regressor model with depth=15. 

From the Table 21, it is clear that the ANOVA and Chi-Square based feature selection 

method integration with the Kano model has performed very well with the XGB 

Regressor model. It has given a higher R-square value as well as a higher Pearson 

correlation value. In addition, this combination gives a lower RMSE value and MAE 

value. Besides this, the R-square value is found to be 0.561, and the Pearson correlation 

value is found to be 0. 756. It means that 57.8% of the variables found to be dependent 

on certain aspects can be examined using the opposite kind of variables. Here, the 

results show that the XGB Regressor model predicts the target variable very well than 
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the multiple linear regression model. Another main parameter is the RMSE value for 

different feature selection approaches. Different RMSE values were found. Among 

them, the RMSE value for the ANOVA feature selection method is lower, namely 

0.679. The MAE value is equal to 0.397. 

Table 21: XGB Regressor 

XGB Regressor 

depth=15 

R_Squared  RMSE             MAE Pearson's 

Correlation 

Coefficient 

ANOVA 0.561 0.679 0.397 0.756 

Chi-Square 
0.561 0.679 0.397 0.756 

Lasso 0.546 0.693 0.410 0.741 

Mutual 

information 0.298 0.863 0.633 0.552 

Pearson 0.456 0.754 0.517 0.678 

 

4.5.3 AdaBoost Regressor (Common Features) 

Table 22 presents the key results of the AdaBoost Regressor model. From the 

Table 22, the Chi-Square based feature selection method integration with the Kano 

model has performed very well with the AdaBoost Regressor model. It produced a 

higher R-square value as well as a higher Pearson correlation value. Moreover, this 

combination gives a lower RMSE value and MAE value. The R-square value is found 

to be 0.542704726, and the Pearson correlation value is found to be 0.747036. It means 

that 54% of the variables found to be dependent on certain aspects can be examined 

using the opposite kind of variables. The outcomes were able to express the fact that 

the AdaBoost Regressor model with depth = 15 predicts the target variable very well 

than the multiple linear regressor model. However, the performance of the AdaBoost 

Regressor model with the Chi-Square feature selection is lower than the XGB 

Regressor model with Chi-Square feature selection. The RMSE value for the Chi-
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Square feature selection method is lower; 0.690943. The MAE value is equal to 

0.411381. 

Table 22: AdaBoost Regressor. 

AdaBoost 

Regression 

R_Squared RMSE MAE Pearson's 

Correlation 

Coefficient 

ANOVA 0.543 0.691 0.411 0.747 

Chi-Square 0.543 0.691 0.411 0.747 

Lasso 0.522 0.709 0.426 0.730 

Mutual information 0.272 0.877 0.680 0.540 

Pearson 0.423 0.777 0.542 0.660 

 

4.5.4 Random Forest Regressor Model (Common Features) 

Table 23 contains the key results of the Random Forest Regressor model. From 

the Table 23, it is clear that the ANOVA based feature selection method integration 

with the Kano model has performed very well with the Random Forest Regressor 

model. It provided a higher R-square value as well as a higher Pearson correlation 

value. Moreover, this combination produced a lower RMSE value and MAE value. 

The R-square value was found to be 0.545, and Pearson correlation value was found 

to be 0.744. This means that 52.7% of the variables were found to be dependent on 

certain aspects which can be examined using the opposite kind of variables. The 

outcomes were able to express the fact that the Random Forest Regressor model with 

a depth of 15 can predict the target variable better than the multiple linear regressor 

model. However, the performance of this model was slightly lower than the 

performance of the AdaBoost Regressor model with the ANOVA feature selection and 

the XGB Regressor model with the ANOVA feature selection. The RMSE value for 

the ANOVA feature selection method was lower; 0.690. The MAE value is equal to 

0.441.
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Table 23: Random Forest Regressor 

4.5.5 Decision Tree Regressor Model (Common Features) 

Table 24 contains the key results of the Decision Tree Regressor model. From 

the Table 24, it is clear that the ANOVA and Chi-Square feature selection method 

integration with the Kano model has performed very well with the Decision Tree 

Regressor model with depth = 15. It has produced a higher R-square value as well as 

a higher Pearson correlation value. Furthermore, this combination provides a lower 

RMSE value and MAE value. The R-square value is found to be 0.529404208, and the 

Pearson correlation value is found to be 0.737. The decision Tree Regressor model 

predicts the target variable very well than the multiple linear regressor model. Besides 

this, the performance of the Decision Tree Regressor model with the ANOVA feature 

selection is similar to the XGB Regressor model with the ANOVA feature selection. 

The RMSE value for the ANOVA feature selection method is lower; 0.704. The MAE 

value is equal to 0.407. 

Table 24: Decision Tree Regressor 

Decision Regressor 

depth=15 

Tree Model 

R_Square 

RMSE MAE Pearson's 

Correlation 

Coefficient 

ANOVA 0.529 0.707 0.408 0.736 

Chi-Square 0.529 0.705 0.407 0.737 

Lasso 0.518 0.714 0.419 0.724 

Mutual information 0.298 0.863 0.633 0.552 

Pearson 0.435 0.770 0.524 0.665 

Random Regressor 

depth=15 

Tree Model 

R_Square 

RMSE MAE Pearson's 

Correlation 

Coefficient 

ANOVA 0.543 0.692 0.443 0.743 

Chi-Square 0.543 0.692 0.443 0.743 

Lasso 0.539 0.698 0.448 0.735 

Mutual information 0.295 0.865 0.640 0.551 

Pearson 0.449 0.760 0.536 0.672 
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4.5.6 M5P Tree (Common Features) 

Table 25 contains the key results of the M5P tree model. From the Table 25, it 

is clear that the ANOVA and Chi-Square feature selection method integration with the 

Kano model has performed very well with the M5P tree model. It has produced a 

higher R-square value as well as a higher Pearson correlation value. The R-square 

value is found to be 0.6759, and the Pearson correlation value is found to be 0.5452. 

Furthermore, this combination provides a lower RMSE value and MAE value. They 

are found to be 0.8781 and 0.6458 respectively. 

 

Table 25: M5p Tree 

 

4.5.7 Random Tree (Common Features) 

Table 26 contains the key results of the Random Tree model. From the Table 

26, it is clear that the Pearson feature selection method integration with the Kano 

model has performed very well with the Random Tree model. It has produced a higher 

R-square value as well as a higher Pearson correlation value. The R-square value is 

found to be 0.5602, and the Pearson correlation value is found to be 0.7514. 

Furthermore, this combination provides a lower RMSE value and MAE value. They 

are found to be 0.6946 and 0.4028 respectively.  

 

M5P tree R-square RMSE MAE Pearson 

correlation 

coefficient 

ANOVA  0.297 0.878 0.646 0.545 

chi 0.297 0.878 0.646 0.545 

lasso  0.332 0.856 0.633 0.576 

Mutual  0.285 0.886 0.660 0.534 

Pearson 0.304 0.874 0.640 0.552 
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Table 26: Random Tree 

Random 

Tree 

R-Square RMSE MAE Pearson 

correlation 

coefficient 

ANOVA  0.546 0.706 0.411 0.743 

chi 0.546 0.706 0.411 0.743 

lasso  0.536 0.714 0.420 0.734 

Mutual  0.462 0.769 0.545 0.681 

Pearson 0.560 0.695 0.403 0.751 

 

4.5.8 Rep Tree Regression (Common Features) 

Table 27 contains the key results of the Rep Tree Regression model. From the 

Table 27, it is clear that the ANOVA and Chi-Square feature selection method 

integration with the Kano model has performed very well with the Decision Tree 

Regressor model with depth = 15. It has produced a higher R-square value as well as 

a higher Pearson correlation value. The R-square value is found to be 0.4209, and the 

Pearson correlation value is found to be 0.6536. Furthermore, this combination 

provides a lower RMSE value and MAE value. They are found to be 0.797 and 0.5719 

respectively. The results show that XGB Regressor with depth 15 and Decision Tree 

Regression with depth 15 exhibit the best performance. Only four features have been 

used to predict the common features between ANOVA and Kano features located 

under one-dimensional and delight categories. The R-Square value, RMSE, MAE, and 

Pearson Correlation Coefficient are found to be 0.69, 0.58, 0.32, and 0.83 respectively, 

which are closer to the model with all attributes. 

Table 27: Rep Tree Regression Depth = 15 

Rep Tree 

Regression 

R-Square RMSE MAE Pearson 

correlation 

Coefficient 

ANOVA 0.421 0.797 0.572 0.654 

chi 0.421 0.797 0.572 0.654 

lasso 0.407 0.807 0.567 0.643 

Mutual 0.414 0.802 0.599 0.645 

Pearson 0.400 0.811 0.589 0.636 
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The outcomes were able to suggest that the techniques that are used to assess 

the repetitions were found to be capable of identifying the relationship between the 

contentment of the clients and different aspects of the services of the institution. 

Different methods were found to be effective in determining the aspects that are more 

significant in contributing to the contentment of the clients. In addition, the process of 

obtaining similar aspects was able to enhance the precision in relation to the 

assessment of all different characteristics. With the help of this information, the 

administration team of the institution will be able to significantly improve the 

contentment of the clients. The outcomes were able to determine the major aspects that 

were found distinctly in various institutions. So, it will be a wise move to combine 

various university services for predicting customer satisfaction. Various university 

services seem to emphasize various aspects; therefore, the unification process will be 

able to substantially enhance the services of all the involved institutions. Moreover, 

the study can be equipped in different situations to obtain effective outcomes. 

The significance of every aspect in relation to the contentment of the clients 

has been carefully observed. From this research, it is clear that the maximum values 

of R-square and Pearson correlation are found to be 0.561 and 0.756 respectively for 

Decision Tree Regressor as well as XGB Regressor. Moreover, the used feature 

selection approach is ANOVA Based Feature selection approach as well as Chi-square 

approach as shown if Figure 28. Here, these results are derived by using four different 

parameters like R-square value, RMSE, MAE, and Pearson correlation coefficient. 

The common attributes between the ANOVA features selection method and Kanos 

one-dimensional and delight features produce the highest Pearson correlation 

coefficient value; 74%. It is nearest to the results with all the attributes with 96% 

Pearson correlation coefficient. It was achieved with only four features, which can be 
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considered a very small number of features as compared to the full model, which has 

37 attributes. This shows that the ANOVA technique is effective in the identification 

of aspects of the students that are found to be effectively contributing to the 

contentment of the students. 

Moreover, the four similar characteristics between Kano and ANOVA feature 

selection can produce acceptable readings of performance if the information is 

adequate. The four mentioned characteristics are Food, Dining Hall, Services, and the 

Possibility of communicating with the administration. They are located under the 

delight category. The other common services are Information in the E-services (grades, 

schedules, payment reports, etc.) and teaching quality. They are located under the one-

dimensional category. The teaching quality feature has been selected by all feature 

selection methods, which means that it is the most important attribute. The correlation 

coefficient between the features and the student satisfaction index is not less than 0.48 

for all prediction methods. Figures 29 and 30 show the line curve for XGB Regressor 

with Chi-square and ANOVA respectively. 

 

Figure 28: XGB Regressor Model with Depth=15 R-Squared Common Results with 

ANOVA 
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Figure 29: Shows the Line Curve for XGB Regressor with Chi-Square 

 

Figure 30: Shows the Line Curve for XGB Regressor with ANOVA. 

4.6 Union Attributes between Both Feature Selections and the Kano Model  

A union experiment has been conducted for the better clarification of the 

usefulness of integrating feature selection with Kano model. In this experiment, the 

prediction was made with the union between the 9 Kano features (7, 13, 25, 27, 35, 12, 
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23, 31, and 36) and features from each feature selection method. This method includes 

large number of features as compared to common experiment features. For example, 

the union between ANOVA and Kano results in 14 features as compared to 4 features 

in common experiment. Table 28 shows union attributes between both feature 

selections and the Kano model most important features. In the following sections, the 

result of the prediction on the union features will be presented. Moreover, these results 

will be compared with the common experiment results in order to observe the change 

in accuracy regarding this increase in number of features. 

 

Table 28: Union Attributes Between Both Feature Selections and Kano Model 

Method Feature Selected  Union Variables  

Chi-Square 34,37,27,35,18,16,13,7,2 34,37,18,16,2,7,13,25,27,35,

12,23,31,36 

Mutual 

Information  

Gender,20,27,23,16,29,21,17,9 G,20,16,29,21,17,9,7,13,25,

27,35,12,23,31,36 

Lasso 27,2,37,7,36,34,6,21,35 2,37,34,6,21,7,13,25,27,35,1

2,23,31,36 

 ANOVA 2,7,13,16,21,23,27,32,34 2,16,21,32,34,7,13,25,27,35,

12,23,31,36 

Pearson 27,34,2,7,37,32,16,21,35,6 34,2,37,32,16,21,7,13,25,27,

35,12,23,31,36 

 

4.6.1 Multiple Linear Regression (Union Features) 

Table 29 contains the results of the multiple linear regression models. From the 

Table 29, it is noticeable that the integration of the Kano method with the Lasso feature 

selection methods noticeably outperforms other methods in multiple linear regression. 

Both methods resulted in higher R-square and correlation coefficient values in addition 

to lower values for RMSE and MAE. For Lasso, R-square and correlation coefficient 

values were found to be 0.37008435 and 0.615005. For Pearson, R-square and 

correlation coefficient values were found to be 0.366699769 and 0.61283. This means 
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that 43% of the variability of the dependent variable was explained by the independent 

variables in the union group. Lasso presented lower RMSE and MAE values as 

compared to other methods. For Lasso, RMSE and MAE values are found to be 

0.816777 and 0.629896 respectively. By comparing the previous results with the 

common results, it can be noticed that even with increased number of features, the 

improvement in accuracy was not that significant. In the common experiment, with 4 

features, the R-square value for Lasso was found to be 0.32942 as compared to 0.41105 

using 14 features in the union experiment. 

Table 29: Multiple Linear Regression 

Multiple Linear 

Regression 

Tree Model 

R_Square 

RMSE MAE Pearson's 

Correlation 

Coefficient 

ANOVA 0.346 0.831 0.633 0.598 

Chi-Square 0.368 0.818 0.632 0.614 

Lasso 0.370 0.817 0.630 0.615 

Mutual information 0.314 0.853 0.625 0.567 

Pearson 0.367 0.818 0.632 0.613 

 

4.6.2 Decision Tree Regression (Union Features) 

Table 30 contains the results of Decision Tree Regression Depth = 15 model. 

From the Table 30, it is noticeable that the integration of the Kano method with 

ANOVA feature selection methods noticeably outperforms other features selection 

methods in Decision Tree regression. Both methods resulted in higher R-square and 

correlation coefficient values in addition to lower values for RMSE and MAE. For 

ANOVA, R-square and correlation coefficient values were found to 0.856607412 and 

0.926664. This means that 86% of the variability of the dependent variable was 

explained by the independent variables in the union group. ANOVA presented lower 

RMSE and MAE values as compared to other methods. For ANOVA, RMSE and 

MAE values are found to 0.856607412 and 0.926664. By comparing the previous 
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results with the common results, it can be noticed that even with increased number of 

features, the improvement in accuracy was significant. In the common experiment, 

with 4 features, the R-square value for ANOVA was found to 0.529404208 as 

compared to 0.856607412 using 14 features in the union experiment. Number of 

features should be taken into consideration. Even 0. .856607412 for R-square is a 

promising result. It required large number of features as compared to the common 

experiment.  

Table 30: Decision Tree Regression Depth = 15 

Decision Regressor 

depth=15 

R_Squared RMSE MAE Pearson's 

Correlation 

Coefficient 

ANOVA 0.857 0.383 0.109 0.927 

Chi-Square 0.803 0.444 0.123 0.903 

Lasso 0.824 0.430 0.120 0.911 

Mutual information 0.790 0.468 0.146 0.895 

Pearson 0.808 0.429 0.118 0.905 

 

4.6.3 Random Forest Regression (Union Features) 

Table 31 contains the results of Random Forest regression Depth = 15 model. 

From the Table 31, it is noticeable that the integration of the Kano method with Lasso 

and Pearson feature selection methods noticeably outperforms other features selection 

methods in Random Forest regression. Both methods resulted in higher R-square and 

correlation coefficient values in addition to lower values for RMSE and MAE. For 

Lasso, R-square and correlation coefficient values were found to be 0.875855501 and 

0.939275 respectively. This means that 85.5% of the variability of the dependent 

variable was explained by the independent variables in the union group. Lasso 

presented lower RMSE and MAE values as compared to other methods. For Lasso, 

RMSE and MAE values are found to be 0.351066 and 0.201107 respectively. 
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The results of union between the Kano model most important features and 

feature selection methods combined with random forest regression model are highly 

promising. When these results are compared with common features prediction using 

the same model, the difference in performance metrics can be noticed. In the union 

experiment, the R-square value for ANOVA is found to be 0.865153. In common, the 

highest R-square value was 0.527030 using 4 features selected by ANOVA. Large 

number of features in union experiment decreases the significance of the result. 

Table 31: Random Forest Regression Depth = 15 

Random Regressor 

depth=15 

R_Squard RMSE MAE Pearson's 

Correlation 

Coefficient 

ANOVA 0.867 0.367 0.206 0.935 

Chi-Square 0.871 0.357 0.206 0.937 

Lasso 0.876 0.351 0.201 0.939 

Mutual information 0.806 0.448 0.238 0.907 

Pearson 0.871 0.357 0.206 0.936 

 

4.6.4 AdaBoost Regression (Union Features) 

Table 32 contains the results of AdaBoost Regression model. From the Table 

32, it is noticeable that the integration of the Kano method with Chi-Square feature 

selection methods, noticeably, outperforms other features selection methods in 

AdaBoost Regression. Both methods resulted in higher R-square and correlation 

coefficient values in addition to lower values for RMSE and MAE. For Chi-Square, 

R-square and correlation coefficient values were found to be 0.921389092 and 

0.959953 respectively. This means that 88.6% of the variability of the dependent 

variable was explained by the independent variables in the union group. Chi-Square 

and Pearson presented lower RMSE and MAE values as compared to other methods. 

For Chi-Square, RMSE and MAE values are found to be 0.275238 and 0.075145 

respectively. The results of union between the Kano model most important features 
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and feature selection methods combined with random forest regression model are 

highly promising. When these results are compared with common features prediction 

using the same model, the difference in performance metrics can be noticed. In the 

union experiment, the R-square value for Chi-Square is found to be 0.921389092. In 

common, the highest R-square value was found to be 0.542704726 using 4 features 

selected by Chi-Square. Large number of features in union experiment decreases the 

significance of the result. 

Table 32: AdaBoost Regression 

 

4.6.5 XGB Regression (Union Features) 

Table 33 contains the results of XGB Regression Depth = 15 model. From the 

Table 33, it is noticeable that the integration of the Kano method with the Chi-Square 

feature selection methods noticeably outperforms other features selection methods in 

XGB Regression Depth = 15. Both methods resulted in higher R-square and 

correlation coefficient values in addition to lower values for RMSE and MAE. For 

Chi-Square, R-square and correlation coefficient values were found to be 0.922 and 

0.959 respectively. This means that 92.1% of the variability of the dependent variable 

was explained by the independent variables in the union group. Chi-Square presented 

lower RMSE and MAE values as compared to other methods. For Chi-Square, RMSE 

and MAE values are found to be 0.075323099 and 0.2771339 respectively. The results 

of union between the Kano model most important features and feature selection 

AdaBoost 

Regression depth 15 

R_Squared RMSE MAE Pearson's 

Correlation 

Coefficient 

 

ANOVA 0.898 0.320 0.091 0.947 

Chi-Square 0.921 0.275 0.075 0.960 

Lasso 0.913 0.289 0.078 0.956 

Mutual information 0.854 0.395 0.116 0.926 

Pearson 0.912 0.290 0.083 0.955 
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methods combined with XGB Regression model are highly promising. When these 

results are compared with common features prediction using the same model, the 

difference in performance metrics can be noticed. In the union experiment, the R-

square value for Chi-Square is found to be 0.88910. In common, the highest R-square 

value was found to be 0.578308 using 4 features selected by ANOVA. Large number 

of features in union experiment decreases the significance of the result. Figure 31 

shows the outputs of R-squared based on XGB Regressor depth=10 with the different 

methods. Figures 32 and 33 show the line curve for XGB Regressor AdaBoost 

Regressor with Chi-square respectively.  

Table 33: XGB Regression Depth = 15 

XGB Regressor 

depth=15 

Tree Model 

R_Square 

RMSE MAE Pearson's 

Correlation 

Coefficient 

ANOVA 0.899 0.316 0.090 0.948 

Chi-Square 0.922 0.272 0.076 0.960 

Lasso 0.912 0.288 0.078 0.955 

Mutual information 0.854 0.395 0.115 0.926 

Pearson 0.918 0.278 0.079 0.958 

 

Figure 31: Outputs of R-Squared Based On XGB Regressor Depth=10 with the 

Different Methods 

0.82

0.84

0.86

0.88

0.9

0.92

0.94

ANOVA Chi-Square Lasso Mutual 
information

Pearson

0.899
0.922 0.912 0.854 0.918

Tree Model R_Square
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Figure 32: Shows the Line Curve for XGB Regressor with Chi-Square 

 

Figure 33: Shows the Line Curve for AdaBoost Regressor with Chi-Square. 

 

In the union experiment, features from the Kano’s model and feature-selection 

methods were taken into consideration. The union result from the two methods was 
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used to make a prediction using various prediction techniques. The result of the 

prediction accuracy metric was higher than that of the common experiment. The Chi-

Square’s feature-selection techniques reached the best accuracy when integrated with 

the Kano’s model in the union experiment. The XGB Regressor and AdaBoost features 

achieved 0.921 R-square value and 0.959 for Pearson’s correlation coefficient. 

Moreover, this method resulted in small values for RMSE and MAE. Figure 31 shows 

the outputs of R-squared based on XGB Regressor depth=10 with the different 

methods. 

The flaw in this experiment is the large number of features. The main purpose 

of this research is to minimize the number of features for business companies'        

improvers. The union experiment highlights the difference between large and small 

number of features. It also clarifies the usefulness of common approach, which 

achieves acceptable performance as compared to the small number of features. 

In the union experiment, features from the Kano model and feature selection 

approaches were taken into account. Using the combined results of the two methods, 

other prediction approaches were employed to make the predictions. The prediction 

accuracy metric yielded a greater result than the standard experiment. In a union 

experiment, the Lasso and Pearson feature selection strategies had the best accuracy 

when used with the Kano model.  

The large number of features in this experiment is a problem. The major goal 

of this study is to reduce the number of features available to business improvers. The 

union experiment demonstrates the distinction between large number of features and 

limited number of features. It also clarifies the utility of a common strategy that 

achieves acceptable performance despite the limited number of features.  
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4.7 Clustering  

Clustering is another approach in data mining that can be helpful in extracting 

more useful information from the data. In customer satisfaction, the idea of delivering 

the needs for each customer is essential. Customers vary significantly in their needs. 

For this, the model of detecting the factors that affect customer satisfaction has to 

satisfy the needs of each sector. The idea behind the clustering experiment is to divide 

the data into 8 clusters based on Elbow method. Each cluster will represent a sector of 

students, cluster students to different group based on different features, such as 

transportation, teaching quality and online studying and other features. The features 

analyzed through clustering can have a big impact on student satisfaction, for example 

girls or immigrants. Girls, as the most important feature, might be very different from 

immigrant students. For example, immigrant’s first concern is the dorm’s cost.4.6.1 

Clustering the Kano Dataset.  

Eight clusters are created based on Elbow method using Kano dataset. After 

that, the best features of each cluster are extracted from the same students in 

satisfaction dataset. Using different feature selection methods, researchers get the best 

features for each cluster.  

4.7.1 Clustering the Kano Dataset  

The 8 clusters are created using the Kano dataset. After that, the best features 

of each cluster are extracted from the same students in the satisfaction dataset. 

Researchers got the best features for each cluster by using the Kano’s and the five-

feature-selection methods. After getting the best features, a comparison was made 

between all clusters to find out the common features. The number of clusters was 

selected based on the elbow method. We plot the elbow method for clusters k=2 to 

k=12 and we managed to know that the plot line started decreasing rapidly at points 8-
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9 and started increasing a little at k=10. With the elbow, we got good intuition about 

our best k value which will be 8-9. Figure 34 shows the correlation between CS and 

number of clusters using elbow method. After this, we run k-means on our data for 

k=2 to k=12 and we got the best result with k=8 which has the best accuracy score. 

With this, we can say that the value of k was 8 and it was the best. Following that, the 

best features of each cluster were extracted from the same students in the satisfaction 

dataset. Researchers got the best features for each cluster by using different feature-

selection methods. After getting the common feature between all of the clusters, it was 

noticed that Q2 was the most common feature among all feature-selection techniques. 

Also, it was observed that Q27, Q2, Q7, and Gender were the most common among 

clusters. The following tables show important features for each cluster in comparison 

with an important feature for all features.  

▪ Table 34 using Pearson feature selection.  

▪ Table 35 using Lasso feature selection. 

▪ Table 36 using Mutual Information feature selection.  

▪ Table 37 using ANOVA feature selection. 

▪ Table 38 using Chi-Square feature selection. 

Figure 34: Correlation Between Cs and Number of Clusters 
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Table 34: Most important features in each cluster based on Pearson feature selection -

C means cluster- 

 

 

 

 

 

 

 

 

 

 

 

C1 C2 C3 C4 C5 C6 C7 C8 Common 

Attributes  

Q34 

Q7 

Q17 

Q35 

Q10 

Q13 

Q27 

Q22 

Q16 

Q21        

Q27        

Q6        

Q2        

Q35        

Q13        

Q16        

Q22        

Q28        

Q32        

Q12        

Q25        

Q34        

Q18        

Q37        

Q26        

Q3        

Q8        

Q7 

 

Q7        

Q27        

Q2        

Q12        

Q31        

Q8        

Q37        

Q32        

Q6        

Q19        

Q34        

Q29        

Q17        

Q10        

Q4        

Q13        

Q30        

Q14        

Q11        

Q28        

Q5        

Q25        

Q26        

Q9 

Q34        

Q6        

Q7        

Q26        

Q16        

Q37        

Q13        

Q36        

Q35        

Q27        

Q31        

Q22        

Q28        

Q21        

Q32        

Q2        

Q18        

Q25        

Q12        

Q20        

Q10        

Q24        

Q19 

Q27      

Q7        

Q34        

Q2 

 

 

Q27        

Q21        

Q25        

Q32        

Q34        

Q16        

Q2        

Q3        

Q37        

Q12        

Q6        

Q7        

Q17        

Q10        

Q28        

Q36        

Q24 

Q37        

Q35        

Q22        

Q34        

Q7        

Q9        

Q24        

Q27        

Q25        

Q17        

Q11 

Q2        

Q27        

Q3        

Q26        

Q35        

Q21        

Q16        

Q18        

Q22        

Q37        

Q20        

Q6        

Q8        

Q9 

Q27 

Q2 
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Table 35: Lasso Feature Selection 

C1 C2 C3 C4 C5 C6 C7 C8 Common 

Attribute

s 

Q34 

Q7 

Q17 

Q8 

Q37 

Q2 

Q35 

Q36 

Q13 

Q2 

Q21 

Q6 

Q27 

Q13 

Q37 

Q36 

Q35 

Q28 

Gender 

Q3 

Q4 

Q5 

Q7 

Q8 

Q9 

Q10 

Q11 

Q12 

 

Q7        

Q27        

Q2        

Q12        

Q34        

Q37        

Q6        

Q31        

Q8        

Q4        

Q17        

Q36 

Gender 

Q3        

Q5        

Q9        

Q10        

Q11        

Q13        

Q14        

Q15        

Q16        

Q18        

Q19 

Q34        

Q6        

Q37        

Q7        

Q36        

Q26        

Q31        

Q2        

Q13        

Q20 

Gender       

Q3 

Q4 

Q5 

Q8        

Q9        

Q10        

Q11        

Q12        

Q14        

Q15        

Q16        

Q17 

 

Q27        

Q2        

Q7        

Q31 

 

 

Q27        

Q25        

Q2 

Q3        

Q37        

Q21        

Q36        

Q34        

Q7        

Q10        

Gender        

Q4 

Q6 

Q8 

Q9        

Q11        

Q12 

Q37        

Q35        

Q4        

Q16        

Q10        

Q34        

Gender        

Q2 

Q3 

Q6 

Q7 

Q2        

Q27        

Q26        

Q21        

Q37        

Q3        

Q36        

Q18        

Gender        

Q4 

Q6 

Q7 

Q8 

Q9 

Q2 

Q7 
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Table 36: Mutual Information Feature Selection 

C1 C2 C3 C4 C5 C6 C7 C8 Common 

Attribute

s 

Gende

r 

Q8 

Q34 

Q27 

Q4 

Q15 

Q23 

Q16 

Q29 

Gende

r        

Q29        

Q15        

Q23        

Q27        

Q20        

Q7        

Q19        

Q4 

Q5 

Q12        

Q28        

Q30 

Q6 

Q16        

Q31        

Q33        

Q35        

Q21 

Gende

r        

Q15        

Q21        

Q29        

Q31 

Q5 

Q9 

Q4 

Q25        

Q10        

Q20 

Q8 

Q7 

Q30        

Q36        

Q19        

Q23        

Q32 

Q6        

Q26        

Q27        

Q35        

Q33        

Q22 

Gender

Q27        

Q33        

Q20        

Q19        

Q31        

Q12        

Q5        

Q29        

Q26        

Q11        

Q34        

Q21        

Q15        

Q25        

Q23        

Q3        

Q30        

Q32        

Q6        

Q22        

Q4 

Q7 

 

Gende

rQ7 

Q27 

Q33 

 

 

Gender        

Q36        

Q33        

Q21 

Q9 

Q7 

Q16        

Q32        

Q29        

Q18        

Q25 

Q2 

Q28        

Q27        

Q17        

Q26        

Q10 

Q35        

Q37        

Gende

r        

Q20 

Q3 

Q29        

Q31        

Q32        

Q11        

Q25 

Q6 

Gende

r        

Q30 

Q9        

Q16        

Q32        

Q31        

Q19        

Q20        

Q27        

Q22 

Q8 

Q37 

Q5 

Q18 

Gender 

Q27 
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Table 37: ANOVA Feature Selection 

C1 C2 C3 C4 C5 C6 C7 C8 Comm

on 

Attrib

utes 

Q34        

Q24        

Q27        

Q23        

Q25        

Q8        

Q17        

Q7        

Q31 

Q27        

Q21        

Q25        

Q6        

Q13        

Q35        

Q23        

Q4        

Q2        

Q18        

Q32        

Q16        

Q28        

Q29        

Q12        

Q22        

Q30        

Q34        

Q20 

Q32        

Q19        

Q8        

Q27        

Q7        

Q15        

Q23        

Q2        

Q10        

Q18        

Q31        

Q29        

Q28        

Q26        

Q6        

Q20        

Q11        

Q34        

Q12        

Q22        

Q17        

Q5        

Q9        

Q37 

Q31        

Q20        

Q34        

Q30        

Q6        

Q4        

Q26        

Q32        

Q7        

Q19        

Q16        

Q27        

Q29        

Q18        

Q25        

Q13        

Q23        

Q22        

Q35        

Q36        

Q37        

Q12        

Q10 

Q27        

Q34        

Q11        

Q7 

 

 

Q16        

Q27        

Q21        

Q25        

Q6        

Q32        

Q34        

Q12        

Q10        

Q28        

Q2        

Q18        

Q7        

Q13        

Q17        

Q26        

Q3 

Q37 

Q35 

Q26 

Q3 

Q2 

Q27 

Q13 

Q28 

Q4 

Q15 

Q10 

Q2        

Q2

7        

Q2

0        

Q3        

Q2

9        

Q2

1        

Q1

8        

Q1

6        

Q3

6        

Q3

7        

Q3

5        

Q3

1        

Q4        

Q9 

Q27 
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Table 38: Chi-Square Feature Selection 

C1 C2 C3 C4 C5 C6 C7 C8 Commo

n 

Attribut

es 

Q34 

Q24 

Q13 

Q35 

Q17 

Q25 

Q23 

Q37 

Q10 

Q35 

Q13 

Q21 

Q25 

Q18 

Q16 

Q2 

Q34 

Q28 

Q23 

Q27 

Q6 

Q10 

Q37 

Q22 

Q26 

Q4 

Q32 

Q24 

 

Q19        

Q32        

Q28        

Q31        

Q8        

Q7        

Q23        

Q2        

Q11        

Q27        

Q18        

Q10        

Q37        

Q34        

Q26        

Q29        

Q20        

Q6        

Q15        

Q14        

Q16        

Q25        

Q22        

Q17 

 

Q31        

Q20        

Q30        

Q7        

Q18        

Q37        

Q34        

Q6        

Q36        

Q16        

Q26        

Q35        

Q4        

Q19        

Q22        

Q23        

Q10        

Q13        

Q25        

Q29        

Q2        

Q32        

Q28 

 

Q27        

Q34        

Q11        

Q24 

 

 

Q25        

Q16        

Q28        

Q21        

Q27        

Q18        

Q37        

Q34        

Q17        

Q13        

Q6        

Q10        

Q32        

Q24        

Q12        

Q2        

Q23 

Q37 

Q2 

Q28 

Q3 

Q35 

Q26 

Q13 

Q17 

Q10 

Q34 

Q27 
 

Q20        

Q2        

Q29        

Q3        

Q18        

Q27        

Q37        

Q36        

Q21        

Q23        

Q11        

Q31        

Q4        

Q35 

No 

common 
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Based on the Table 39, we found that Q2 is the most common attributes 

between the 8 clusters with lasso Feature selection. Consequently, we considered them 

important, and it is added to kano model 9 features. Then these 10 features are used to 

predict the R-square value. As shown in Figure 35, there was a high increase in the 

value of R-square. In contrast, when we added other non-common attributes there was 

no increase in the R-value. Based on Table 39, R-square for Kano was 73%. After the 

integration with data, mining Q2 was added with Kano as the most common attributes 

among 8 clusters, high increase to the value of R-square and reached 88% which is 

almost the same as R-value for all attributes. 

Also, Gender attribute is the second most common features among the 8 

clusters Adding Gender to Kano increases the R-square value to 73% and this value 

was not similar to the value of R-Square for Kano+Q2. Other features which were not 

frequently common among 8 clusters did not increase the Q-square value and remained 

around 66%. Also, when we run Kano with Q2, the same increase happened and the 

value of R-square increased from 73% to 93%.  

Clustering in combination with the Kano model has a lot of potentials. The 

findings of each cluster’s prediction utilizing the best four features are highly 

significant. The clusters yielded significant outcomes. 
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Figure 35: R-Squared Outputs with Different Integration Between Kano and Top 

Common Features Among 8 Clusters 

 

Table 39: XGB Regressor with Cross Validation 

 

4.7.2 Kano Based Ranking Attributes 

Categories in kano model have definite hierarchical rules based on attribute 

effects on the satisfaction (or dissatisfaction) of customers, with must-be being most 

influential while indifferent has the least influence. The attributes can be ranked based 

on Kano responses, in which total satisfaction index is developed; the outcome is 

better, or worse values are computed using the associations below. Customer 

satisfaction index (SSI) = (Attractive + One dimensional)/ (Attractive + One 

0.000
0.100
0.200
0.300
0.400
0.500
0.600
0.700
0.800
0.900
1.000

ALL Kano Kano +Q2 Kano + 
Gender

Kano + 
Q22

Kano + 
Q30

Kano + 
Q34

0.933

0.734

0.863
0.791

0.739 0.739 0.737

R_Square

XGB Regressor 

Depth = 10 

Tree Model 

R_Square 

RMSE MAE Pearson's 

Correlation 

Coefficient 

ALL 0.933 0.228 0.082 0.964 

Kano 0.734 0.505 0.202 0.860 

Kano +Q2 0.863 0.333 0.126 0.929 

Kano + Gender 0.791 0.448 0.170 0.899 

Kano + Q22 0.739 0.500 0.197 0.863 

Kano + Q30 0.739 0.500 0.194 0.863 

Kano + Q34 0.737 0.502 0.2 0.863 
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dimensional + Indifference + Must be). Customer dissatisfaction index (DDI) = (-1) x 

(One dimensional+ Must be)/ (Attractive + One dimensional + Indifference + Must be 

Better = (A+O) / (A+O+M+I)                                    (28) 

      Worse = -(O+M)/ (A+O+M+I)                                               (29) 

SI refers to positive coefficient, and DI refers to negative coefficient 

(Shokouhyar et al., 2017). A, O, M, I, and R refer to the terms given in Table 40 below. 

 

Table 40: Ranking Factors According to Kano 

 A Attractive Excitement attribute 

M  Must-be Threshold attribute 

O One-dimensional Performance attribute 

I  Indifferent Indifferent attribute 

R  Reverse Rejection attribute 

    

According to Mkpojiogu and Hashim (2016) the SI values fall between 0 and 

1; the closer the SI to 1, the higher its effect on the satisfaction of the customer, whereas 

if SI is close to 0, it shows that the specific feature has very little effect on the 

satisfaction of the customer. The dissatisfaction coefficient (DI) that falls between 0 

and -1 must also be considered; if customer satisfaction lies closer to -1, failing to 

include the feature has a significant effect on the dissatisfaction of the customer 

(Mkpojiogu & Hashim, 2016). However, if DI is closer to 0, the implication is that the 

absence of the feature will likely not lead to customer dissatisfaction; the DI always 

has a negative value (Mkpojiogu & Hashim, 2016).  

Based on Table 41, the number of attributes in basic category are 26, and 

number of attributes in One Dimensional, Attractive, and Reverse are 6,3,1 
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respectively. Also, it is obvious that all of them are located under one-dimensional 

category because when they present, they improve customer satisfaction, whereas their 

absence undermines satisfaction. Based on Table 42, the common attributes between 

most satisfaction and most dissatisfaction are Code31, code 27, Code25, Code23, and 

Code12. 

Table 41: Kano Category Selection 

 

 

 

 

 

 

 

 

KANO Category Attributes 

Basic Code2, Code3, Code4, Code5, Code6, Code8, Code9, 

Code10, Code11, Code14, Code15, Code16, Code17, Code18, 

Code19, Code20, Code21, Code22, Code24, Code26, Code28, 

Code29, Code30, Code32, Code33, Code34. 

 

One Dimensional 

Code12, Code23, Code25, Code27, Code31, Code35 

 

Attractive 

 

 

Code7, Code13, Code36 

 

 

Reverse 

 

Code37 
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Table 42: Top 10 Features Based On Satisfaction and Dissatisfaction 

Top 10 Features based on 

Satisfaction a 

Top 10 Features based on 

Dissatisfaction 

Feature SI Feature DI 

Code7 0.74 Code24 -0.93 

Code13 0.73 Code11 -0.91 

Code27 0.71 Code12 -0.90 

Code35 0.67 Code29 -0.90 

Code25 0.64 Code31 -0.90 

Code36 0.59 Code33 -0.90 

Code12 0.59 Code23 -0.88 

Code23 0.58 Code4 -0.87 

Code31 0.57 Code27 -0.87 

Code5 0.55 Code25 -0.87 

 

4.7.3 Kano Dataset Clustering Analysis: 

As shown in Table 43, in cluster 2, 3, 4, 5 and 7, indifferent attributes are zero, 

and in cluster 1, and 3, reverse attributes are also zero. Cluster 1 has majority 27 

attributes for Basic category, cluster 2 has majority 15 attributes for indifferent, cluster 

3 has majority 20 attributes for One Dimensional category, cluster 4 has majority 21 

attributes for One Dimensional, and Cluster 5 has majority 31 attributes for Basic 

category. Cluster 6 has majority 15 attributes for Basic category Cluster 7 has majority 

21 attributes for Basic category. Cluster 8 has majority 17 attributes for Basic category 

So, from the above analysis, it can be concluded that cluster 1, 5, 6, 7, and 8 having 

majority attributes to Basic Category. But, Cluster 2 has majority attributes to be 

Attractive and cluster 3 and 4 have majority attributes to be One-Dimensional 

attributes respectively.  
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According to the Tables 44, we can notice that all features located under one 

dimensional and Attractive categories have the highest SI number which supports our 

research assumption that those features are most related to customer satisfaction if they 

are present. Figure 36 show the outputs for each feature in related to SSI and DDI 

value. 

No of samples in each cluster: 

▪ Cluster 1 – 59 samples (9.13%) 

▪ Cluster 2 – 145 samples (22.44%)  

▪ Cluster 3 – 65 samples (10.06%)  

▪ Cluster 4 – 101 samples (15.63%)  

▪ Cluster 5 – 83 samples (12.84%)  

▪ Cluster 6 – 113 samples (17.49%)  

▪ Cluster 7 – 15 samples (2.32%)  

▪ Cluster 8 – 65 samples (10.06%)  

Table 43: Number of Attributes in Each Category in Each Cluster 

Category C1 C2 C3 C4 C5 C6 C7 C8 

Basic 27 0 12 11 31 15 21 17 

One Dimensional 6 6 20 21 3 13 6 10 

Attractive 3 13 4 2 1 4 5 4 

Indifferent 0 15 0 0 0 3 2 0 

Reverse 0 2 0 2 1 1 2 5 

According to the Table 44, which shows all clusters analysis, we can notice 

that all features located under one dimensional and Attractive categories have the 

highest customer satisfaction index (SI) SI number which supports our research 
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assumption that those features are most related to customer satisfaction if they are 

present. 

 

Figure 36: Outputs for Each Feature 

Table 44: Data Analysis for Each Feature  

Feature  Basic 
One 

dimensional 
Excitement Indifferent Reverse Majority SSI DDI 

2 279 184 62 75 46 Basic 0.410 -0.772 

3 297 192 49 78 30 Basic 0.391 -0.794 

4 318 220 42 40 26 Basic 0.423 -0.868 

5 250 240 116 36 4 Basic 0.555 -0.763 

6 284 173 81 58 50 Basic 0.426 -0.767 

7 124 194 248 32 48 Attractive 0.739 -0.532 

8 301 139 85 84 37 Basic 0.368 -0.723 

9 320 147 87 52 40 Basic 0.386 -0.771 

10 284 141 104 70 47 Basic 0.409 -0.710 

11 425 136 31 26 28 Basic 0.270 -0.908 
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Table 44: Data Analysis for Each Feature (Continued) 

Feature Basic One 

dimensional 

Excitement Indifferent Reverse Majority SSI DDI 

12 241 331 47 20 7 

one 

dimensional 

0.592 -0.895 

13 136 126 337 32 15 Attractive 0.734 -0.415 

14 335 185 90 23 13 Basic 0.434 -0.821 

15 352 149 78 53 14 Basic 0.359 -0.793 

16 288 108 168 54 28 Basic 0.447 -0.641 

17 356 157 55 40 38 Basic 0.349 -0.844 

18 255 161 70 95 65 Basic 0.398 -0.716 

19 349 176 77 22 22 Basic 0.405 -0.841 

20 319 168 102 35 22 Basic 0.433 -0.780 

21 373 139 67 43 24 Basic 0.331 -0.823 

22 404 91 53 90 8 Basic 0.226 -0.776 

23 249 312 54 19 12 

one 

dimensional 

0.577 -0.885 

24 375 164 23 18 66 Basic 0.322 -0.929 

25 192 342 49 29 34 

one 

dimensional 

0.639 -0.873 

26 268 167 121 60 30 Basic 0.468 -0.706 

27 173 381 71 12 9 

one 

dimensional 

0.710 -0.870 

28 280 120 80 64 102 Basic 0.368 -0.735 
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Table 44: Data Analysis for Each Feature (Continued) 

Feature Basic 

One 

dimensional 

Excitement Indifferent Reverse Majority SSI DDI 

29 449 128 51 12 6 Basic 0.280 -0.902 

30 378 144 64 51 9 Basic 0.327 -0.819 

31 247 330 39 28 2 

one 

dimensional 

0.573 -0.896 

32 319 206 76 27 18 Basic 0.449 -0.836 

33 433 132 27 35 19 Basic 0.254 -0.901 

34 267 265 52 41 21 Basic 0.507 -0.851 

35 168 332 71 33 42 

one 

dimensional 

0.667 -0.828 

36 162 79 278 85 42 Attractive 0.591 -0.399 

37 174 101 81 58 232 reverse 0.440 -0.664 

 

4.8 Deep Learning  

Two experiments were performed as deep learning: Multilayer Perception 

(MLP) and Convolutional Neural Network (CNN). Table 45 to Table 46 have the 

results of the multilayer perceptron model. It is noticeable that the maximum R-

squared value achieved with MLP is 0.549 for all attributes, which is exceptionally 

low compared to the machine learning prediction techniques with XGB regressor that 

achieve 0.933. Table 46 shows the results of the convolutional neural network (CNN). 

The maximum R-squared value is only 0.489, which is also exceptionally low 

compared to the XGB regressor results. So, this proves that Deep Learning is not 

suitable for this kind of problem for many reasons. First, the amount of data is small. 
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Also, it is quite a simple task that requires simple feature engineering and does not 

require processing unstructured data. Therefore, classical machine learning may be a 

better choice. 

          Table 45: Multilayer Perceptron Results 

Features 
Train 

MAE 

Test 

MAE 

Train 

RMSE 

Test 

RMSE 

Train 

R2 

Test 

R2 

All 0.436 0.517 0.587 0.685 0.685 0.549 

Kano 0.598 0.623 0.810 0.839 0.399 0.336 

Chi-Square 0.603 0.622 0.791 0.818 0.428 0.367 

Mutual Information 0.641 0.662 0.861 0.889 0.321 0.258 

Lasso 0.617 0.625 0.803 0.814 0.412 0.374 

ANOVA 0.613 0.627 0.803 0.831 0.410 0.345 

Pearson 0.620 0.629 0.807 0.819 0.404 0.365 

Chi-square common 0.642 0.646 0.867 0.873 0.314 0.278 

Mutual Information 

common 
0.672 0.678 0.914 0.919 0.237 0.205 

Lasso common 0.639 0.644 0.858 0.866 0.327 0.292 

ANOVA common 0.642 0.646 0.867 0.873 0.314 0.278 

Pearson common 0.644 0.648 0.869 0.876 0.310 0.273 
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Table 46: CNN Results 

Features 
Train 

MAE 

Test 

MAE 

Train 

RMSE 

Test 

RMSE 

Train 

R2 

Test 

R2 

All 0.098 0.112 0.130 0.145 0.615 0.489 

Kano 0.141 0.141 0.181 0.183 0.253 0.211 

Chi_Square 0.138 0.140 0.176 0.180 0.293 0.234 

Mutual_Inf

ormation 
0.140 0.143 0.177 0.180 0.287 0.233 

Lasso 0.129 0.131 0.166 0.169 0.374 0.331 

ANOVA 0.140 0.141 0.180 0.181 0.263 0.224 

Pearson 0.129 0.132 0.164 0.169 0.387 0.325 

 

4.9 Experimental Key Findings  

As shown in Figure 37, the cross-validation method at 10 with AdaBoost 

regressor at depth 15 achieved the highest results with R-square 0.933. 

Figure 44 compares all prediction features with extracted features based on 

feature-selection methods. At cross-validation 10, the XGB regressor at depth 15 with 

Chi-Square and Lasso feature-selection method through 9 features achieved the closest 

prediction (0.899) to all features prediction (0.933) using 37 features. Furthermore, the 

performance of the Kano’s model with cross-validation 10 using AdaBoost with depth 

15 achieved a value equal to 0.735. 

Also, Figure 37 compares all prediction features with extracted features based 

on common features between higher features of the Kano’s model and feature-

selection methods. At cross-validation 10, the XGB Regressor with ANOVA and Chi-

Square feature-selection method through 4 features achieved the highest prediction 
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(0.561) in comparison with other feature-selection methods. It was not close to all 

features prediction value (0.933) using 37 features.  

Also, Figure 37 compares all prediction features with extracted features based 

on union features between higher features of the Kano’s model and feature-selection 

methods. At cross-validation 10, the AdaBoost regressor at depth 10 and XGB 

regressor depth=10 with the Chi-Square’s feature-selection method through 16 

features achieved the highest prediction (0.92) in comparison with other feature-

selection methods. It was so close to all features prediction value (0.933) using 37 

features. Besides, Although the performance of predicting using union features 

achieved good results, it was not the desired achievement because of the used large 

number of features. 

 

Figure 37: Comparison Between All Features, Selected Features, Kano, Common 

and Union Features in Terms R2 Based for Satisfaction Dataset 

 

Based on the Table 39, we found that Q2 is the most common attributes 

between the 8 clusters. Consequently, we considered them important, and it is added 

to kano model 9 features. Then these 10 features are used to predict the R-square value. 
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As shown in the Figure 35, there was a high increase in the value of R-square. In 

contrast, when we added other non-common attributes there was no increase in the R-

value. Based on Table 39, R-square for Kano was 73%. After the integration with data, 

mining Q2 was added with Kano as the most common attributes among 8 clusters, 

high increase to the value of R-square and reached 86% which is very close to R-value 

for all attributes which is 93%. 
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Chapter 5: Conclusion  

The main objective of the experiment is the construction of an effective model 

that can determine student satisfaction at the UAEU university based on 37 services, 

(i.e., Dormitory, hygiene on the campus, Health services, etc.) provided by the 

university. Integrating the Kano model with data mining techniques could improve the 

selection of relevant features that drive customer satisfaction. Different kinds of 

regression techniques were equipped in the experiment for the purpose of determining 

the student satisfaction.  

At cross validation, the comparison clearly shows that the best model with all 

attributes is AdaBoost Regression model with depth 15 has R-Square value, RMSE, 

MAE, and Pearson Correlation Coefficient of 0.93333, 0.19468, 0.0553 and 0.96565 

respectively. From this research, it is clear that for common the maximum R-Square 

value, RMSE, MAE, and Pearson Correlation Coefficient are 0.561, 0.679, 0.397and 

0.756 respectively with XGB Regressor with depth 15 using ANOVA or Chi-Square 

as a features selection method.  

According to the results of the integration between the Kano model and the 

Chi-Square feature selection method (as well as Kano model with ANOVA feature 

selection method), it was found that food dining hall services, the possibility of 

communicating with the administration, response to complaints and teaching quality 

are considered the most important features related to satisfaction. Moreover, the 

teaching quality feature has been selected through all the selection methods applied, 

ANOVA, Chi-Square, Lasso, Pearson, Mutual information, which means that it is the 

most important feature to consider.  
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It is important to note that the above four features achieved closer results 

compared to the result gotten when all the attributes for prediction were utilized. This 

can be considered a very small number of features when compared to the full model 

with 37 attributes. This reveals that the ANOVA and Chi-Square technique are 

effective in identifying the aspects of the services that are found to be effectively 

contributing to the satisfaction of the students. 

The clustering approach is highly promising. Using the most common features 

between the 8 clusters created by k-mean method using the Kano dataset. After that, 

the best features of each cluster are extracted from the same students in the satisfaction 

dataset. It is found that Dormitory (Q2) features are the most frequent feature among 

all clusters when using lasso feature selection method. By integrating Q2 feature to 

Kano Model 9 features, high increase in the performance of R value. Before the 

integration, Kano R value was 73% but, after the integration the results achieved 86% 

which is almost the same as R-value for all attributes.  

Also, according to the kano dataset clustering results, we can notice that all 

features located under one dimensional and Attractive categories have the highest SSI 

number which supports our research assumption that those features are most related to 

customer satisfaction if they are present. 

In the union experiment, features from the Kano’s model and feature-selection 

methods were taken into consideration. The union result from both methods was used 

to make a prediction using various prediction techniques. The result of the prediction 

accuracy metric was higher than that of the common experiment. The Chi-Square’s 

feature-selection techniques reached the best accuracy when integrated with the 

Kano’s model in the union experiment. The AdaBoost Regression and XGB Regressor 

Depth =10 with Chi-Square through 16 features achieved 0.92 R-square value which 
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is closer result to all features prediction 0. 933 using 37 features.  Moreover, this 

method resulted in small values for RMSE and MAE.  

The flaw in this experiment is a large number of features. The main purpose of 

this research is to minimize the number of features for business companies        

improvers. The union experiment highlights the difference between the large and small 

number of features. It also clarifies the usefulness of the common approach, which 

achieves acceptable performance as compared to the small number of features also the 

integration of Kano and the most frequent clusters achieve same result of all attributes 

with only 10 features.  

We have several limitations which are discussed below. First, there are only 

four common features, which is a small number compared to the total of 37 features 

used, which were chosen as common features between the kano model and the data 

mining model. These 4 features’ prediction performance is not as good as the 

performance of all features. But to make the survey easy for the respondents, we 

expected to have as few features as possible. Therefore, a trade-off exists here between 

business and data mining. If we want superior data mining accuracy, we need to have 

more features. However, businesses tend to prefer fewer features so they can 

concentrate on improving customer pleasure. Second, although deep learning was 

applied, the results were highly disappointing when compared to traditional machine 

learning. Also, this kind of research requires datasets that are suitable for customer 

satisfaction analysis for both approaches: Kano Model and data mining techniques. 

However, since there is no dataset available from earlier research to satisfy both 

approaches simultaneously, the intention is to conduct two types of surveys to satisfy 

both approaches. The drawback of such an approach is that participants may be 

unwilling to complete the lengthy questioners, resulting in low data collection rates.  
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Also, this kind of survey is challenging to understand by students. It needs a face-to-

face meeting with the students, which was exceedingly difficult because of Covid 19. 

Based on the results, the administration team of the institution will be able to 

effectively make use of the connections to determine the contentment of the students 

in relation to any changes that are to be made to the characteristics of the institution. 

There are 646 records that are attributed to small data, and this is one of the very few 

disadvantages of the experiment. Moreover, the outcomes could be only effective for 

the institutions that are present within the country. 

The key to organizational success relies on the firm’s ability to deliver a 

positive customer experience to retain customers and expand market share. Thus, 

marketers are encouraged to monitor service delivery and evaluate customer 

satisfaction levels based on clients reports. Client’s feedback based on customer 

satisfaction level facilitates improving service quality or maintaining the standards of 

items produced. As documented in several kinds of literature reviewed in this paper, 

such efforts significantly impact the overall firm’s performance and customers        

loyalty. An institution must significantly invest in software and infrastructure to 

analyze customer satisfaction levels.  

Future work can be directed towards the process of integrating the Kano Model 

with several other kinds of techniques that can be utilized to improve the process of 

identifying the attributes. The process of integrating the Kano Model into other 

methodologies, e.g., data mining and Quality Function Deployment (QFD) which 

cover the entire development cycle of a product or a process (Hashim & Dawal, 2012). 

Facilitates comprehensively overcoming each model’s limitations, this research study 

associates the Kano model with evaluating customer satisfaction and contributes 

significantly to the marketing research theory. Consequently, the results of this study 
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can play a vital role in streamlining business decision-making in addition to facilitating 

further scientific research. 
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Appendix 

List of questions   

 

1. Gender  

2. Dormitory  

3. residence services and cleaning in the 

housing  

4. Cleaning and hygiene in the campus  

5. Modern equipment and decoration in the 

classrooms: (projection machine, data 

machine, etc.)  

6. Uncrowded classroom  

7. Food dining hall services 

8. The possibilities of doing lessons in the 

laboratories 

9. Shopping services in school buildings 

10. Student unions and clubs 

11. Health services 

12. The possibility of good communication with 

the teaching staff 

13. The possibility of communicating with the 

administration 

14. Transportation facilities on campus 

15. How close the bus stations form classrooms? 

16. How close the car parking? 

17. Scholarships given by the university body 

18. Shopping center on campus 

19. Sports and entertainment facilities 

20. organizations of festivals, concerts and 

celebrations 

21. Advising unit and Tools 

22. The Internship Experience 

23. Information Technology Services 

24. Online Registration Process 

25. The Information in the E-services (Grades, 

Schedules, Payment Reports, etc.)" 

26. Organizing socio-cultural activities 

27. Teaching quality  

28. curve grading system  

29. Organizing some courses with certificate 

30. The availability of internet in the campus 

31. The library’s having got a rich data base 

32. The range of Academic Majors 

33. The security system on campus 

34. University Policies and Regulations 

35. Response to Complaints 

36. Do you like to use scooter inside the 

university?  

37. Online courses 

38. Overall satisfaction about the study at UAEU 

 جنس .1

   السكن الجامعي  .2

 خدمات الإقامة والنظافة في السكن    .3

 التنظيف والنظافة في الحرم الجامعي   .4

التجهيزات الحديثة والديكور في   .5

الفصول الدراسية: )آلة العرض ، آلة  

 البيانات ، وما إلى ذلك( الفصول  

 الدراسية غير المكتظة    .6

 خدمات قاعة الطعام    .7

 إمكانيات عمل الدروس في المختبرات  .8

 خدمات التسوق في المباني المدرسية .9

 اتحادات ونوادي الطلاب  .10

 خدمات طبية   .11

التواصل الجيد مع أعضاء هيئة إمكانية  .12

 التدريس

 إمكانية التواصل مع الإدارة  .13

 مرافق النقل في الحرم الجامعي  .14

قرب محطات توقف الباصات من   .15

 الفصول الدراسية

 قرب مواقف سيارات   .16

ا لمنح الدراسية المقدمة من الهيئة  .17

 الجامعية 

 مركز تسوق في الحرم الجامعي  .18

 المرافق الرياضية والترفيهية  .19

انات والحفلات والاحتفالات  المهرج .20

 المنظمة 

 وحدة الارشاد وأدواتها  .21

 تجربة التدريب  .22

 خدمات تكنولوجيا المعلومات  .23

 عملية التسجيل عبر الإنترنت .24

المعلومات في الخدمات الإلكترونية   .25

)الدرجات ، الجداول ، تقارير الدفع ،  

 إلخ( " 

 تنظيم الأنشطة الاجتماعية والثقافية .26

 جودة التدريس  .27

 قييم بالمنحنى للدرجات  نظام الت  .28

توفر خدمات الإنترنت في الحرم   .29

 الجامعي 

 تنظيم بعض الدورات مع الشهادة  .30

 المكتبة لديها قاعدة بيانات غنية .31

 مجموعة التخصصات الأكاديمية  .32

 نظام الأمن في الحرم الجامعي  .33

 سياسات ولوائح الجامعة  .34

 الرد على الشكاوى  .35

سكوتر( في  ) دراجة  هل تحب قيادة .36

 الجامعه 

 الدراسة عبر الانترنت   .37

 الرضاء العام عن الدراسة في الجامعة   .38
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