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In the human brain, the hippocampus is an internal structure which plays an essential role in 

the formation of memory, before those are migrated within the general cortex for longer term 
storage. 
As visible from an MRI, the hippocampus and the gray-matter cortical ribbon remain relatively 

constant during the mid-life, even though at the population level, a slight trend decline in size 
can be revealed by statistical analysis. However, in late aging, the hippocampus may atrophy at 
accelerating, measureable pace. This pace increases with some forms of dementia. It is therefore 
desirable to accurately quantify the size of the gray matter structures, both for research into the 
causal factors separating a healthy aging from a dementia outcome, but also for early detection 
of potential health risk at the level of an individual. 
In this dissertation, I will describe some specific techniques that I recently implemented to 

quantify structures in MRI images of the brain, in the context of large cohorts. The analyses will 
focus specifically on two points, reflecting two published articles: the efficient segmentation of 
the hippocampal formation, and the parcellation of the wider brain cortex into multiple regions 
of interest. For this, I will rely on the Convolutional Neural Networks (ConvNets), recent 
machine-learning methods particularly adapted for image processing. Beyond the necessary 
accuracy and consistency property, I will show that ConvNets have the useful advantages of 
robustness, an important concern when analysing large datasets, and of fault-tolerance, 
necessary to train them from imperfect data. Further, I will discuss how Neural Networks allow 
for transfer-learning, which in my case, refers to the ability to leverage information from one 
context and apply it into another context. After a first chapter introducing, from my point of view, 
some relevant general concepts, I will detail, sometimes technically, the two models of 
hippocampal segmentation and cortical parcellation, based on annotating my published 
manuscripts. Finally, a brief fourth chapter will conclude.






