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Abstract— Stereo matching is a significant subject in the 

stereo vision algorithm. Traditional taxonomy composition 

consists of several issues in the stereo correspondences process 

such as radiometric distortion, discontinuity, and low 

accuracy at the low texture regions. This new taxonomy 

improves the local method of stereo matching algorithm based 

on the dynamic cost computation for disparity map 

measurement. This method utilised modified dynamic cost 

computation in the matching cost stage. A modified Census 

Transform with dynamic histogram is used to provide the cost 

volume. An adaptive bilateral filtering is applied to retain the 

image depth and edge information in the cost aggregation 

stage. A Winner Takes All (WTA) optimisation is applied in 

the disparity selection and a left-right check with an adaptive 

bilateral median filtering are employed for final refinement. 

Based on the dataset of standard Middlebury, the taxonomy 

has better accuracy and outperformed several other state-of-

the-art algorithms. 

Keywords—Stereo matching, disparity map, dynamic cost, 

census transform, local method 

I. INTRODUCTION 

Stereo matching is one of the most promising subjects in 

machine vision studied by many researchers. The stereo 

vision system application was increasing and applied in 

several applications such as image processing in medical, 

virtual reality, autonomous navigation and many more [1]. 

The disparity estimation accuracy evaluation is quite 

crucial since small inaccuracies lead to no little impact on 

the result of the 3D application. Thus, it has been a targeted 

subject by many researchers [2]. The disparity accuracy 

assessment of the stereo matching algorithm can be 

compared with other state-of-the-art algorithms using the 

online evaluation platform such as Middlebury Dataset [3].  

 

 

 

Most of the algorithms established are based on the 

traditional taxonomy of Schartein and Szeliski, comprised 

of four stages; 1. Matching cost computation, 2. 

Aggregation of cost, 3. Disparity selection, and 4. Final 

disparity refinement [4]. The taxonomy used an essential 

cost function of matching to measure the stereo images’ 

corresponding points from two or multiple perspectives [5]. 

This taxonomy aims to acquire a disparity map; thus, it can 

be translated into depth assessment for depth-based 

processing and communications. The disparity estimation 

accuracy evaluation is quite crucial since small 

inaccuracies lead to no little impact on the result of the 3D 

application. The disparity measurement accuracy will be 

the quantitative assessment and can be compared with other 

algorithms [3]. 

It is difficult to acquire accurate correspondences due to 

several factors, especially from low texture regions, 

radiometric differences from environment illumination 

variations, and blurry boundaries displayed due to poor 

segmentation methods. Several factors contributed to these 

problems, such as specular reflection and non-Lambertian 

surfaces [6]. The stereo camera light sensor also produced 

illumination differences, resulting in dissimilar intensity 

levels corresponding to the same point in 3D space. 

Besides that, the irregularity of the image captured from the 

stereo camera also caused radiometric differences. The 

properties from inconsistent multiple stereo cameras like 

Gaussian noise, salt and pepper noise, gain setting, 

vignetting, etc., are the main factors for radiometric 

differences. 

An improved taxonomy of the local stereo matching 

algorithm approach is developed to increase the disparity 

map accuracy based on modified dynamic cost 

computation.  
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This work used a modified Census Transform (CT) with 

a dynamic histogram to provide the cost computation in the 

matching cost stage, while in the aggregated cost stage, it 

utilised a fixed-window strategy with bilateral filtering that 

efficiently retains image depth information and edge in the 

image. In the disparity selection and refinement stage, a 

Winner-Takes-All (WTA) selection and a consistency 

check of left and right with adaptive bilateral median 

filtering are employed. The rest of this article is organised 

as follows. Section 2 explained the illumination constraints. 

The methodology of the taxonomy is shown in section 3. 

Section 4 will explain the experiment result and the 

discussion, while the conclusion is summarised in                   

section 5. 

II. RELATED WORKS 

Most of the recent algorithms have been developed 

widely by several researchers based on the taxonomy 

consists of four stages, as shown in Figure 1. The input will 

be a stereo image pair and he output of this taxonomy will 

be the smooth, dense, or sparse disparity map [4]. Each 

block in the taxonomy is the area of focus by many 

researchers, consisting of one or several algorithms to 

process the image to enhance the overall performance of 

disparity accuracy level or time execution. 

Computation of matching cost. The earliest fundamental 

in the stereo matching algorithm design is the matching 

cost, which obtains the value of disparity map. [7] proposed 

essential matching cost absolute difference (AD) cost 

initialization for real-time high-quality system. The 

advanced AD formula sum of absolute differences (SAD) 

used by [8] to calculate for each pixel based on the 

disparity under consideration while zero-mean SSD 

(ZSSD) used by [9] which eliminates each patch of average 

intensity and used for the comparison between mean 

intensity  of independent and each pixels..  

Another familiar matching cost computation formula 

used is Normalized Cross Correlation (NCC) technique for 

generating matching costs.  

It is a similarity measure because it has a robust 

invariant property for global bias and gains changes [10]. 

[11] adopted a an improvement of Census transform 

consists of local texture metric used to calculate the initial 

cost. [12] proposed a different and new taxonomy called 

PatchMatch-based using superpixel cut and utilized the 3D 

labels of an image as matching cost computation 

accurately. More advanced algorithms utilized CNN-based 

matching cost function as segment of binary abilities in the 

energy function’s smoothness term employed by [13]. 

Cost Aggregation. Traditional  approach for this stage is 

to apply a squared shape fixed-sized window due to its easy 

low computational complexity and implementation [14]. 

Also, the fixed-size windows performance is varying 

according to the different sizes of images or other datasets 

are used. [15] adopted a cost aggregation using cross-scale 

technique by incorporating weighted least square with 

intrascale of smoothness constraint. A coarse-to-fine multi-

window algorithm can be implemented by forming multiple 

smaller windows deals with slanted surfaces and 

discontinuities [16]. Various approaches have been applied, 

such as shiftable window and support window [17]–[19]. 

Still, the support window's rectangular constrained shape 

having the difficulty at the near the depth discontinuity 

regions to measure disparity values of the pixels [20].  

A better solution is to implement adaptive support 

weight (ASW) by adjusting each point's cost weight, such 

as similarity and proximity between adjacent pixels and 

target points in a fixed size window [21]. [22] proposed a 

filter-Based Guidance Image as cost aggregation to 

decrease the complexity for computational and make it 

resilient by using the popular filter such as edge-aware 

filters; guided filter and bilateral filter. [1]  produced an 

improvement in disparity accuracy for large area of 

textureless regions by implementing an Adaptive Guided 

Filter (AGF) over the support region. [23] introduced an 

improvement algorithm of stereo matching using Adaptive 

Weighted Bilateral Filter (AWBF) as the primary filter for 

the aggregation process.  
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Figure 1: Traditional stereo matching taxonomy by Scharstein and Szeliski 

A combination of minimum spanning tree based on 

support region and joining object flow in cost aggregation 

is adopted by [24]–[27] rather than using fixed-sized 

windows. An enhanced MST called 3DMST-CM was 

proposed by [28] handling a cases based on ambiguity of 

image pixel to achieve a high level accuracy in disparity 

map. Another variant of enhanced cost aggregation is the 

simplified independent component correlation algorithm 

(SICA) to solve mismatching at boundaries, non-texture 

regions and tiny details in the map [29]. Also, an attention 

of cost aggregation applied to the encoder-decoder network 

taxonomy in deep learning recently applied by [30] 

comprises loss of calculations and multiple outputs, which 

efficiently increases the accuracy of matching however it 

contributed to increase of training time and memory loss. 

Additionally, an ASW also been proposed as cost 

aggregation which, [31] combined ASW with CNN to end 

network as cost aggregation to get more support for thin 

structures.  

Disparity Optimization. The fundamental disparity 

optimization is utilizing the Winner Takes All (WTA) 

strategy. The final disparity value of that particular pixel 

point is selected from the disparity range with the minimum 

cost value after cost aggregation. [32] adopted cross-based 

window voting in WTA called Range-WTA to estimate the 

disparity to fill white holes that represent non-consecutive 

disparities with the same minimum cost.  

In contrast, global optimization commonly produces 

higher accuracy of disparity maps compare local methods 

at computational cost disadvantage. [33]–[36] introduced a 

global approach on of WTA optimization with dynamic 

programming and [15] Least Square optimization to find 

the final disparity value.  

This global approach produces less errors caused by 

textureless, occlusion, and discontinuity regions. 

Disparity Refinement. Post-processing in the stereo 

matching taxonomy is called disparity refinement to 

remove any outliers, uncertainties, and noise from the map 

for disparity to achieve a greater level of accuracy. These 

noises only can be detected by performing a left-right 

consistency checking, bi-modality, match goodness jumps, 

and occlusion constraint [27]. Additionally, [32] proposed 

the technique using cross voting of image-based, and a 

median filter is applied to perfect the depth estimation cost 

using the triple image approach to identify textureless 

regions and false matches. [37]–[39] introduced a coarse-

to-fine (CTF) in the image segmentation with image 

labelling addition to histogram to correct the occlusion and 

error pixels. Besides that, various approaches have been 

proposed in the disparity refinement, such as the 

probabilistic approach, Order-Based and segment-tree 

structure [40].  

III. METHOD 

Fundamentally, the proposed stereo matching algorithm 

has been developed is illustrated in Figure 2. This 

taxonomy utilises the disparity estimation of modified 

matching cost with dynamic histogram and census 

signature in the matching cost computation to produce a 2D 

depth map compared with a traditional taxonomy by [41]. 

To accomplish the objective of this work, some processes 

will be conducted. The proposed work methodology 

consists of five main necessary stages, pre-processing, 

matching cost, aggregation of cost, disparity optimisation 

and final disparity refinement. 
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Figure 2: The taxonomy blocks of the developed algorithm 

This taxonomy of stereo images is pre-processed with 

the 1D Gaussian filter size 1 x 3 to smooth the original 

images as in Eq. 1: 

  ( )     
   

                               (1) 

where x is the relative coordinate to the center of kernel 

and   is the filter standard deviation. The algorithm 

generates sub-histogram partition, the gray level allocation 

for dividing each sub-histogram and employing 

equalisation [42] in the matching cost computation. The 

partitions of the sub-histogram are based on local minima 

parameters. Again, a 1D Gaussian filter size 1 x 3 is 

utilised on the main histogram to eliminate unnecessary 

minima. Afterwards, it creates partitions of sub-histogram 

based on the points that fall between two local minima, 

which by default the non-zero histogram of first and last 

are measured as minima [43]. The partitions will shun 

domination by some part of the histogram to others. Each 

sub-histogram is allocated with a specific range of gray 

level values that spanned an output image’s histogram. The 

gray level allocation is determined based on the gray level 

span ratio in each occupied sub-histogram. This will avoid 

over or under enhancement to the stereo image because 

equalisation works separately on each sub-histogram, as in 

Eq. 2. 

 (   )  ∑         
   
    (∑         

   

 ∑         )   ∑
  

 

 
   

   
                    (2) 

where the Y (x, y) the output dynamic histogram. The 

range presents the dynamic range for the histogram while 

   is the quantity of pixels with the intensities of k, and M 

is the total of pixels.  

The approach avoids both gray levels of dissimilar sub-

histograms mapped to the identical value of gray level in 

the image output mainly due to the sequential, non-

overlapping and specific grey level ranges. So, there is no 

loss of important information in image details [44]. CT is a 

non-parametric local transform formula with a local 

intensity relationship between center pixel and near pixels 

inside a matching window [45]. The matching window is 

defined as (2u + 1) x (2v + 1), so the equation can be 

presented as Eq. 3 and Eq. 4 from the Y (x, y) for both 

reference and target image: 

 (   )   
 
 

     

 
 

    
 ( ( (   ))  ( (       )))  (3) 

 (     )  {
            

            
                        (4) 

where the intensity from the gray level of the histogram 

for the pixel in Y (x, y) represents by I(Y(x,y)) while the 

  designates a bitwise catenation, the   is the relationship 

function and can be well-defined where q1 is the centre 

pixel while q2 is the closest neighbour pixel. Then, the 

Hamming Distance is calculated using the Hamming 

Function to determine the differences between both 

transform vectors that expressed as: 

  (   )      (  (   )   (     ))            (5) 

where d is the disparity and Tl, Tr represents the left and 

right transform image vectors. A pixel’s correspondence 

can be computed by measuring the cost for entire 

candidates in a window between the target image and 

reference image.  
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The target image provides the best cost of the window 

compared with the corresponding reference image. A fixed 

window applied using the box filter method [46]. The size 

of the window is established to (2z + 1) x (2z + 1) so that 

the value of cost aggregation can be determined using: 

  (     )   
 

    
∑   (       ) 

                  (6) 

       
 (     )   

 

    
∑   (       ) 

              (7) 

where the cost matrix is T
r
 works to store the 

intermediate outcomes. It assumes the stereo pair images 

are well rectified, showing the corresponding epipolar lines 

are on the same height and horizontal. The cost value will 

be aggregated with the bilateral smoothing filter as in Eq. 

8:  

  (   )  ∑        
 (     )      | ( )   

         (8) 

where dz indicates the disparity range and wp represents 

the size of the matching window, including z x z radius at a 

centred of p pixel. This work determines the disparity 

selection after cost aggregation to minimise each pixel of 

aggregated corresponding value utilising the WTA 

approach to obtain the precise disparity map. The WTA 

approach for local methods can improve the computational 

cost as applied by [47]. Based on their works, the disparity 

maps output during this stage still producing errors in the 

textureless and occluded regions. The expression of WTA 

is delivered by Eq. 9: 

              
   (   )                     (9) 

where the minimum cost of d from cost aggregation is 

selected, the cost aggregation signifies the range of 

allowable disparity values. The final stage of this work 

comprises the post-processing step defined as final 

disparity refinement. This approach is worked from the 

reference disparity map of the image, which corresponds to 

the right disparity map’s target image. Thus, utilising the 

similar strategy employed by [48], the location of point p 

for disparity validation map is expressed by Eq. 10: 

  ( )  {
     |   ( )      (      ( ))|       

           
  

(10) 

 

 

 

where dRL and dLR signify reference and target of the 

disparity maps. The map comprises the disparity location of 

valid (i.e., 0=inlier) and invalid (i.e., 1=outlier). In this 

work, the  LR is fixed to zero that have a similar setting 

with [49]. The aim is to produce the minimum error in the 

final map. Unnecessary noises can be removed using the 

Adaptive Bilateral Median Filter (ABMF) of B(p;q). The 

ABMF was employed as in [40] as in Eq. 8. Their work 

attained a great accuracy level on the removal of noise. 

Corresponding to Eq. 8 and Eq. 10, the value of weighted 

B(p, q) is adjusted to a summation of the histogram (p, dz) 

that contributes to Eq. 11: 

 (    )  ∑  (   )      | ( )   
               (11) 

where dz indicates disparity range and wp represents the 

size of matching window, including the z x z radius at the 

centred of p pixel. The median of h(p, dz) valued finalised 

the disparity value d′ given by Eq. 12: 

      * | (    )+                          (12)      

The algorithm’s quantitative and qualitative performance 

analysis will be employed using the Middlebury Vision 

Benchmark Dataset by computing the bad pixel error as in 

Eq. 13. Middlebury dataset was established by [4], that 

comprises 15 training set images. The level assessment of 

accuracy for each image depends on two parameters (i.e., 

bad pixels and average errors among all pixels in non-

occluded areas (nonocc) and all pixels detected as valid 

pixels (all). The lower percentage for the stereo matching 

algorithm will be the better disparity map accuracy, 

allowing the algorithm’s accuracy to be assessed 

objectively [50]. 

   
 

 
∑ (|  (   )    (   )|    )(   )       (13) 

where δd (eval bad thresh) is a disparity error tolerance, 

for this work, we used δd = 1.0. N is the total of pixels. 

IV. EXPERIMENTAL RESULT 

All experiments for this work are accomplished using 

the Window 10 platform on desktop PC with Intel Xeon 

2.6GHz processor with 64GB memory. The Middlebury 

dataset was standard from natural surroundings of indoor 

and outdoor from the stereo camera system.  
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Therefore, it contains very complicated images and 

interesting for taxonomy evaluation. The algorithm 

executed all the 15 stereo pair images in about 398.1 

seconds with an average of about 26.54 seconds per image 

using the Matlab environment. The taxonomy consists of 

the matching cost computation algorithm utilising dynamic 

cost volume to improve the radiometric differences and 

discontinuity and disparity accuracy. Figure 3 shows the 

results of comparison disparity map matching on the 

Middlebury images ‘Adirondack’, ‘Playtable’ and ‘Teddy’ 

with the original reference images from the training dataset.  

 

 

 

 

 

 

 

 

 

 

Reference Image Ground Truth Disparity Map 

   

(a) Adirondack 

   

(b) Playtable 

   

(c) Teddy 

Figure 3. Reference image versus the disparity map (a) Adirondack 

(b) PlayTable (c) Teddy 

 

Figure 4. Disparity map comparison for Middlebury dataset ‘Motorcycle’,’ Playtable’ and ‘Vintage’ images (a) Reference image (b) Ground-truth (c) 

ISM (d) ADSR_GIF (e) R-NCC (f) Proposed taxonomy 
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It indicates that the taxonomy performance around the 

uniform and border surface is worked well, as marked in 

the red circle. The disparity map also shows minimum 

streak artefacts, which usually occur in the local method 

stereo vision system. Though the disparity map for the 

developed taxonomy is not entirely smoothed at the low 

texture regions, the area of illumination variations and 

discontinuities pro-duce better matching detection. The 

taxonomy performed poorly at low texture regions and 

occlusion areas as an around yellow circle. It can be shown 

in the figure as a streak at the cup in the Adirondack image 

and Playtable floor. The background pattern for 

Adirondack and Teddy images also disappears due to the 

taxonomy smoothed small object that is recognised as a 

uniform surface. The difference between uniform region to 

each other also very smoothed as expected that contribute 

the disparity map for the object is fatter. The fatter effect 

can be avoided by introducing sub-pixel interpolation 

techniques.  

Figure 4 shows the comparison disparity map matching 

result on the Middlebury images ‘Motorcycle’, ‘Playtable’ 

and ‘Vintage’ between several established methods such as 

Gradient Matching with Iterative Guided Filter (ISM) [51], 

Adaptive Support Weight with Guided Filter (ADSR_GIF 

[52] and Modified NCC (R-NCC) [53]. The object scenes 

located at the depth are designated step by step, increasing 

the disparity values based on the final value from closer to 

farther according to colours assignment.  

Although the disparity map for the developed taxonomy 

is not entirely smoothed than ISM and ADSR_GIF, the 

uniform and border surface area produce better matching 

detection. The low texture that contributes mismatching 

process caused by the plain colour and textureless surface 

regions and sometimes also produced a constant luminance 

in large areas is marked in the red box compared with other 

methods shown in Figure 4. The taxonomy performed 

poorly at low texture regions and occlusion areas, as shown 

around the yellow box marking. Consequently, it is more 

difficult and very tricky to develop the algorithm in larger 

low texture regions due to pixel intensities' likeness to each 

other. By visually evaluating the developed algorithm’s 

disparity map, the taxonomy able to improve the edge-

preserving properties in the disparity map and robust 

against the illumination variation and discontinuities areas. 

The disparity maps result has proved that the algorithm 

taxonomy increases the accuracy of the disparity map with 

other stereo vision algorithms. 

 

Table 1 and Table 2 reports the Middlebury quantitative 

evaluation of the developed taxonomy for bad pixel errors 

and average errors assessed compared with several other 

state-of-the-art methods. The accomplishment of the 

proposed taxonomy from the experiment has been 

measured and compared with other local methods in the 

Middlebury Dataset. The outcomes show the taxonomy is 

among the lowest average errors that signify the proposed 

accuracy accomplishment competitiveness. All the 

compared algorithm except the proposed algorithm 

developed without the pre-processing stage and dynamic 

histogram matching cost. It indicates that the developed 

taxonomy is placed at the top of the comparison table, 

producing 41.0% and 33.0% of all and nonocc errors—the 

second method contributed by ADSR_GIF and trailed by 

ISM, and R-NCC. The developed taxonomy decreases in 

all errors with 5% ~ 10% and nonocc errors with 3% ~ 5%, 

respectively, compared to the other methods.   

Table 1  

Comparison Of The Results Of The Proposed Taxonomy With Other 

Published Taxonomys Using The Middlebury Training Database For 

Bad Pixel Error 2.0% Performance 

Method 

ISM ADSR_GIF R-NCC Proposed 

Non 

% 

All 

% 

Non 

% 

All 

% 

Non 

% 

All 

% 

Non 

% 

All 

% 

Adiron 37.3 40.0 43.6 40.0 26.2 54.3 29.7 35.2 

ArtL 28.8 37.1 18.6 31.1 14.8 35.3 22.8 38.5 

Jadepl 45.5 54.4 36.7 49.1 30.2 61.9 38.2 52.0 

Motor 32.1 36.3 24.6 39.3 30.9 25.7 27.4 34.9 

MotorE 34.3 38.5 58.6 45.1 72.9 30.2 26.1 33.8 

Piano 44.7 48.1 22.8 42.3 41.6 46.2 35.6 40.5 

PianoL 53.1 56.1 56.3 62.2 77.7 61.2 47.6 51.5 

Pipes 34.2 43.1 49.7 35.1 64.1 46.7 26.7 38.7 

Playrm 44.6 50.9 18.7 48.1 27.4 67.4 43.3 50.9 

Playt 59.8 62.3 56.0 55.6 59.1 45.0 52.0 56.9 

PlaytP 44.5 48.5 48.5 42.1 71.9 36.8 34.1 40.9 

Recyc 38.1 40.5 32.2 39.1 50.9 47.6 30.7 35.7 

Shelvs 51.8 53.0 24.5 55.2 33.9 53.4 57.1 59.7 

Teddy 22.0 27.3 36.3 17.9 78.2 24.7 15.5 24.3 

Vintge 55.0 57.7 79.1 61.8 80.8 81.5 52.4 56.2 

Avg 39.5 44.3 37.1 41.8 48.4 45.1 33.0 41.0 
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It shows that the established technique is produced 

average results in the Table 2, producing 20.1% and 10.6% 

of all and nonocc errors for bad pixel errors. While the 

performance in average error is very good, all and nonocc 

errors difference with 5 ~ 10%% respectively compared to 

the ISM (9.65%, 6.45%), ADSR_GIF (19.8%, 11.3%) and 

R-NCC (22.9%, 19.8%). The taxonomy also shows a 

promising result of bad pixel error for images containing 

illumination variations and radiometric differences such as 

‘Recycle’, ‘Teddy’ and ‘Vintage’. 

Table 2  

Comparison Of The Results Of The Proposed Taxonomy With Other 

Published Taxonomys Using The Middlebury Training Database For 

Average Error Performance 

Method 

ISM ADSR_GIF R-NCC Proposed 

Non 

% 

All 

% 

Non 

% 

All 

% 

Non 

% 

All 

% 

Non 

% 

All 

% 

Adiron 3.63 4.64 4.84 6.40 20.5 21.2 5.49 10.4 

ArtL 4.89 7.56 4.62 9.00 10.0 12.5 7.17 23.8 

Jadepl 13.2 30.5 16.1 26.1 67.2 91.0 26.1 53.3 

Motor 3.37 6.0 4.58 8.11 9.59 11.5 4.37 12.1 

MotorE 3.35 6.01 7.22 11.4 10.6 12.7 4.12 11.8 

Piano 5.22 6.20 5.20 6.15 9.12 9.59 9.53 13.8 

PianoL 11.5 12.3 34.4 34.0 15.8 15.8 22.6 26.0 

Pipes 6.31 11.7 7.53 14.9 21.8 27.9 8.47 21.9 

Playrm 4.93 7.44 5.05 10.5 29.0 30.0 10.7 26.0 

Playt 25.3 26.8 13.0 16.7 18.0 17.5 22.9 29.1 

PlaytP 5.73 8.74 5.67 10.0 13.1 13.0 7.31 14.4 

Recyc 3.45 3.96 3.37 4.20 22.3 22.2 5.1 9.28 

Shelvs 8.40 8.71 9.49 9.97 11.5 11.7 17 19.7 

Teddy 2.53 3.38 2.15 3.35 4.13 4.81 4.04 13.2 

Vintge 7.83 8.81 9.64 10.9 44.3 45.1 27.6 33.7 

Avg 6.45 9.65 7.81 11.3 19.8 22.9 10.6 20.1 

 

 

The pre-processing stage with the matching costs in the 

proposed taxonomy is robust against the illumination 

variations, recognizing the regions with different intensity 

and brightness. The modified dynamic cost of matching 

cost computation presents a fine contour of disparity levels 

with the lowest noise displayed on the image. Additionally, 

the bilateral and median filter adoption also increased the 

efficiency and preserved the edges of an object. 

V. CONCLUSION 

An improved stereo matching taxonomy is formulated in 

this paper to improve disparity map accuracy, especially for 

radiometric differences and occlusion issues. The 

taxonomy achieved an impressive level of disparity 

accuracy with acceptable execution time. The algorithm 

comprises pre-processing using a Gaussian filter and a 

modified dynamic histogram with a census signature of 

matching cost with adaptive bilateral filter as cost 

aggregation, WTA for disparity selection and finalised 

using left-right consistency check with combination 

bilateral and median filter as the disparity refinement. The 

accurate disparity map obtained and competitive in the 

experiment compared with several other stereo matching 

algorithms in the Middlebury Evaluation Dataset. In the 

future, we will adopt a local texture histogram taxonomy to 

analyse the texture histogram, which improves the low 

texture region effectively. 
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