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Abstract

We propose a novel dual processing model of linguistic nisaition, specifically formulaic ex-
pressions (from relatively fixed idioms, all the way throughlooser collocational phenomena).
This model is formalised using the Dynamic Syntax (DS) fdram@ount of language processing,
whereby we make a specific extension to the core DS lexichitanture to capture the dynamics of
linguistic routinisation. This extension is inspired bynkaevithin cognitive science more broadly.
DS has a range of attractive modelling features, such asneiémentality, as well as recent ac-
counts of using resources of the core grammar for modellir@gnge of dialogue phenomena, all of
which we deploy in our account. This leads to not only a fuligremental model of formulaic lan-
guage, but further, this straightforwardly extends to iriséd dialogue phenomena. We consider
this approach to be a proof of concept of how interdisciplirvaork within cognitive science holds
out the promise of meeting challenges faced by modellersatdglie and discourse.
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1. Orientation

In this paper we propose a unified approach to the relation between lindunstidedge and linguis-
tic experience, specifically, we present a new approach to modelling ltigostinisation which,
among other things, offers a way of capturing within the same frameworksthefiboth formulaic
and non-formulaic language in dialogue. As we discuss below, thes@mpleea have numerous
distinct properties, yet they also share features directly relevanviforal modelling (see Nunberg
et al. (1994)). Focusing on actual language use, we formally modeéthtive incrementality of
both formulaic and non-formulaic language.

Our theoretical framework is inspired by work on dual process modealegriitive phenomena,
in particular interaction within dialogue (Barr and Keysar (2006) providwair a recent overview).
Specifically, we model the interaction between rule-based and memorg-pasmssing of natural
language, formally implementing this within Dynamic Syntax (DS, Kempson et ab1j2@ann
et al. (2005)). While DS has typically focused on rule-based proagssim seek to extend this by
arguing that actual patterns of linguistic phenomena, as found for examghi@ogue, emerge out
of the interaction between these distinct processes. For us, procémsimgaic language is more
likely to involve retrieval of items stored as wholes than computed online (debailg ¢his below),
compared to the rule-driven processing underlying non-formulaic eEggu

For this formalisation of dual processing, we extend the lexical archieofudS, so that lexical
entries incorporate both the usual DS lexical actions, but also includeithetsemantic structures
which result from employing such lexical actions. This sets up two competimgepses for up-
dating the representation being constructed for a speaker’s utteeasiogyer one based on lexical
actions, and a faster one based on stored semantic structure (sed @&t@ for details). Im-
portantly, in making this extension, we are concerned with retaining attrgmtyeerties of the DS
account. In particular, we aim to preserve the dynamics of the model, regdirip incremental
processing within the context of interaction. We are able to effectivelguaddor the dynamics of
routinised dialogue phenomena via modifications to the DS model at the lexiedblene. This
might be viewed as one in a line of recent proposals for lexicalist modellidgtiigue phenomena
(e.g. Kecskes (2008)).
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INCREMENTALITY AND ROUTINES IN DIALOGUE

2. Motivations

Our approach is distinct from previous dual process models of dialogtiext we focus on core
grammatical resources to model interaction, in line with previous Dynamic Sywaak (Purver
et al. (2006), Gargett et al. (2009)), aiming to investigate the extent tdwaigdogue can be mod-
elled using mechanisms specified by the gramhignis mechanistic approach to modelling formu-
laic language, omulti-word expressiondMWES), makes a break with the orthodoxy of property-list
approaches which define MWES via a list of linguistic properties, sucklagvwe compositional-
ity, idiosyncrasy of meaning, selectivity for discontinuous formulaic esgians, etc (e.g. Nunberg
et al. (1994)). We avoid modelling directly in terms of properties, followingréesoning in Raw-
son (2004), regarding drawbacks of this. Instead, Rawson stsggeshanistic models (specifically
those of Logan (1988) and Anderson (1992)), which we find fit résataly well to our adopted ap-
proach to incremental processing.

For our purposes, linguistic routinisation involves long-term storing ange®f context, with
context taken to be the previous words plus their mode of construal (dietdils made precise).
Interlocutors may routinise the grammatical or semantic aspects of wordsasgshwithin a single
turn or across multiple turns. Such routinisation is highly sensitive to spegitarfes of the context
of an interaction, such features typically triggering the routine. A noteniefithe time periods
relevant for the emergence of routines is somewhat problematic (givdozhi@ess of notions of
language, language use and context); here we will define short-teisa es reuse of words and
their construal immediately following the initial use, medium term as reuse later intdraction,
and long-term as reuse on some subsequent occasion of interaction.

2.1 Dynamicsof incrementality

Milward (1994) proposes that incrementality involves:

() as much information being extracted as soon as possible

(i) carried out in small steps approximately as each word is encountered

In a way that we will make more precise below, we can think of incrementalessing of an
incoming string of words as a kind stepping througtihe string of items while constructing the
unfolding representation. Then the processing of formulaic languagbecaeen askipping over
chunks of items rather than stepping through every possible individual @emsider how a hearer
might process the information provided by an utterance of:

(1) ‘Bob left’

Natural language utterances, like all kinds of natural phenomenalduinfdime, such temporal
dimension of processing being a featuredghamical system@\Vard (2002)). Such systems are
inherently incremental, with input updating one state to the next. First, thereocarof the name
‘Bob’:

(2) sTATELl 5% staTE2

1. To a first approximation, and for ease of exposition, grammaticaharésms are here simply taken to be the rules
and representations of an adopted formal grammar model, in this Géanalogous to the second representational
level in Marr (1982), that of the algorithms and data structures of sonneal model).
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is the initial term in the unfolding utterance, and also licenses the hearer ¢ztexp upcoming
predicate, among other terms, in the construal of that utterance. Funbbearer could even try to
make a guess as to which Bob is being referred to (assuming a place-4maldel of names). Such
considerations suggest this kind of processing is goal-driven.

Presuming an intuitive, evidence-driven model of communicatimterlocutors are presumed
to operate in a goal-driven way, guided by expectations about whatri;jagaup (determined via
current evidence from the ongoing interaction). The expectation oédigate is satisfied by the
occurrence of ‘left’, triggering a transition to the next state:

(3) STATE2 ‘fl sraTE3

However, note that prior to the actual occurrence of this item, and the yartinformation it
imparts (e.g. that no other items are required for a saturated propositigyn)f a number of other
ways of completing the utterance are possible (e.g. a transitive predicdtesiikes). Another
possibility is that of completing the utterance with the idiomatic ‘kicked himself’, @ssed as a
chunk:

kicked himsel f
—

(4) STATE2 STATE3

Further, we might also wonder whether alternatives such as ‘kickaelifetkicked’ (non-idiomatic),
etc, are available, and at what point (see discussion of implementatios lsslogv).

Dynamical modelling involves observing changes to some phenomenon oveattidiscrete
time-steps (Ward (2002)), whereby complex systems can be modelled ajastsois” of successive
stages in the system’s progress, these being idealised as successg/efdtze system, plus transi-
tions between these states (Milward (1994)). As a dynamic procesingaan be characterised in
terms of observed states and transitions between such states. Some gsesamgh suggests such
transitions are madeagerlyrather than delayed (e.g. until more information is available), with
problems arising if a chosen search path turns out to be wrong with tespgacoming linguistic
information (e.g. the so-called garden-pathing of expressions like “Bgehraced past the barn
fell’) (Sturt and Lombardo (2005)).

So in this more abstract view of incrementality as stepping through stages ievbl®pment
of an output process of some system, key implementation issues include (@ckeCf2010)):
() the degree of eagerness, (ii) whether parallel or serial parsiategies are employed, (iii)
whether/not the process is monotonic. This suggests classifying incrédmpptaaches depending
on whether/not they exhibit such features. To this end, we aim for a drafieount of formulaic
and non-formulaic language with a parallel flavour (see Section (2.3)\vdelodetails of how we
go about this).

2.2 Empirical details
2.2.1 IDIOMS IN DIALOGUE

Let's start with some clearly context-dependent set of phenomena poblidthe following ellip-
tical dialogue fragments ((a) — (e)):

2. Which is to say, interlocutors communicate by cycling through stagessépting evidence of the information they
wish to impart (in the case of speakers), and evidence of the infornthiéggrhave accepted (in the case of hearers).
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INCREMENTALITY AND ROUTINES IN DIALOGUE

A: Have you seen Mary?
(a) B: Mary?
(5) (b) B: No, I haven't.
(c) B: She’soutlthink.
(d) B: Ihave, Bill.
(e) B: No, nor Bob.

The interpretation of such fragments requires at least linguistic cont&xtj(#stion), as well as
non-linguistic context. Indeed, context either directly provides linguistidezmxce for completion,
or else this is more indirect. The examples in (5) above are all examples thlearentext provides
direct linguistic input for processing the fragments, for example, Asimgigutterance forming the
context for B’s utterance in (a), providing predicate and subject imné&bion.

A complication arises with a more indirect mode of construal occurring inafleec“sloppy”
ellipsis. Consider the following examplés:

John took his clients to the cleaners, and so did Bill
(6) “Bill took John’s clients to the cleaners” (strict)
“Bill took Bill's clients to the cleaners” (sloppy)

Soin (6), we have a strict interpretation in which some content is taken difemtiycontext, but in
addition, a sloppy reading, via reusing some aspect of meaning fromxt¢thte referent resolving
the anaphoric reference of ‘his’) but nevertheless with distinct cofiten

Now, placing the idiom in example (6) within an elliptical context illustrates how idiames
compositional and sensitive to items they combine with (see Nunberg et a)§199

(7) John took his clients to the cleaners, but never his shirts

In example (7), substituting an inanimate for an animate nominal (i.e. ‘shirt&lfents’) removes
the cues which trigger the idiom, resulting in a switch to non-formulaic proogssaspitehe very
same representatiobeing reused for the second clause (see the analysis of ellipsis in Cahn et
(2007)).

Example (7) demonstrates one kind of incrementality of formulaic languaddyeae is another
in the context of dialogue:

A: Bob took his clients to...
(8) B: the cleaners.
A: Actually, | was going to say to his uncle’s restaurant.

Splitting idioms across dialogue turns suggests their processing is as intaéagenon-formulaic
language. Note, this involves not only the processing of strings, buttasconstruction of repre-
sentations.This perhaps would not come as a surprise to those accoisfifavtihe last decade
have been arguing for the compositionality of formulaic language (e.g. &grei al. (1994)).

3. The meaning of ‘take NP to the cleaners’ being “To take a significaatify of NP’s money or valuables, through
gambling, unfavorable investing, fraud, litigation, etc.’ (http://en.wiktigrang/wiki/taketo_the cleaners).

4. These two readings are given a formally unitary account throughshef abstraction and higher order unification
by Dalrymple et al. (Dalrymple et al. (1991)), but the DS account gsep by Purver et al. (2006) is that in which the
actions used in building up interpretation are themselves stored in contéxhahe sloppy forms of interpretation,
re-used to yield distinct denotational content.
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2.2.2 PRE-FABS IN MAZE DESCRIPTIONS

A key focus here is the emergence within dialogue of looser forms of roetingguage, such as
pre-fab (i.e. conventionalised collocation, see Bybee (2006), morédsdet&ection (2.3) below).
Pickering and Garrod (2005) present an influential model of linguistitinisation, based in large
part on patterns discovered in maze task experiments. Now, a robesvatisn about these exper-
iments is that participants tend to produce a restricted number of so-dakediption typesfrom
more concrete (e.digural “the sticking out bit at the bottom’line “at the end of bottom row”) to
more abstract (e.gpnath“two across, one up’inatrix“2,9") ways of describing/conceptualising the
maze.

However, whether these categorisations in fact capture distinct, indepeppesof language
is not entirely clear, given the complexity of the various constraints untiehathe linguistic sys-
tem operates during dialogdeFor example, figurative language might be employed in conditions
of greater uncertainty (as proposed in Bavelas (2009)). Considantteiems of minimal effort vs.
maximal effect: a more concrete yet elaborate description (e.g. “the létaitad bit on the right top
corner”) could be harder to produce yet more likely understood by snejevhereas a more trun-
cated and specialised form (e.g. “two across, one up”) will be easieptupe but understanding
it may require task-relevant experience.

An experimental task that naturally leads to routinisation is the maze locatioriptEsttask
reported in Healey (1997). Here interlocutors communicate with each ottoedén to identify a
set of twenty maze locations. Given the repetitive nature of this task, oweotlrse of interaction,
they tend to routinise these descriptions in predictable ways. Considetltweifig example of one
such maze location description:

() A: ummm, it's the top right hand corner two down,

(i)  B: two down right so [it’s the]

(i)  A: [soit’s] kind of three down really but it's only two down,
9) (v) B: okay

(v) A: ifthereisn’tone inthe top left hand corner,

(viy B: right,

(vii) A: right?

Here the meaning of ‘down’ is negotiated quite explicitly, with respect to theipeontext,
namely the shape of the particular maze A is describing to B. This kind of dialogutinisa-
tion involves linguistically encoding some aspect of non-linguistic contexthwtiie interlocutors
have made mutually salient through their interaction (using specific linguisteiress useful for
picking out bits of the world). Importantly, routinisation adds to this the possilthiay future sim-
ilar interaction will reflect/reuse aspects of this particular interaction. Yegstdeen observed that
this trend is not unidirectional, and can in fact reverse, especially wttdshgms arise (e.g. Healey
(2008)).

For example, in subsequent interaction, ‘some nundlogri is more likely to refer to a point
from the top of the actual maze than, say, the putative top of the smallesethaantire maze fits
into. Interestingly, A and B might employ ‘down’ in this way in subsequent axtgons with other
interlocutors, and some times this may work, particularly if they are doing thiastgabackground

5. At the very least, there is likely interaction between linguistic and concepyatems, involving not only preferred
ways of talking in interaction, but also preferred ways of conceptualisiages.
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community-wide set of interactions. However, if in egocentric fashion theyngly presume the
same routine should work with any subsequent interlocutbey may well run into difficulty that
causes such routines to be ineffective. We are here interested in tsigoquaf what might they
do next. One answer is that they will typically switch to other, more computatipatiler than
memory-based) kinds of linguistic processing, which we discuss elseWdgy. Gargett (2010)).

2.3 Simulating routinisation

Let's bring out some issues more distinctly by considering the life-cycle ofgiistic routine,
adapting the mechanistic approaches in Logan (1988), Anderson)(F&&son (2004). Imagine
a (perhaps unusual) adult speaker of English encountering the fofjdairthe first time:

(10) Bob pulled some strings at work.

Given the capacity to construct a representation of this string, complete witftadble construal

(e.g. determining that Bob does not physically handle string for a living), reileated exposure
to this phrase our adult speaker can store this representation whiclarshater re-use. For this
speaker, ‘pull strings’ has become a pre-fab (i.e. conventionalidémtation, see Bybee (2006))
with the sense of (broadly) “manipulate”. In line with our dual processigective, we further
assume that updating proceeds via either the immediate use of lexical acticos$tructing rep-

resentations from scratch, or else the reuse of stored representatipntted from previous use of
lexical actions. Following Logan, such interaction between competing optemée modelled as
a race between them to effect update.

At the beginning of the cycle of routinisation, rules may be favoured in sacks due to their
generality (cf. Logan (1988), Rawson (2004)). But over time, riclutexts accumulate for the
output representations (via the surrounding words, etc) and within vghaztessing takes place, so
that specialisation of these representations to specific contexts in whigdsgiogypically occurs,
leads to their being favoured over ruleg.he intermediate term is marked by a period of shifting
between one kind of processing and another, and over-specialishiemantic structures can lead
to these failing to respond in hovel contexts. Importamitynputational processing is still available
when such failure occurs, and may in fact reappear in such éases.

However, what about the longer term? It is here that rules make a ess@gin the form of
routines, or complexes of actions. Idioms are a good example of this, alody@arlier accounts
have looked at the relative compositionality of these (e.g. Nunberg et9%l4))L An implication
of Logan’s model seldom taken up is that computational processing aetgally abandons the
race, and might even somehow gain a competitive edge (even after soiné pedominance
by memory-based processing)We would suggest that various ways of effecting computational
efficiency, such as production compilation (see Taatgen et al. (2008]d provide computational

6. Or even if it is more mechanistic than this, say, triggered by cues withiane

7. We are of course talking about a probabilistic phenomenon, andbalgtistic version of the DS parser is currently
underway.

8. Our approach to coordinating the two processes in this way, albeitaétigjrattempts to extend the model in Logan
(1988) for linguistic purposes, and is in line with suggestions in the linguistioatitee (e.g. Wray (2002) on
holophrastic processing operating in tandem with more analytical piage$Rawson and Middleton (2009) on
novelty and automaticity in text comprehension).

9. Recently, Rawson and Middleton (2009) has discussed Logan’sytiresimilar terms (interestingly, by way of
proposing an account of the response of automatic processing tthyove
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processing with the necessary boost to eventually win out over memegghaocessing, thus
linking linguistic routinisation with models of automaticity in cognitive psychologyodeiction
compilation essentially involves linking together otherwise sequential, segaratactions (each
with their own triggering conditions and output effects) into a complex unit wiimgle triggering
condition and combined output effedfs.

2.4 Previous accounts

There is extensive work on routinisation (the process leading to the formatioutines) through-
out the cognitive sciences. Common to many such theories is the idea thaesoatise from
practice, becoming points of stability in the face of contextual exigenciegatjyppexpressed as a
list of various properties, such as their being: (i) rigid in form, (ii) someawhacated, (iii) rela-
tively non-compositional, (iv) yet highly specialised to the context (Rudl.¢2005), Chernova and
Arkin (2007)). Suclrepetition effectsre familiar enough from everyday experience, and this list
only hints at the complexity involved with routinisation. Within cognitive psychgjagutinisation
surfaces chiefly in models of automaticity (e.g. Logan (1988), Ander$882), Bargh (1992)),
ranging from the more common property listing accounts, to the recently ergergiohanistic ap-
proaches (recently critiqued in Rawson (2004)). Within linguistics, rowiitia surfaces chiefly
in the vast literature on formulaic language (e.g. Bolinger (1976), Jacie(1997), Erman and
Warren (2000), Sag et al. (2002)), much of which employs propeftindi®f one sort or another as
a key component of their modelling strategy.

Despite detailed accounts of routinisation phenomena within dialogue (e.ge{aipO6), Ai-
jmer (1996)), these also involve extensive listing of properties, with little foemed computational
work in this area. Pickering and Garrod (2005) present an explicitbiestaodel of linguistic rou-
tinisation!! However, their account lacks the formal details we require, despite tingiestions
for adapting ideas from Jackendoff (2003), the latter being a formeopthperty-list approach to
routinisation, which we are trying to avoid.

Rawson (2004) presents a non-property-listing alternative, dembngttiae usefulness of mech-
anistic approaches to linguistic modelling (see also Logan (1997)), corgpteénrule-based ac-
count of Anderson (1992) to memory-based models of automaticity, sutiaisf Logan (1988),
in a series of reading experiments. While the results were complex, with mdrasegd processing
clearly driving the bulk of speed-up effects associated with practiceh@othere were typically
reduced reading times for the same texts, but elevated times for novel sidgjid find evidence
for some involvement of rule-based processing, particularly in regptinsovel items. In our ac-
count, rather than devising our own models and possibly re-inventingadaevieels, we look to
such models from psychology to provide the basis for our account ofifitiguoutinisation.

To capture earlier observations in Section (2.2) regarding the relatirenmentality of linguistic
routines, as well as proposals for how such routines might emerge in 5€218), we suggest that
the dynamics of routinisation stems from the race between memory-basedevbased processes.
Thus, the shift from the mid-term where memory-based processing hotfls ® the longer-term

10. Schematically, compiling two productions triggereddiynpITION1 andCcoONDITION2, and which lead to effects
UPDATEL anduPDATEZ2, respectively, may lead to a rule with compound effects, but which doerequirecONDI-
TIONZ2 as a trigger, something like:

IF[conDI TI ON1] THEN|[UPDATEL A UPDATEZ2]

11. Within Dynamic Syntax, Bouzouita (2008) proposes a way of forrmbigelling aspects of their account.
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where rule-based processing, via production compilation, becomes mopettive, is externally
verified by proposals from specific cognitive psychology accouiefly Anderson (1992), Logan
(1988), Rawson (2004)). In this way, we formulate a novel accolititeoemergence of formulaic
language, in terms of the dynamics of the linguistic system, by extending thesrainef Dynamic
Syntax (DS, e.g. Kempson et al. (2001), Cann et al. (2005)), ediyexsathis has been applied to
dialogue (e.g. Purver et al. (2006)). We show how this yields not onlgvaexplanation of the
continuum from the context specialisation of pre-fabs to selectivity ofodigcuous idioms, but
further, we can employ the DS model of language processing as applieldgue phenomena, to
potentially model all manner of formulaic dialogue phenomena.
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3. Formal modelling

3.1 Formal details of the model

Informally, the Dynamic Syntax (DS, Kempson et al. (2001), Cann et 8DKp account of how
contextual information can be incorporataslit ariseswith linguistic information during dialogue,
has three main characteristics: fully incremental processing, modellingeupdacycles of the
enrichment of underspecified representations, plus parity of parsoshgraduction (formal details
for each below).

DS provides a fully incremental parsing model, with update modelled as tramsshitwveen
succeeding parse states, essentially, enrichment of partial tree stric®arsing is then the se-
guence of pairings of natural language strings of tesmith the logical formuler representing the
semantic structure of those terms:

(11) {<S(Z)7 Ri> > <5(Z + 1)? Ri+1> ye }

Thus, R; results from parsing(i). More generally, these successive parse states are modelled as
triples

(12) (PT,Fs, Fy)

of (partial) tree structure®T’, function F; mapping partial tree structures to items of the formal
language, and functiof, mapping actions (from sets of actions), for transition between trees to
pairs of partial trees.

Structured logical formulae representing (predicate-argument) caremapped to decorated
(binary) finite partial trees Thus, parsing the string ‘Bob left’ results in the unreduced lambda
term((AzLeft(x)), Bob), represented by the following decorated finite partial tree which includes
the decorations for the topmo4ty(¢t) mother node (both formul&'o and typing informatiori’y
included)*?

[oFo(Left' (Bobt')), Ty(t)[oFo(Bob"), Ty(e)][1 Fo(AxLeft'(x)), Ty(e > t)]]

Dominance relations between nodes specify tree structure, from molatgoaent-daughtef<)
andfunction-daughtef<) relations between immediate neighbour nodes, to more global relations
holding over collections of nested sub-trees (neighbours of neighlmfunodes). Another cru-
cial component of the framework is a so-calledik mechanism for constructing pairs of trees,
effectively conjoining the information contained in trees so linked (more betdw

Transitions from onePT to the next (in the sequence of updates) are effected through three
main kinds of actions:

- Lexical actions, afinite set of incremental actions associated with every word in the lanrguag
the occurrence of this word effectively triggering this instruction set,

- Computational actions, a finite set of actions of a more general nature for building linguistic
structure, which are triggered independently of the occurrence oidhdil words, and finally

12. Following the bracketed format of Meyer-Viol (2001) signifyinggicate-argument tree structure, where outermost
[0...] is the top level, subsequefit..] enclose argument daughters within the tree, and[any enclose function
daughters.

13. Linking symbolised via afL ) modality.
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- Pragmatic actions, a finite set of actions which operate to connect contextual information
with the currenfPT under construction.

Each of these “macro”-level actions are actually composed of loweldewstructional actions for
creating new nodes, decorating nodes, substitution at nodes, or &l paovement? Regarding
this latter, thepointer device (symbolised byp) is central to modelling transitions, singling out the
specific node in the tree which is the current focus of update, pairing ¢hlis with the partial tree
currently under construction (Kempson et al. 2001, p. 27H)js pairing then being an element of
the set ofPointed Partial Trees (PPTSs).

An important feature of the eventual dialogue account (detailed belowgais while parsing
may begin in the simplest cases with the so-called axitifiy(¢), an initial state expressing the
requirement to simply build a propositional object, modelling sequences tfilmations by suc-
ceeding interlocutors in dialogue may potentially require starting from anyt pfong the partial
order of states (more below). Indeed, parsing could then start frantaxt provided by the previ-
ous speaker’s utterance (as we will see).

Summarising the presentation so far, the basic units of the framework (Kenepst. 2001,

p. 269) are decoratddPTs described using a language pairing elements from the sétlabels
or features, likel'y (“type”), Fo (“formula”) or T'n (“tree node”), with elements from the sbt
of formulae (“decorations”), like > t, AxLeft'(z) or 01, the latter effectively values for these
features (cf. attribute value matrices), but also including &8ébf metavariables (details of these
latter below)t®

The enrichment of underspecifi@PTsis crucial to the account of goal-directed information
growth for any dimension of tree structures and decorations (formuléyaednformation). Three
kinds of underspecification are involved, structural, formula, and ty@hgey the goal-directedness
of enrichment/update modelled explicitly in termsrefjuirementsso that for any labek’, adding
a requirement.X imposes a goal to establisti. All aspects of underspecification have an associ-
ated requirement for update, so that requirements may take the?#ogi), 7Ty (e), ?Ty(e > t),
)Ty(e > t), 13xFo(z), 73xTn(x), etc. Pronouns illustrate formula underspecification, for
example, the pronouhelicensing projection of a metavariableo(U y/qe/(1ry) Of T'y(e) with re-
quirement?3zFo(z) (the latter a requirement for a fully specified formula). Such metavariables
are replaced by auBSTITUTION process from a term available in context. Names too are modelled
as projecting a metavariable, so that the occurrence of “Bill” projects a amiéale annotated as
Fo(Upj;u)), with instruction to construct a LINK transition to a linked tree of topnddg)
decorated with the formula valugill’(U), characterising the predicabeing named Billthis con-
stituting a constraint on the logical constant to be assigned as a condttibaluse of that name in
the particular context. All such metavariable-based terms are then enviehtb@ pragmatic action
of Substitution, and which may itself be suitably constrained (e.g. see diseussPurver et al.
(2006)).

14. Such basic actions can combine into complex ones. Suppressimgfaonal details (for which see (Meyer-Viol
2001, p. 171), (Kempson et al. 2001, p. 308)), basic actions induods likemake putandgo, which are very low
level actions for constructing and decorating nodes, and moving betsidetrees under construction. Macros of
actions can be assembled from basic actions, chained together with tami2yirogic concatenation operator-or
example, the procedure for moving to a particular node to decorate it wiitle $act or requirement is specified as:
make(R); go(R); put(¢); go(R™1).

15. ThusTn <; T'n’ if T = T andn <; n’ (for somei belonging to the set of dominance relations presented above).

16. This is somewhat simplified, for details see Kempson et al. (2001).
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3.2 Parity, dialogue and bi-directional grammars

In DS, interactional dynamics during dialogue can be captured directlynrstefthe core resources
of the grammar, whereby the transition between speakers is modelled asnigamabetween
parsing states. DS models generation as driven by the same underlygegsirg mechanisms as
parsing, in common with many bi-directional grammars (e.g. Shieber (198@)egby ensuring
that generation is as incremental and goal-directed as parsing. In [28rer fbuilds a succession
of partial parse trees representing components of the speaker'shader8peaking is modelled
in the same way, with the addition ofgoal treerepresenting what the speaker wishes to'day.
Thus, a hearer can switch to speaking immediately and work from the samseafation for both.
Further, parsing and generation can start from any pdiriofn being only one possibility), so
that interlocutors may in fact work off the immediately preceding context, erfeten some store
of structures, both strategies being crucial for modelling routinisation in gligo We can then
model the switching back-and-forth between parsing and generationutyarfcremental way,
this providing a mechanism for the emergenceafity during dialogue® Such tight coupling of
goal-directed parsing and generation captures how interlocutors canmeto-adjustments in and
through the interaction itself, thus directly modelling how the emergent dialogsleajsed on the
fly through such fine-grained interaction between interlocutors.

More formally, Purver et al. (2006) define a parse statas the triple(7, W, A), with T" a
(possibly partial) tredl} the associated sequence of words, dritle associated sequence of lexical
and computational actions. At any point in the parsing process, the ¢téhfiexa particular partial
treeT in the setP can be taken to consist of the results of previous pafses (T;, W, 4;), .. .}.
Later we draw on this for our model of tripartite minimal exchanges, with théezboonsisting of
a parse stat@’ resulting from some utterance initiating the exchange, any partial treesigstab
in subsequent parsed fragments associated with some clarification aiertehaspects aof’, and
finally partial trees established for the response of the initiating speaker.

The generation model consists of incremental (word-by-word) paraimgdj lexicon search for
words which provide appropriate tree-update relativegoa tree(what it is the speaker wishes to
say), and through this process speakers produce the natural dgngjuag associated with the goal
tree (Purver et al. (2006)). A generator statés thus a paif7¢, X ) consisting of:

(i) agoal tre€l;, and

(i) asetX of pairs(S, P), S a candidate partial string? an associated parser stafe.

The context-dependence of generation comes to the fore where lex@rahscan include context
wherever possible, the effect being to reduce the production taskh 1®use of context drives
coordination between speakers via generation as well as parsing nidsaidyg of this process arising
indirectly out of the interaction. The following example demonstrates reussirfiple question-
answer:

17. Being a so-called tactical generation model only, the question of hsusthrrived at is put on hold for now.

18. Within cognitive science, parity involves sharing representatiorssa@rocesses within the same individual, such
as where representations for both speaking and hearing are builtthsisgme underlying mechanism (Pickering
and Garrod (2004)). Bi-directionality is then an important ingredient withénpresent account of how parity across
understanding and generation systems is achieved, and is centralnmdelling of dialogue phenomena based on
the DS grammar model.

19. As defined in Section (3.1) above.
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A:  Who left?
(13) B: Bill did.
From a DS perspective (e.g. Cann et al. (2007)), for their answe&es the context provided by
interpreting A's question (details below). Note that for A to understandgBisstion, A needs to
understand it against the context of their own initial utterance.

Moreover, the combined incremental, goal-directed framework enabtegsing linguistic
stringssub-propositionally, making the DS dialogue model radically different to established ap-
proaches to dialogue modelling (e.g. Traum (1994), Asher and Lassaf®D03)) which retain
commitment to rather coarse-grained units of analysis, typically proposffoidS models the
processing of fragments in contexts as steps toward the constructiorulbf prbpositional term,
so that grounding (the process whereby interlocutors arrive at muglirstanding of their utter-
ances) is driven sub-propositionally. There is ample evidence thatgddidhogue people quite
happily interact sub-propositionally, such%s:

TRAINS91, Dialogue 1.2, Lines 12.1t0 18.1

S: okay
: so we'll say
M: send
S: E2
: | guess
(14) : ... from Elmira
M: tshh
: yeah
S: and sendthem ...
M: to Corning

S: to Corning

Here, M and S switch turns, seemingly together constructing the evenagdgition. Of course,
each must understand the whole and where their own contribution fits,choneast separately
entertain some proposition commensurate with that expressed by the finahoé€or if not, then
they would know they were mistaken). For DS, such sub-propositioritsl are grammatical? and
interlocutors may be not only working toward constructing a propositiona (ee. the output of a
complete tree), they may also be engaged in more partial interpretive wogracessing material
at sub-propositional levels below this.

Our modelling strategy for dealing with the complex of dialogue phenomena isastréhis
in terms of a minimal exchange model, focusing directly onitfigative which dialogue agents
display in the following manner:

20. Although others have recently claimed to also be modelling sub-ptmpadly, e.g. Matheson et al. (2000), Poesio
and Rieser (2010).

21. Note that the format of the following dialogue from the TRAINS91 dialg corpus
(http://www.cs.rochester.edu/research/speech/trains.html) is simpfdie@xpository purposes. ... represents
an extended pause of noticeable duration.

22. Inthe sense that grammaticality is relative to context, if when combiredtable ways with some information from
context the result is a grammatical unit (for explicit definition of gramnadtisutside our scope here, see Cann et al.
(2007).
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(i) A context tree: the START STATE- this is the tree the initiator is starting their parse from

(ii) A goal tree: theFINAL STATE - the initiator will end up with a tree matching this, if grounding
is successful

(iii) A construction tree: anINTERMEDIATE STATE bridging (i) and (ii), and which replaces the
context tree after every update step

This covers a range of core dialogue phenomena we are interested in ngdwlleh as clarifica-
tions, reformulations, and corrections, and we have demonstrated (argetGet al. (2009)) that
our approach accounts for such core dialogue phenomena. Howesgealso important to point
out that we are not currently explicitly modelling the content of such exgbsinand we are not
claiming to have (as yet) a complete dialogue model in this sense.

Let's consider example (13) using a more schematic presentation of these ititer-related
kinds of trees. In Table (1), the context for step 1 is the following alrdadyed tree structure
resulting from B'’s parse of A's question, including both the subject ramtmrated witiV H, and
predicate node decorated wikle '

Ty(t), Fo(Left'(WH)),

(15)
Fo(WH), Fo(Leave')
Ty(e)  Tyle>1t)

In our example, the subject node is updated with information licensed byrecce of ‘Bob’,
this reflecting B’s analysis of A's question (plus relevant wider knowéetiat Bob is the correct
answer in this case). Next, occurrence of ‘did’ licenses update inrdaeoe with the following
lexical actions (see Purver et al. (2006) for detafs):

‘Do’ IF ?Ty(e > t)
THEN put(Fo(V)); put(Ty(e > t))
put(?3x.Fo(x))
ELSE ABORT

(16)

Having uttered ‘did’, the next update step 2 in Table (1) requires spegifhe metavariablé'o(U)
decorating the predicate node, by enabling reuse of the formula decptfagi’y (¢ > t) node of
the tree in (15).

The dynamics of the process stem from how construction trees iterateebne in turn context
trees for subsequent construction trees, with a progression of gotstrtrees recycled as context.
These cycles of contribution-response-contribution enable narrafifugus to a specific point in
the representation under construction, providing interlocutors the typpyrfor quite fine-grained
adjustments of understandifd.

23. For convenience, we are ignoring tense information.
24. So that such continual switching of speakers does not necessdidgte misunderstanding and breakdown of com-
munication.
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CONTEXTg: CONSTRUCTIONE! GOAL 5!
STEP 1
2Ty (1) Ty(t)
Fo(U),
Bilr Bill',  Tyle > 1),
“ Ty(e > 1),$ Ty(e) ?3x.Fo(x),
Ty(e) &
STEP 2
Ty(t)
Tyt) /\F( 0 Ty(t), Le ft/(Bill')
o )
Ty(e > t),
.,/\FO(U)’ Bill,  ?3x.Fo(x),
Bill', Ty(e > t), i p
Ty(e) "3z Fo() Ty(e) O Bill’, Fo(Left")
Y BN 1 Ty(e) — Tyle>1)
Fo(Left")
STEP 3
"Ty(t)
Ty(t), Left' (Bill"), &
/\Fo(U), y(t), Left'(Bill’)
Ty(e > t),
Bill’, ?3z.Fo(x),
Ty(e) O Bill’, Fo(Left
i) Ty(e) Ty(e >t
Fo(Left)

Table 1. Tripartite model of minimal exchanges: simple question and answée. that the predi-
cate informationF'o(Le ft’) substituted into the construction tree in Step 2, is provided by B’s own

representation of A's previous utterance of ‘Who left?’ (see discns#i@15) for details).
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4. From prefabsto idiomsin language use

This section attempts a formal demonstration of the approach to routinisatigestad in Sec-
tions (2.3) and (2.4), whereby pre-fabs emerge within focused dialogrrethe intermediate term,
with increasing efficiency of lexical actions over the longer term. Anotharcgoof contact with
our hybrid modelling approach in the literature are the results from the pbgghistic investi-
gation of idioms by Sprenger et al. (2006). Their model is hybrid betweemgl being unitary,
at a conceptual level, and compositional, at a lexemic level. Thus, the partiemma ‘bucket’
will be activated for both the literal and idiomatic meanings of ‘kicked the btickat the source
of activation of the lemma is different in each case. However, the formakhindsprenger et al.
(2006) focuses on linking distinct syntactic and semantic/conceptual Jevieéseas we focus on
the additional aspects of the dynamics of such links in contexts of interaction.

In what follows, we provide details of our extension to the core DS framewncorporating
hybrid rule-based and memory-based modelling, and formally detailing pduzgss model of the
emergence of formulaic language. We finish by drawing out the otherdtima&mued in this paper,
that of incremental context-dependence of formulaic language, deratingtthis in a dialogue
setting. Note that while the analyses in what follows involve constructed d&tare currently
extending our analyses to actual dialogue data (such as that reportedlgyHi1997), discussed in
Section (2.2.2) above).

4.1 Extending the core DS account

Our aim here is to extend the DS framework, by modelling lexical entries asneithin a network
of such entries, consisting of tuplés, T', A) of phonological informationv, semantic structur@
and lexical actiongl. These nodes are accessed primarily through recognising/prodecjungrees
of phonological stringsv;w;wy, . .., So that nodes may themselves consist in part of string sets
such as those for ‘kick’, ‘kick himself’, ‘kick herself’, ‘kick themselsk etc (more details on the
structure of lexical entries below). This leads to transitions between stateg éffected either
via lexical actions, triggering building of tree structure by basic actions¢ésd in Section (3.1)
above), or else by directly contributing (previously stored) structutbeatippropriate place in the
unfolding tree structure.

In what follows, we first consider the formal modelling issues which forinldaguage presents,
then suggest how fixed idiomatic forms may emerge from relatively less fiseedaps. Finally,
we will show how relevant lexical entries can be extended, before firgshis subsection with a
schematic presentation of our formal proposal for extending DS lexitgés to lexical nodes.

4.1.1 BASIC LEXICAL ENTRIES

As mentioned, nodes may consist of sets of phonological strings, togeitihesame associated
lexical actions, such as (in all following examples we ignore tense foresoamce >

25. Note the use of relational operators for various purposes, ingudaating the current node within the larger tree
structure, such agl:) T'y(e > t), which specifies that at the function daughter below the current nodeci®b
Ty(e > t), or even for pointing out a direction, as go((To)), which is to say, “go up the argument ('0’) branch
from here”.
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kick IF Ty(e > t)
THEN  make((1)), go((11)),
17) put(Fo(Axy. Kick' (zy)), Ty(e > (e > t)))
go({11)), make({lo)), go({}o)), put(?Ty(e))

ELSE ABORT

Xsdf IF Ty(e > t)
(18) THEN  put(Fo(Uapnapn) A Ty(e))
ELSE ABORT

Note that the operation of the reflexive also relies on a special locabwersthe pragmatic action
Substitution, which enriches the metavariable decorating the object node wiibrthula informa-
tion decorating the subject node (following the analysis in Cann et al. {005

Now, applying the lexical entries in (17) and (18) capture non-idiomatic mgamnly - but
consider the occurrence of idiomatic ‘Bob kicked himself’'(="Bob rephmat himself”). Recall
from Section (2.1) the following schematic sequence of transitions for thisatio expression,
repeating here the previous analysis that parsing this expression isgd&mping through one less
state than the non-idiomatic expression:

(19) Sl B_o)b 5,2 kickew}mself Sg

Upon completing a parse of this sequence we might arrive at the followiabsfiate (the formula-
tion of names here is simplified, but see Gargett (2010) for details):

Ty(t), Fo(Reproach’'(Bob')(Bob'))<{

A

Ty(e) Ty(e > 1)
(20) Byob’ Fo()\y.Repzoach’(BOb') (y))
/\
Ty(e) Ty(e > (e > 1))
Bov Fo(A\zy.Reproach/(x)(y))

We need to show how our model captures the entire sequence of updateg e (20) by pro-
viding lexical actions for the idiomatic expression. Rather than simply stipulatesgtdirectly,
the advantage of the dual process account we are taking is that wblar® anodel the process
underlying the emergence of these entries (specifically, the memory-pessessing of these in
terms of their access and retrieval).

4.1.2 THE EMERGENCE AND STORAGE OF SEMANTIC STRUCTURES

We propose that the sequence of the vgdh plus reflexivehimselfbecomes routinised over time,
with storage of the semantic structure outputted at the associated parsé&stadss, essentially
the tree in example (20). Over time, there will be an accumulation of many instahsech output,
for example, both of the following:
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{T'n(0), Fo(Reproach/(Mary')(Mary')), Ty(t)}

{(t0) Tn(0), Fo(Mary'), Ty(e)}

(21) {(11) Tn(0), Fo(Ax.Reproach’(Mary')(z)), Ty(e > t)}
{(ToT1) Tn(0), Fo(Mary), Ty(e)}
{(T111) Tn(0), Fo(Azy.Reproach’(y)(x)), Ty(e > (e > t))}

{T'n(0), Fo(Reproach’/(Bob')(Bob')), Ty(t)}

{(t0) Tn(0), Fo(Bob'), Ty(e)}

(22)  {{11) Tn(0), Fo(Ax.Reproach/(Bob')(x)), Ty(e > t)}
{(to11) Tn(0), Fo(Bob), Ty(e)}

{{t111) Tn(0), Fo(Azy.Reproach/(y)(x)), Ty(e > (e > 1))}

By virtue of being stored locally, these largely similar semantic structures magléted via a
process otree abstraction Here we adapt a proposal by Wilfried Meyer-Viol to formalise how
such abstraction might proceéiRecall that update via the transition function involves moving the
unfolding tree structure along the partial ordefrom less to more specified states. The basic idea
of abstraction involves movingackwardsalong <, effectively unwinding the complete tree to an
earlier point at whichever nodes the information of the source treesgjifigplacing any formulae

at these nodes with metavariables and requirements fBoaihus, the structures in examples (21)
and (22) can be abstracted as follows:

{Tn(0), ?Ty(t)}
{{T0) Tn(0), Fo(U), 73y Fo(y), 7Ty(e) }
(23)  {(11)Tn(0),?Ty(e > t)}
{{toT1) Tn(0), Fo(U), 73z Fo(x), 7Ty(e)}
{(1111) Tn(0), Fo(Azy.Reproach/(y)(x)), Ty(e > (e > t))}

The resulting abstracted tree in (23) is not an expected output of pamng utterance in English:
although the verb node is fixed and decorated with a fully specified forrthdasubject node is
fixed yet also decorated by an underspecified formula expre$5iG@uch abstraction essentially
pinpoints the similarities in these structures, and might be expected from sésitteing stored
locally within some network of such structures, as a memory-based effscti§sed further below).
The metavariables here represent kinds of abstractions over the tilagese the holder for. These
places were originally occupied by items which had some similarity with respeetctoaher, in
most general terms (employing featural definition of categories) this ind¢hanimacy], and more
specifically, it involved [+human].

Note that metavariables at both subject and object nodes in (23) are ageatid this captures
the identity of the formulae at these nodes resulting from occurrence akeflexive (see (18)
above). Yet, as it stands, our analysis is incomplete, since we need Ye desiructure which
can be employed incrementally at the appropriate point in the parse. Rexatthbmatic of this
sequence in (19): after the occurrence of ‘Bob’, the parse statdadi@ss:

26. Personal communication, Ms.
27. A node can of course be unfixed and decorated with underspaifiaula, as occurs in the case of left-dislocation,
see Kempson et al. (2001) for details.
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Ty(t)

(24)

%0(5,) Ty(e > t), <
Proceeding to the next update step via stored semantic structure reqtiiimst of a sub-tree with
topmost node of typ@T'y(e > t). However, the tree in example (23) contains a subject node, which
is superfluous since we require only information stored for the combirestiqate and object (i.e.

in DS terms, the sub-tree with topmost node of typge > ¢)). At this point, we do not have a
detailed theoretical account of how such superfluous information migtisearded® For now,

we simply prune structure above tfig(e > ¢) node, with the result as follows:

{{11) Tn(0), ?Ty(e > t)}
(25)  {(to11) Tn(0), Fo(Fo(Uanapn) N Ty(e))}
{(T111) Tn(0), Fo(Azy.Reproach’(y)(x)), Ty(e > (e > t))}

The final version in (25) models the structure that would provide updateegbartial tree in (24).
Note that this additional step extends the original abstraction operationduoyading the object
node with a reflexive anaphor (to which can be applied the special lecalon of Substitution
advocated by Cann et al. (2005) for reflexives), this being triggévethg the pruning process by
identical metavariables occurring on subject and object nodes of (23).

4.1.3 EXTENDING LEXICAL ENTRIES

Crucial to our proposed account of the dynamics of the emergencemfifaic language (as dis-
cussed in Section (2.3) above) is the competition between lexical actions@aghic structures to
update the tree currently under construction, in response to occasrehthe phonological string.
Thus, the occurrence of ‘kick himself’ sets in train a race between theepses underlying both
lexical actions and semantic structure, to produce the material which uptatesifolding tree
structure through the sequence of transitions represented above.iDEEnding on the outcome
of this race, it may be the abstracted semantic structure in (25) which upgbtatasfolding tree,
or it may be the lexical actions triggered by ‘kick’ followed by those triggeg ‘himself’. We
consider this account to be essentially a linguistic recasting of Logan’slrabdatomaticity (see
Section (2.4) for details).

We saw in Section (4.1.2) how semantic structures might emerge and provideisgrfor up-
dating the tree currently under construction. We propose that a semamtitistrsuitably optimised
(such as after undergoing the pruning process described in SectioR)jdwould win the race to
provide update. Indeed, the degree of specialisation of the semantitustrar the particular
context, leads to it taking over update of the parse state.

Now, keeping with our linguistically inspired extension of Logan’s model, thly avay that
the lexical action can become competitive again, and thus take over gracassesponse to the
occurrence of, say, idiomatic ‘kick himself’ or ‘kick herself’, is if som@hthere is a reduction in
processing time. An obvious mechanism for this is the use of procedurgilation in various
models of working memory (e.g. ACT-R, Taatgen et al. (2008), discusstter below).

28. For example, some way of restricting extraction to that informatian frontext which is “relevant” is likely needed,
although we do not currently have a way of operationalising such a nati@mleyance of information
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We propose then that lexical rules may undergo their own form of optimisatiamder to
become once again competitive in this process, in particular through asprotprocedural com-
pilation, whereby lexical actions are chained together to provide comptéx@sch actions. The
resulting complex lexical action for idiomatic ‘kick oneself’ is as follows:

kick

onesdf T Ty(e > t)
THEN make({]1)),go(({1)),
(26) put(Fo(Azxy.Reproach/(x)(y)), Ty(e > (e > t))),

go((T1)), make((lo)), go((lo)),
pUt(FO(UAnaph) A Ty(e))
ELSE ABORT

Note that the lexical entry in (26) for ‘kick oneself’ contains additionalqadures for decorating
the tree node with th@10 address (the object nod&)these additional procedures being deployed
by extending the formalism for lexical actions with theD structuring device for bundling together
procedures dealing with both ‘kick’ as well as ‘oneself’ into a more comjaeical action for ‘kick
oneself’.

4.1.4 NTERIM SUMMARY

In summary, the mechanism we are proposing for the emergence of lingastines is quite
indirect, driven by thecompetitionbetween semantic structure and lexical acti$h#t should be
emphasised that of course DS provides the possibility that either actiomaauses can be used as
possible updates for the unfolding tree structure, so of course we waliithave represented (23)
in terms of actions rather than structure. However, what we are seekiagsa way of using these
formal mechanisms to model processes underlying the patterns we see gudi@ocognitive
terms. To this end, these structures are employed to suggest a mematyaloasant for how
outputs of the parser may be stored and reused on subsequent psqasidhaps even over the
much longer term in the case of stable forms of formulaic language).

Further, we have shown that, despite idioms involving skipping over somésstether than
stepping through each and every possible individual state (recallsgiscuin Section (2.1)), the
process is still incremental, just that there are overall fewer actualticarssbetween states, this
being the effect of more the complex lexical actions for idicths.

4.1.5 ARCHITECTURE OF LEXICAL NODES

Now, while our model integrates rules and stored structures, both aetiedly computationat?
The final component in our dual process account is to fully implement vatra structures in

29. Reading the address from right to left, and thereby “back up” tlee myument daughte0) of function daughter
(1) of the root node().

30. Note how close we are to the account in Kecskes (2008) of the dgmarhlinguistic meaning arising from the
interplay between current knowledge and growing experience.

31. In fact, as pointed out by an astute reviewer, as this entry standsy gumggest that no concept of ‘kick’ is accessed
when invoking the entry in (26). This is not intended by our account, afthai this stage we are unable to directly
address this issue. As noted immediately below, we intend revisiting thesgterdssues, in particular in light of a
recent model proposed by Sprenger et al. (2006).

32. Via lexical procedures, on the one hand, and via tree abstractiche @ther.
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a properly memory-based fashion, in order to simulate competition betweeateupg either rule-
based computation or via retrieval of structure. In Gargett (2010) romase modelling this compe-
tition in terms of retrieval of semantic structures conditioned through the matiguta activation
weights, and also in terms of utilities assigned to productions that govern lese& tperate (e.g.
their speed$? These aspects of our model are currently being implemented, and detaésefite
not included here.

Our dual processing account of lexical architecture models lexicasad consisting not only
of strings and lexical actions for computing representations, but alsedstemantic structure. Fig-
ure (1) presents a schematic model of lexical nodes: each lexical eogdebundles of phonological
strings, lexical actions and semantic structures. These semantic strareiessentially the struc-
tures outputted from previous uses of the associated lexical actiongsging the information in
these nodes is essentially via phonological strings (noted above), gangin more compositional
(like ‘kick’), to more formulaic (like ‘kick himself’, ‘kick herself’, ‘kick thenselves’). By mak-
ing both rules and structures available via some string set, our proposalareftect the hybrid
compositional/formulaic nature of the lexicon (e.g. Sprenger et al. (2666))

SemStr

LEXICAL
NODE

LexActs

Figure 1. Representation of lexical nod&hon= phonological material,exActs= lexical actions,
SemSte stored semantic structures)

In summary, we have shown with our series of examples employing tree @lstrahat this
enables modelling the interaction between the processes that give rise taisetnactures as well
as the process whereby these structures may be stored and sullyegtiéeved. The result is a

33. Such weights degrade over time, thereby modelling recency effecthat both storing and retrieval of semantic
structures, say, boosts their activation levels, and analogously, fatitite levels of productions when successfully
firing.

34. Indeed, a crucial element of Sprenger et al.'s account is thtoreship between the lexical and conceptual levels,
which is beyond the scope of our proposal here. We are not hepesirg a full-fledged lexical architecture, and
our highly schematic model presented here does not detail the linksdrespecific phonological forms and specific
actions and/or semantic representations, required to model how uttkithchimself’ increases the likelihood of
use of the semantic representation for this specific string. Indeed, én trdievelop a more detailed account, we
will aim for a model along the lines of the proposal in Sprenger et al.gR0fut bringing this in line with our more
procedural approach.
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unified story of formulaic and non-formulaic languafjesxtending the DS lexicon to consist of a
network of nodes, each consisting of strings (as the locus of lexicaeégntwith their associated
lexical actions (core linguistic knowledge) and semantic structures (acctimguéa “linguistic”
experiences).

4.2 ldiomsin context

Finally, we demonstrate how our approach draws on aspects of the Dngramodel, to model
idioms in dialogue. Consider the following examples of the idiom ‘kick oneself’:

27) A: Bob kicked himself
B: and so did Jill?
By way of demonstrating how dialogue phenomena are modelled in DS via cmevgatical re-
sources, Table (2) displays an analysis of example (27). First, onxbemded model, given the
idiomatic reading of A's utterance, there are two possible routes to cotisgjucrepresentation of
As utterance: (i) use of the complex lexical actions for idiomatic reading'®uferance (as set
out in (26)), (ii) retrieval of long-term stored structure for the idiomatiediag (displayed in (25)).
In accordance with our dual process account, each of these ate aitgdrnatives which compete
against one another to provide update. Second, B’s response ing@@dpt mean that Jill kicked
Bob, so that if immediate context is reused here, this cannot consist ofithetstructure, com-
plete with its value for the metavariable, since this would wrongly allow the meaillngcked
Bob. However, depending on which was initially used, complex actions ersttged semantic
structure, this would be available for reuse in this case.

This analysis reveals where we need to focus future work. For Biores to A, a DS analysis
of “do” posits a metavariable df'y(e > t), enabling substitution of predicate information from
context, with an obvious candidate being the stored semantic structureedtft@parsing A's ut-
terance (see (25)). Another candidate may in fact be the structure imnigéditaving application
of the complex lexical action triggered by the idiom (see (26)). For the aisaly Table (2), both
alternatives, reuse of complex actions and retrieval of semantic struatertheoretically possible
given our dual process account (see Section (4.1)). Determiningrtdtegy actually selected in
this competition is an implementation issue; in future work we aim to implement the @adpos
Section (4.1.5), modelling the competition between lexical actions and semantitistrin these
terms.

35. While we focus processing at the level of lexical nodes, others $fizygested distributing this across multiple lexica
(contra Becker (1975), Wray (2002), among others).
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CONTEXT TREE: CONSTRUCTION TREE:

UPDATE 1 “Bob kicked himself”

Ty(t)
7Ty(t) /\
T Ty(e)
Ty(e) Ty(e > 1) _ Bl Tyle>1)
Bol/ o ,
\
AN Ty(e) N Ty(e > (e >t))
N Uanaph, & Reproach’/
S 7
UPDATE 2 “and so did Jill”
Ty(t)
o~ Ty(e) Ty(e > t)
Ty(e) Ty(e>t), _Jil 0
Jill! Fo(V (
(3 0( )7<> \ /\
AN Ty(e) A Ty(e > (e > 1))
N Udnaph, & Reproach’
S 7

— —

Table 2: B's Context and Construction trees for example (27). Updatée toontext tree licensed
by idiomatic reading of the string are symbolised by the blue dashed line (althbagh dashed
lines are for expository purposes, and have no formal significaride)e that for Update 2, the
separate steps of update from context and then resolving referareoeal form of Substitution to
ensure identical formulae on subject and object nodes, are placegldoga the same tree diagram
for convenience, but they are in fact separate steps. The grageonsim Update 2 highlights the
subtree drawn from context (in fact tfig)(e > ¢) subtree from the construction tree in Update 1).
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5. Conclusions: modelling context and routinisation in dialogue

We have provided a novel dual process account of modelling the dysaifrfiermulaic language, as
an alternative to the more common property listing approach. By setting oowiciermly within
the DS framework, we retain features of this framework useful for modglliaking this approach,
we can straightforwardly extend the framework to madeitine dialogue phenomena. We extend
the DS lexical architecture in order to model the emergence of formulaicdgeguadirectly, within
a model of language that focuses on replicating the processes undexétterns of usage.

Our focus on the relationship between idioms and prefabs demonstrate$ thdel of lan-
guage as a system flexible enough to provide multiple strategies for a simgie An additional
novel aspect of our approach to linguistic routinisation, is that we pravigigified account of pro-
cessing, focusing this at the level of lexical nodes, rather than distriptitis across multiple lexica
as has been proposed elsewhere.

In sum, our contributions are fourfold: (1) a unified approach to forinwdad non-formulaic
language, (2) a novel dual process account of formulaic lang(@jen extension of DS, in particu-
lar with respect to lexical architecture, and (4) a model of the dynamicsanfibtic routinisation in
dialogue. As an added bonus, our account turns out to be a linguistic impiietoa of the model
for routinisation originally proposed by Logan from within cognitive psylcigy, directly demon-
strating how the complexity of dialogue can be tackled by integrating insightssdisciplines
within cognitive science.

Acknowledgments. | would like to acknowledge Ruth Kempson, Eleni Gregoromichelaki and
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apply).
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