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We use non-equilibrium molecular dynamics simulations to study the heat transfer around intensely
heated solid nanoparticles immersed in a model Lennard-Jones fluid. We focus our studies on the
role of the nanoparticle curvature on the liquid phase stability under steady-state heating. For small
nanoparticles we observe a stable liquid phase near the nanoparticle surface, which can be at a tem-
perature well above the boiling point. Furthermore, for particles with radius smaller than a critical
radius of 2 nm we do not observe formation of vapor even above the critical temperature. Instead,
we report the existence of a stable fluid region with a density much larger than that of the vapor
phase. We explain the stability in terms of the Laplace pressure associated with the formation of a
vapor nanocavity and the associated effect on the Gibbs free energy. © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4883516]

I. INTRODUCTION

A particularly challenging and important aspect of
nanoscale heat transfer1, 2 is the problem of the exchange of
heat between a solid nanoparticle and the surrounding liquid.
This has several important applications, not least, in the field
of medicine wherein there is significant ongoing research on
the use of nanoparticles for hyperthermia-based destruction
of tumor cells.3–6 Thermal therapeutics offers several benefits
over conventional approaches for cancer treatment: they are
non-invasive, relatively simple to perform, and have the po-
tential of treating embedded tumors in regions where surgery
is difficult.

However, understanding of the thermal transport, the
distribution of the temperature field, and associated mi-
crostructural changes and phase transformations is limited.
Remarkably, several transient laser-heating experiments have
observed metal nanoparticle melting without an associated
boiling of the surrounding fluid.7, 8 A similar observation has
been made in molecular dynamics (MD) simulations that
mimic such experiments.9 This unusual phase stability is not
well understood and designing experiments to understand the
physics of this phenomenon is a challenging task. Here, we
employ MD simulations, which offer a powerful tool to inves-
tigate this phenomenon without the simplifying assumptions
required by continuum-level model formulations.

Initial work on this topic by Merabia et al.10 demon-
strated stability of the liquid around heated nanoparticles even
above the critical temperature. The authors hypothesized that
the stability is created by the Laplace pressure associated
with the formation of a nanoscale vapor sphere with high
curvature.11 However, the boundary conditions were not real-
istic as the heat sinks maintaining ambient temperature were
placed only a few nanometers from nanoparticle surfaces. The

a)Electronic mail: keblip@rpi.edu

unrealistic boundary conditions might have affected the re-
sults, e.g., by stabilizing the liquid. In this work, in addition
to reproducing the high temperature stability of the liquid we
investigate the heat transfer around several nanoparticle sizes
and determine the critical particle size above which a standard
liquid-to-vapor phase change is observed upon nanoparticle
heating.

The first part of our work is on MD simulations of heated
nanoparticles in a liquid, in the presence of a self-consistent
boundary condition obtained via an iterative procedure that
ensures that the temperature field away from the nanoparticle
is consistent with the macroscopic heat transfer description
(see Sec. II B). In addition, we simulate heat transfer for a
range of nanoparticle sizes to investigate the effect of curva-
ture on phase stability and heat transfer. In the second part of
our work we estimate the free energy driving the phase change
and its relationship with the liquid phase stability.

The paper is organized as follows. Sections II A and
II B describe model structures, the MD methodology, and
the boundary conditions used to determine the dependence of
phase stability on curvature. Section II C discusses techniques
used to determine the local pressure in spherically symmet-
ric systems. The results of our non-equilibrium molecular dy-
namics (NEMD) simulations are presented in Sec. III A, and
are followed by an analysis of the free energy in Secs. III B
and III C. Finally, the summary and conclusions are presented
in Sec. IV.

II. MODEL STRUCTURE AND SIMULATION
METHODOLOGY

A. Atomistic model structure

Our model system for MD simulations is argon-like fluid
atoms embedding a solid nanoparticle (NP) of varying radii.
The schematic of the model system is shown in Fig. 1. The
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Lennard-Jones (LJ) interatomic potential,10, 12 as described by
Eq. (1), is used to describe the force field in the monoatomic
fluid:

V (r) = 4 ∈
[(σ

r

)12
−

(σ

r

)6
]

. (1)

Energy, ∈, and length, σ , parameters are chosen as
0.5758 kcal/mol and 0.3 nm, respectively, to make them con-
sistent with the parameters used by Merabia et al. in Ref. 10.
The size of the fluid domain is increased, as appropriate, with
increasing nanoparticle size, as to ensure a minimum distance
from the particle surface to the edge of the simulation cell of
10σ .10 The smallest simulation involves ∼60 000 fluid atoms,
while the largest system simulated has ∼150 000 atoms.

Solid nanoparticles are inserted in the center of the sim-
ulation box. Their radii range from 5 Å to 40 Å. The par-
ticles are carved out of a crystal of atoms arranged on the
face-centered cubic (FCC) lattice. In addition to the LJ poten-
tial, nearest-neighbor solid atoms are held together by finitely
extensible nonlinear elastic (FENE) springs.10 FENE springs
permit the solid to be heated to arbitrary high temperatures
without melting. The use of FENE springs allows us to inves-
tigate extreme heat fluxes and their influence on the fluid. The
interaction between the solid and fluid is also described by a
LJ force field with the same parameters as used for the fluid-
fluid interaction. This case corresponds to a solvophilic solid
immersed in the fluid.

B. MD methodology

The model systems are first equilibrated at a constant
pressure of 20 atm and a temperature of 200 K for 2.5 ns us-
ing a Nose-Hoover thermostat and barostat. At 20 atm, the
boiling point of our system is ∼243 K (see Sec. III B) and
the limit of superheat or the mechanical boiling point13, 14 is
∼310 K (refer to Sec. III B). The superheat limit corresponds
to the situation where the compressibility of the bulk liquid
becomes negative and, consequently, the liquid becomes un-
stable with no nucleation barrier for vaporization.13

After equilibration, we perform NEMD simulations to
establish a heat flux through the system. A Nose-Hoover baro-
stat is used to maintain constant ambient pressure of 20 atm.
The whole nanoparticle is a heat source and is kept at high and
constant temperature in the 220 K–3000 K range via velocity
rescaling. The heat sink is placed in a spherically symmet-
ric shell centered with the nanoparticle. To mimic embedding
of the nanoparticle in a large liquid volume, the temperature
of the heat sink is established interactively as to follow the
temperature field characterizing a spherically symmetric heat
source (see Fig. 1):

Tsink = T∞ + Q

4πkrsink

, (2)

where T is the temperature, Q is the heat power, k is the ther-
mal conductivity of the fluid, and r is the radial distance.
The ambient temperature, T∞, is 200 K. A constant thermal
conductivity of 0.2 W/m-K (estimated from independent MD
simulations of a bulk fluid system at a pressure of 20 atm and

FIG. 1. System schematic depicting the central nanoparticle, surrounding
fluid, and the location of the temperature sink.

temperatures varying between 200 K and 250 K) is assumed
while establishing the sink temperature.

However, we do not know the value of the power of the
heat source at the start of the simulation. For this purpose,
we use an iterative scheme that determines a self-consistent
temperature at the boundary. During the first iteration we im-
pose the sink temperature to be 200 K, i.e., ambient temper-
ature. Once the steady state is established, we evaluate the
heat power (Q) based on the changes in energy of the system
upon velocity rescaling. Then, via Eq. (2) a new sink temper-
ature, Tsink, is calculated for the next iteration. Typically, 4-5
iterations are needed such that the total system energy, sink
temperature, and the heat flux flowing through the system sta-
bilize to a constant value within reasonable error bars. For the
largest heating fluxes the sink temperature computed by this
scheme stabilizes to ∼235 K after 4-5 iterations.

C. Calculation of local pressures

The average pressure tensor, P , over the entire simulation
box is calculated using the virial formula,15

Pβα = 1

V

[∑N

i=1
(miviβviα + fiβriα)

]
, (3)

where β and α correspond to the x, y, or z coordinate, mi is the
mass of the ith atom, viβ is the β velocity component of atom
i, fiβ is the β component of the total force on atom i, and riα

is the α projection of the atom position. N is the total number
of atoms in the simulation box and V is the box volume.

However, there is an ambiguity in defining the local
pressure tensor, particularly for non-homogeneous structures.
This was pointed out by Irving and Kirkwood16 and arises
from the arbitrary choice of non-local particle interactions
that contribute to the local force. By restricting the summation
in Eq. (3) to the atoms in a spherical shell around the nanopar-
ticle and replacing the box volume, V, with the volume of the
shell, we can calculate the local hydrostatic pressure. This is
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called the IK-1 approximation17 as it is the zeroth order ap-
proximation of the Irving Kirkwood (IK) expression for the
local pressure tensor.16, 17 As discussed in Refs. 16 and 18, the
IK-1 approximation is inappropriate for heterogeneous sys-
tems and the density variation in the liquid near the nanopar-
ticle surface induced by a high temperature gradient10 results
in erroneous estimation of the local pressure in the vicinity of
the nanoparticle.

Several techniques have been developed to calculate the
local pressure tensor for heterogenous systems such as those
of IK16, 18 and Harasima.18, 19 The normal component of the
pressure tensor PN can be unambiguously obtained indepen-
dent of the calculation technique.18 The authors of Ref. 18
derive a simplified IK expression for the pressure acting per-
pendicular to the polymer film boundary (Eq. (11) in Ref. 18).
We modify this equation for application in spherically sym-
metric systems and calculate PN (r) = P rr (r):

P rr (r)=ρ(r)kB T (r)

+ 1

8πr2

∑N

i=1

∑
i �=j

fr,ij (rij )�

(
r−ri

rij

)
�

(
rj −r

rij

)
,

(4)

where ρ(r) is the local density and T(r) is the local tempera-
ture in a spherical shell of radius r and thickness �r taken to
be large enough to obtain adequate statistical averaging. kB is
the Boltzmann constant, fr, ij is the two-body force in the radial
direction, ri is the radial coordinate of atom i, rj is the radial
coordinate of atom j, and rij is the distance between atoms i
and j. � is the Heaviside step function.

However, the validity of this simplified IK expression in
non-equilibrium systems has not been verified. Todd et al.17

developed an alternative to the IK expression called the
“method of planes” (MOP) based on the mass and momentum
continuity equations of hydrodynamics, which like the gen-
eralized IK expression, is applicable under non-equilibrium
conditions. A similar derivation can be done for spherical sys-
tems by employing spherical Hankel transforms.20, 21 We de-
rive the “method of spheres” (MOS) expression for the poten-
tial part of the normal pressure using the same routine detailed
in Refs. 17 and 22:

PU
rr (r) = 1

16πr2

∑N

i=1

∑
i �=j

fr,ij

(
rij

)
× [�(ri − r)�(r − rj ) − �(rj − r)�(r − ri)].

(5)

Equation (5) and the potential part of Eq. (4) are essentially
identical. Hence, the simplified IK expression for the nor-
mal pressure component can be used in non-equilibrium sys-
tems. For improved statistics, we employ the volume-average
method to calculate P rr (r), which has been shown to be
equivalent to MOP.15 For the spherical system the volume-
average expression is

P rr (r) = 1

	

( ∑N

i=1
mivr,ivr,i
i

+ 1

2

∑N

i=1

∑
i �=j

fr,ij (r) rij lij

)
, (6)

where 	 is the shell volume, mi is the mass of the ith atom,
vr,i is the radial velocity component of atom i, fr, ij is the radial
component of the two-body force between atoms i and j, lij is
the fraction of rij that lies within the spherical shell, and 
i is
1 if atom i lies in the averaging volume 	; otherwise, it is 0.

III. RESULTS AND DISCUSSION

A. MD simulation

Temperature, density, and pressure profiles are calculated
for structures subjected to a steady-state heat flow with self-
consistent boundary conditions. The actual profiles represent
averages over ∼2.5 ns. The profiles for a 10 Å radius nanopar-
ticle are shown in Fig. 2. For low nanoparticle temperatures,
the density profiles (Fig. 2(b)) reveal an ordering of the liquid

FIG. 2. The steady state profiles around a 10 Å nanoparticle for different
particle temperatures. (a) Temperature profile. The dotted lines correspond to
a fit based on T(r) = A/r + B which is obtained from continuum heat transfer
considerations. (b) The steady state fluid density profiles. The dotted lines are
plotted as a visual guide. For the same temperature point marked in (a) it is
evident that no explosive vaporization occurs even though the temperature is
greater than the mechanical boiling point of 310 K. (c) Pressure profile. The
dotted lines are plotted as a visual guide. For all cases, the errors lie within
the symbol size.
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near the solid surface. This ordering dies out as the tempera-
ture of the nanoparticle is increased.

The most striking result, however, is that in some cases
the local temperatures in the liquid are above the superheat-
ing limit13 of 310 K. One of the cases is explicitly marked in
Fig. 2(a). The bulk liquid at a temperature above 310 K and
a pressure of 20 atm is mechanically unstable and vaporizes
explosively.13 We confirmed this in independent simulations
of bulk LJ liquid (see Sec. III B). For the system under in-
vestigation, an explosive vaporization results in rapid and un-
constrained increase of the simulation box volume.23 At these
high temperatures the steady state local density is low, but
several times larger than the saturated vapor atomic density
of 0.0005 Å−3 (see Fig. 2(b)).

The spatial variation of the radial component of the pres-
sure for the high temperature cases is shown in Fig. 2(c).
Away from the nanoparticle surface the pressure is equivalent
to the ambient pressure of 20 atm. Closer to the nanoparticle
surface we observe a significant increase in the normal pres-
sure. This increase is associated with the Laplace-like pres-
sure originating from the density gradient near the nanoparti-
cle surface. However, immediately adjacent to the surface we
observe local fluctuations in the pressure data that originates
from the ordering or density fluctuation of the fluid. The or-
dering seen in the density profiles is significant because the
chosen solid-fluid interaction is solvophilic in nature.10 Thus,
we consider the ordered shell around the nanoparticles to be
the wetting region.

Figure 3 shows the variation of the heat flux flowing
from the nanoparticle to the surrounding fluid with increasing
nanoparticle temperatures and for different nanoparticle radii.
For small nanoparticle temperatures and for all nanoparticle
sizes the heat flux varies linearly with the particle tempera-
ture. With increasing nanoparticle temperature the heat flux
saturates for radii less than 20 Å. For the 15 Å nanoparticle
the heat flux saturates at ∼20 GW/m2. Furthermore, beyond
a critical size of 20 Å the heat flux response is similar to a flat
plate in pool boiling heat transfer.10, 24 Here, once the critical
heat flux is reached vaporization (de-wetting) occurs, associ-
ated with a dramatic drop in the heat flux flowing from the
particle to the fluid. The critical heat flux decreases with in-
creasing nanoparticle size.

Figure 2(a) indicates a significant temperature drop at the
interface of the solid and the surrounding liquid. This tem-
perature jump is due to the existence of a finite interfacial
resistance known as the Kapitza resistance.25 This interfacial
resistance, R, is quantified as

R = �T

q
, (7)

where q is the heat flux flowing through the system and �T is
the discontinuous temperature drop. The importance of the in-
terfacial resistance can be most easily gauged via a concept of
the Kapitza length, i.e., the equivalent thickness of a bulk ma-
terial forming the interface that has the same overall thermal
resistance as the interface. Interfacial effects will be important
when the characteristic length-scale of the system – e.g., the
diameter of nanoparticle or a layer thickness – is comparable
to, or smaller than, the Kapitza length.

FIG. 3. Variation of the heat flux flowing from the nanoparticle to the sur-
rounding fluid with increasing nanoparticle temperature. The plots are made
for several nanoparticle sizes: (a) 5 Å to 15 Å, (b) 20 Å to 40 Å. As the
nanoparticle radius increases the critical heat flux decreases. Furthermore, at
a critical radius of 20 Å the heat transfer response undergoes a drastic change.
While the heat flux flattened out for radii less than the critical radius indicat-
ing the formation of a low-density fluid layer, we see vaporization for larger
radii due to which there is a sudden drop in the heat flux. The de-wetting
point for the 40 Å case was not explored but is expected to occur below a
nanoparticle temperature of 500 K. The vertical dotted line represents this
drop. The dotted lines between points are plotted as a visual guide. The error
in the heat flux estimation lie within the symbol size.

At low nanoparticle temperatures, the fluid temperatures
show a good fit to the T(r) = A/r + B form expected from con-
tinuum consideration of a steady-state temperature field. This
is evident from the dotted lines in Fig. 2(a). As the nanoparti-
cle temperature is increased, a significant departure from the
fit is seen. In this context we define two components to the
interface resistance as shown for a sample temperature profile
in Fig. 4(a). One is the direct interface resistance that is asso-
ciated with the observed drop across the solid-fluid interface
and the second is a resistance associated with the departure
from the fit, i.e., an additional resistance associated with hot
liquid in the interfacial region. From the temperature drop,
�T1, the direct interface resistance, R1, is calculated using
Eq. (7). Similarly using the temperature drop through the in-
terface liquid, �T2, the resistance, R2, is calculated. This ad-
ditional resistance is attributed to the existence of the low-
density fluid layer near the nanoparticle surface for large sur-
face temperatures; and we call it the nonlinear resistance.

In Fig. 4(b) we plot both interface resistances as a func-
tion of nanoparticle temperature for the case of the 10 Å
radius nanoparticle. For low nanoparticle temperatures, the
overall interface resistance is 0.014 m2K/MW. This value
is similar to the interface resistances of other solvophilic
surfaces.26 For low particle temperatures the nonlinear re-
sistance is zero and starts to increase when the particle
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FIG. 4. (a) Sample temperature profile around a 10 Å NP maintained at
1400 K. The dotted line is the fit of the fluid temperature away from the NP
surface to T(r) = A/r + B. The overall thermal interface resistance around the
nanoparticle is split into two components, the direct interface resistance and
the nonlinear resistance. From the real or observed temperature drop, �T1,
the direct interface resistance, R1, is calculated using Eq. (7). Similarly, using
the temperature drop through the low-density interface fluid, �T2, the non-
linear resistance, R2, is calculated. Note that q is the heat flux flowing from
the solid nanoparticle to the surrounding fluid. (b) Direct, R1, nonlinear, R2,
and the total interface resistance are plotted as a function of the nanoparticle
temperature. The dotted lines between points are plotted as a visual guide.
The nonlinear resistance is zero for low nanoparticle temperatures, while it
jumps to a finite value at TNP = 1000 K for the above representative case
of the 10 Å radius nanoparticle. Above this temperature the direct interface
resistance also demonstrates a linear variation, which indicates a gas-like be-
havior of the low-density fluid layer. This is in spite of a fluid density that is
at least twice the saturated vapor density for the LJ system being modeled.

temperature exceeds 1000 K. The heat flux saturation for the
10 Å nanoparticle also occurs at a particle temperature of
1000 K (see Fig. 3(a)).

The temperature dependence of the direct interfacial re-
sistance is also interesting (see Fig. 4(b)). This resistance is
constant up to the formation of the low-density fluid. For tem-
peratures beyond 1000 K, the direct resistance increases with
increasing particle temperature. This increase is characteristic
of gases in contact with hot solid surfaces27, 28 and is associ-
ated with decreasing gas density. In Fig. 5, we plot the direct
interface conductance versus the product of the fluid density
and the square root of the fluid temperature, which is asso-
ciated with the gas atom collision frequency with the solid
surface. The linear dependence in Fig. 5 demonstrates behav-
ior characteristic of the gas-solid interfacial heat transfer.29

Thus, the low-density fluid is, in fact, gas-like in spite being
denser than the equilibrium vapor at the same temperature and
pressure.

In Fig. 6 we plot the surface fluid temperature at which
gas-like behavior starts versus the nanoparticle curvature. The
gas-like behavior is either due to the presence of low-density

FIG. 5. The direct interface conductance (inverse of the resistance in Fig. 4)
is plotted here as a function of the product of the fluid density and the square
root of the fluid temperature. The dotted line plots the linear fit. Such a linear
variation is characteristic of gases in contact with a solid.27–29

fluid layer for nanoparticles smaller than 20 Å in radius or
due to explicit phase change de-wetting for larger nanoparti-
cles. We call this temperature the de-wetting temperature and
according to Fig. 6 this temperature increases linearly with
the curvature. In other words as the nanoparticle size is de-
creased the surrounding liquid can be heated up to a larger
temperature before it undergoes a significant density change.

Extrapolating the linear fit to zero curvature gives a value
of 318 ± 7 K. This is close to the mechanical boiling point
of 310 K, which is the upper limit for a metastable liquid
above the thermodynamic boiling point. Furthermore, the crit-
ical temperature of the fluid demarcates the 15 Å and 20 Å
nanoparticle sizes. This may explain the observation of the
critical size. For nanoparticles smaller than the critical size
one observes the formation of the gas-like low-density fluid
and for larger particles we see vapor formation as demarcated
in Fig. 6.

In Fig. 7 we plot the peak pressure outside the wetting
region for all the simulated NP sizes and temperatures. The
pressure does not exceed the critical pressure of the fluid for
all cases. Hence, the low-density fluid that is seen around the
highly curved NPs is not supercritical fluid and exists only in
such highly non-equilibrium and non-homogeneous systems.

FIG. 6. (Circles) The lowest fluid temperature near the nanoparticle surface
at which gas-like behavior is demonstrated in the MD simulations is plotted
here versus the nanoparticle curvature. Gas-like behavior exists either due to
the low-density fluid layer or due to vaporization around the particle. The
corresponding dotted line plots the linear fit. The intercept at zero curvature
is 318 ± 7 K, which is close to the mechanical boiling point of the system.
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FIG. 7. The peak pressure seen in the fluid for all the simulated nanoparticle
temperatures and sizes. The pressure does not exceed critical for all cases.
Hence, the low-density phase seen around the hot nanoparticle is not super-
critical fluid. The dotted lines between points are plotted as a visual guide.

In Ref. 10 Merabia et al. considers that it is the Laplace
pressure effect11 that blocks the formation of a vapor layer
around spherical nanoparticles. Consistently, we observe an
increase in the local pressure in the vicinity of the NP main-
tained at very high temperatures (see Fig. 2(c)). In Fig. 8 we
plot the surface fluid temperature and the temperature out-
side the wetting region versus the peak pressure for all the
simulated cases where vapor formation is not observed. We
see that the local temperatures exceed the boiling point at the
corresponding pressures for several cases. This counters the
simplistic explanation that the increased boiling point associ-
ated with the higher pressure near the surface fully explains
the observed suppression of vapor formation. However, an ad-
ditional consequence of the increased pressure is that it stabi-
lizes the liquid by lowering the driving force for the phase
change. In Sec. III C we analyze observed de-wetting temper-
ature enhancements using a free energy based model.

B. Bulk and surface energies

The Gibbs free energy difference between the bulk liquid
phase and the vapor phase of the LJ fluid, �g, is required to

FIG. 8. The surface fluid temperature and the temperature outside the wet-
ting region versus the peak pressure seen in the fluid for all the simulated
nanoparticle temperatures and sizes where vapor formation did not occur.
The boiling point versus pressure is also plotted. The dotted lines between
points are plotted as a visual guide. For some cases local temperatures ex-
ceed the boiling point. However, we do not observe vaporization for these
cases.

calculate the driving force for vaporization. For this purpose,
we consider a model system consisting of 13 500 Lennard-
Jones atoms in a cubic box with periodic boundaries. The pa-
rameters for the fluid are the same as described in Sec. II A.
MD simulations are performed on the system at a constant
pressure. Once the system is equilibrated to a starting temper-
ature of 230 K at the desired pressure, we evaluate the specific
enthalpy, h, of the fluid by gradually heating the fluid to 375 K
and then cooling the fluid back down to 230 K. The gradual
heating/cooling is done over 20 ns with a time step of 5 fs. En-
ergy and system volume values averaged over 100 ps blocks
are used to evaluate the enthalpy variation during the heating
and cooling runs. In Fig. 9(a) we plot the specific enthalpy
computed for the 50 atm case. Similar to the results reported
for argon in Ref. 30, due to nucleation barriers, we see that the
vaporization of the bulk liquid occurs at a temperature higher

FIG. 9. (a) Specific enthalpies obtained for a bulk fluid maintained at
50 atm pressure and heated from 230 K to 375 K and, subsequently, cooled
back down to 235 K. The dotted lines between points are plotted as a visual
guide. (b) The saturation pressures obtained for different coexistence tem-
peratures. A second order polynomial fit is represented by the dotted lines.
(c) The vapor-liquid surface tension at different temperatures. A linear fit is
represented by the dotted lines.
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than the boiling point and the condensation occurs for a su-
percooled fluid (the vertical dotted line in Fig. 9(a) marks the
boiling point at 50 atm).

The boiling points at different pressures were also inde-
pendently calculated using the same procedure in Ref. 30.
Here, we study the liquid-vapor coexistence (with flat inter-
face) of 13 500 atoms by placing the liquid domain at the
center of a 8 × 8 × 25 nm3 simulation box. The box size
is fixed during the simulations and periodic boundaries are
imposed in all three dimensions. The system is equilibrated
to several temperatures. The data collection and averaging is
done over 5 ns. Figure 9(b) shows the plot of the saturation
pressure as a function of temperature. The curve is fit to a
second order polynomial to obtain the boiling point at any de-
sired pressure. At 20 atm pressure the boiling point is ∼243 K
as marked in Fig. 9(b). The critical temperature of the fluid is
also obtained to be 376.4 K, which is consistent with reported
results.31 Using Eqs. (2) and (3) in Ref. 30 we, then, calculate
the Gibbs free energy difference between the two phases at
different temperatures and pressures.

During the coexistence simulation we also monitor the
normal and tangential pressure. The vapor-liquid surface ten-
sion is calculated using Eq. (1) in Ref. 30. Figure 9(c) shows
the plot of the surface tension values for different tempera-
tures. A linear fit is used to estimate the surface tension at
243 K to be 0.021 N/m. These Gibbs free energy and surface
tension values may be compared with experimental values
for argon. Since our model system has interaction parameters
different from those describing argon, using thermodynamic
equivalence of fluids described by LJ potentials we determine
the 20 atm equivalent system pressure to be 5.7 atm.32 The
thermodynamic equivalence is established using reduced LJ
units as follows:

T ∗ = kBT

∈ , (8)

P ∗ = Pσ 3

∈ , (9)

where kB is the Boltzmann constant, T is the temperature, and
P is the pressure. Energy, ∈, and length, σ , parameters are
chosen as 0.5758 kcal/mol and 0.3 nm for the model system.
The corresponding values for argon are 0.2381 kcal/mol and
0.34 nm,32 respectively. Upon comparing the obtained Gibbs
free energy values with the experimental data reported for ar-
gon at the equivalent pressure,33, 34 slight differences are ob-
served. The equivalent value for the surface tension from ex-
periments is 0.024 N/m.35 The differences can be attributed
to the neglect of long-range pressure correction in the MD
simulations.

C. Free energy analysis

To benchmark the free energy analysis for the LJ fluid
around spherical NPs we first conduct simulations of fluid
in contact with flat surface similar to what is reported in
Ref. 30. For this purpose, we equilibrate the fluid to 20 atm
and 200 K and then perform NEMD simulations by setting the
planar solid substrate as the heat source and the center of the

fluid as the heat sink. The solid slab has 500 atoms while the
fluid domain consists of 17 000 atoms. This corresponds to a
source-to-sink distance of ∼70 nm. Half of the fluid domain
is shown in Fig. 10(a) and the sink location is also marked. In
the NEMD simulation the sink temperature is fixed at 200 K
and the solid temperature is gradually increased to 350 K to
generate vapor phase near the substrate. Subsequently, the
solid temperature is gradually decreased to obtain the con-
densation point. The condensation of the undersaturated va-
por occurs at a solid temperature of 252 K. The temperature
profile in half the fluid domain is shown in Fig. 10(b). Due to
Kapitza resistance,25 the corresponding surface fluid temper-
ature is 248 K, which is higher than the boiling point at 20
atm pressure.

The density profile for the corresponding case is shown
in Fig. 10(d). Near the surface an ordering of the liquid is
seen similar to what is seen around low temperature spherical
NPs (Fig. 2(b)). The normal pressure variation in the fluid for
the same case is shown in Fig. 10(c). As expected from con-
ditions of mechanical equilibrium the pressure normal to the
solid surface remains constant within statistical error. Using
the free energy values obtained at 20 atm pressure we com-
pute the Gibbs free energy difference between the bulk liquid
phase and the vapor phase of the LJ fluid, �g. The spatial
variation of �g (units of kJ/kg) is plotted in Fig. 10(e). Any
fluctuations seen are purely of statistical origin.

The local values of �g are multiplied by the local den-
sity to calculate the local driving force for vaporization, �G
(in units of energy per unit volume) in each planar bin. The
integral of �G from the solid surface, ZS, to the coordinate,
ZSH, at which superheated liquid reaches boiling temperature
is used to estimate the total driving force towards vaporization
(in units of J/m2):

�Gtot =
∫ ZSH

ZS

[�Gdz]. (10)

The above estimate is based on the assumption that the non-
equilibrium system in our simulations may be considered as
a series of equilibrium systems at different local temperatures
(and in general at different pressures).

In Fig. 11 we show plots of the density, normal pressure,
temperature, and �g profiles around a 10 Å NP maintained
at 1000 K. From the pressure profile the wetting region, as
discussed earlier, is evident. The low-density fluid can also
be identified from the temperature profile (Fig. 11(c)) as dis-
cussed in reference to Fig. 4. Upon approaching the nanoparti-
cle, �g (see Fig. 11(d)) shows an increase due to temperature
increase above the boiling point. Then the value drops slightly
due to the pressure increase and associated boiling point in-
crease. Finally, in the low-density fluid region the steep tem-
perature rise dominates the behavior leading to a steep in-
crease of the driving force. This is more so in the wetting
region since the pressure averaged over the oscillations is es-
sentially the same as the pressure at the edge of the wetting
region. For local temperatures that exceed available free en-
ergy data we assume a linear variation of Gibbs free energy
difference.

The integral of the �G from the particle surface, RNP, to
the radius, RSH, at which superheated liquid reaches boiling



234506-8 Sasikumar et al. J. Chem. Phys. 140, 234506 (2014)

FIG. 10. (a) System schematic for fluid in contact with a hot flat substrate.
The sink location is marked. Only half the fluid domain is shown. (b) Tem-
perature profile in the fluid for a solid temperature of 252 K. A temperature
drop at the interface between the solid and the liquid is seen. The tempera-
ture of the surface liquid is 248 K, which is greater than the boiling point at
20 atm pressure. The boiling point is marked out by the horizontal and verti-
cal dotted lines. (c) The normal pressure in the fluid. Within statistical error
the pressure is constant throughout. (d) The fluid density near the flat surface.
Ordering is evident, which is a consequence of strong wetting. The dotted
lines are plotted as a visual guide. (e) The driving force towards vaporization,
�g profile. �g drops to zero for temperatures less than boiling. The dotted
lines are plotted as a visual guide.

FIG. 11. (a) Sample density profile around a 10 Å nanoparticle that is main-
tained at 1000 K. (b), (c), and (d) show the corresponding spatial variation
of the normal pressure component in spherically symmetric bins, the temper-
ature profile, and �g profile, respectively. We can identify the wetting and
low-density fluid regions. The dotted lines between points are plotted as a
visual guide.

temperature is used to estimate the total driving force towards
vaporization (units of J):

�Gtot =
∫ RSH

RNP

[4πr2�Gdr]. (11)

We can now compare the driving force for vaporization
with the vapor-liquid surface tension. As a limiting case we
assume that there is always a liquid layer surrounding the
nanoparticle surface, even at temperatures near the de-wetting
limit. In our simulations we observe that vapor tends to form
just outside the wetting region, hence, requiring the formation
of two vapor-liquid surfaces. Such a phenomenon is described
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FIG. 12. (a) The driving force towards vaporization calculated using Eq. (11)
is divided by the surface area of the wetting region. As a limiting case we
assume that there is always a liquid layer attached to the nanoparticle surface.
Hence, the formation of a vapor phase in a region slightly removed from the
nanoparticle surface requires the formation of two vapor-liquid surfaces. We
can compare the driving force per unit area with the total surface tension
at the saturation conditions at 20 atm pressure. The total surface tension is
represented as the solid line. For most of the above cases the driving force
exceeds the surface tension. However, for the flat case the enhanced boiling
point seen in the MD simulation is consistent with the point where driving
force exceeds surface tension. This suggests that thermodynamically stable
liquid can exist in non-equilibrium systems with temperature gradient even
when local temperatures exceed the thermodynamic boiling point of the bulk
fluid. However, such a simplistic model fails for severely non-equilibrium
systems, such as those seen around intensely heated NPs. (b) For the 5 Å NP
case driving forces computed over the entire fluid domain and outside the
wetting region are compared. For both cases one sees that the total surface
tension is exceeded for some cases.

in Ref. 36 where there is the presence of a liquid layer on a
hot flat surface during the initial stages of phase transforma-
tion. This liquid layer is later seen to desorb. Thus, we divide
�Gtot by the surface area of the wetting region to compute the
driving force per unit area.

The surface area normalized �Gtot is plotted in Fig. 12(a)
for different temperatures and the NP sizes that are below the
critical size. These cases do not involve vaporization and one
may expect that the driving force does not exceed surface ten-
sion. However, we see that for most of the cases the driving
force exceeds the total surface tension of the two vapor-liquid
surfaces. Since the inclusion of the wetting region in the driv-
ing force calculation might be questionable, we also compute
the total driving force by only integrating Eq. (12) outside the
wetting region. Both cases are compared in Fig. 12(b). The
driving force is lowered but is still larger than the surface ten-
sion for several cases. This indicates that either the thermody-
namic analysis presented here and the assumptions made lead
to incorrect results, or that there is a significant barrier to the
phase change which is kinetically suppressed.

To address the last question we turn our attention to the
flat case results, which are also plotted in Fig. 12(a). The pro-
files obtained during the heating cycle are used in the analysis.
In the MD simulation we see that beyond a surface fluid tem-
perature of 310 K (the mechanical boiling point at 20 atm
pressure) vaporization occurs near the solid substrate. The
driving force for this limiting case can be seen to be several
times larger than the total surface tension. In fact, the surface
fluid temperature at which driving force equals surface ten-
sion is much lower and is equal to about 250 K. This temper-
ature coincides with the MD observation for the condensation
point where the system containing vapor at the flat interface
was cooled down. This and the fact that the condensation pro-
cess in our simulations does not involve nucleation, and asso-
ciated barrier, demonstrate that the thermodynamic analysis
is sound, but cannot be used as a stability criterion for vapor
formation upon heating of NPs.

IV. SUMMARY AND CONCLUSION

In this work we use non-equilibrium molecular dynamics
simulations to study the heat transfer characteristics surround-
ing an intensely heated nanoparticle immersed in a fluid. We
focus our studies on the role of the nanoparticle curvature on
the phase stability surrounding a simple Lennard-Jones liq-
uid. We also perform a free energy analysis to validate the
MD results. Our key findings are:

(1) Existence of local phase stability even at temperatures
much above the mechanical boiling point is observed
when fluid is in contact with a hot NP.

(2) Up to the critical particle size (r =∼ 2 nm in our
model), the thermal flux saturates to a very high value
as the particle temperature increases. Above the critical
size, a phase change is observed, as is the case for a flat
interface, and the thermal flux collapses.

(3) Two heat transfer regimes are observed for all cases.
The temperature at which the regime change occurs de-
pends linearly on the curvature and this is attributed, in
part, to the balance between the Gibbs free energy de-
crease associated with the liquid-vapor transition and the
surface tension of the liquid-vapor interface. However,
this free energy model, while accurately describes the
regime change near a flat surface upon condensation,
fails to accurately capture the phenomenon around in-
tensely heated NPs.
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