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Due to the high surface-to-volume ratio of nanostructured components in microelectronics and

other advanced devices, the thermal resistance at material interfaces can strongly affect the overall

thermal behavior in these devices. Therefore, the thermal boundary resistance, R, must be taken

into account in the thermal analysis of nanoscale structures and devices. This article is a tutorial on

the determination of R and the analysis of interfacial thermal transport via molecular dynamics

(MD) simulations. In addition to reviewing the commonly used equilibrium and non-equilibrium

MD models for the determination of R, we also discuss several MD simulation methods which can

be used to understand interfacial thermal transport behavior. To illustrate how these MD models

work for various interfaces, we will show several examples of MD simulation results on thermal

transport across solid-solid, solid-liquid, and solid-gas interfaces. The advantages and drawbacks

of a few other MD models such as approach-to-equilibrium MD and first-principles MD are also

discussed. Published by AIP Publishing. https://doi.org/10.1063/1.5027519

I. INTRODUCTION

When two bodies with different temperatures come into

contact, heat flows from the high-temperature body to the

low-temperature body. Due to the thermal resistance within

the contacting materials and at the interface between two

bodies, the heat flow results in temperature gradients within

the two bodies, and a temperature drop, DT, at the interface.

The thermal resistance at the interface, R, is defined as

R ¼ DT=q; (1)

where q is the heat flux across the interface. If the thermal

resistance at the interface is caused by imperfect contact

between two surfaces, this resistance is called thermal con-

tact resistance. Even at interfaces with perfect contact, the

thermal resistance is not zero. In this case, the resistance,

known as thermal boundary resistance, is due to the differ-

ences in vibrational and electronic properties between two

contacting materials.

Most experimental data show that the magnitude of ther-

mal boundary resistance typically falls between 10�9 and

10�7 m2 K/W,1 which is three to four orders of magnitude

smaller than that for thermal contact resistance.2 Although

the values of typical thermal boundary resistance are very

small, they are comparable to or even greater than magni-

tudes of thermal resistance in materials on the nanometer

scale. Therefore, thermal boundary resistance cannot be

neglected in the analysis of heat transfer in materials with a

structure on the nanoscale, such as those in semiconductors

and MEMS devices.3–5 These nanoscale structures and

devices often contain a high density of interfaces between

dielectrics (e.g., silica glass, polymers, water, air, etc.) or

semiconductors. The main thermal energy carriers across

such interfaces are phonons. In this case, the thermal bound-

ary conductance, G (the inverse of thermal boundary resis-

tance), can be estimated by the summation of all phonon

contributions using6

G ¼ 1

2

X
j

ðp=2

0

ðxmax
1

0

dx
x2

2p2c3
j

dfj x; Tð Þ
dT

� �hxc1;j cos h1a1!2 h1; j;xð Þsin h1dh1; (2)

where x is the phonon frequency, h is the angle between the

normal to the interface and the phonon propagation direc-

tion, xmax is the maximum phonon frequency, T is the tem-

perature, �h is the Planck constant divided by 2p, c is the

phonon group velocity, a is the phonon transmission coeffi-

cient, and f is the phonon occupation number. In Eq. (2),

subscripts 1 and 2 denote material 1 and material 2, respec-

tively, that comes into contact and forms an interface.

Subscript j is the phonon branch.

A key parameter in Eq. (2) to evaluate the thermal

boundary conductance, G, is the phonon transmission coeffi-

cient, a, which is defined as the ratio of the transmitted pho-

non energy to the incident phonon energy. There are two

theoretical models that are commonly used to predict a and

understand interfacial phonon transport physics. One is the

acoustic mismatch model (AMM), which assumes specular

reflection and refraction of phonons at the interface (see

Fig. 1). In the AMM, a is determined by6

a1!2 ¼
4z1z2 cos h1 cos h2

z1 cos h1 þ z2 cos h2ð Þ2
; (3)

where z1¼q1c1 and z2¼ q2c2 are the acoustic impedances,

q1 and q2 are the densities, and h1 and h2 are related by

Snell’s law as sin h1/c1¼ sin h2/c2. The AMM is valid for
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high-quality interfaces and for phonon wavelength much

greater than typical interatomic spacing. For the interaction

between phonons and real interfaces, however, diffuse scat-

tering of phonons [i.e., acoustic correlations given by Eq. (3)

are destroyed] was detected by experiment.7 To account for

the effect of diffuse phonon scattering, Swartz8 proposed the

diffuse mismatch model (DMM) which assumes that all the

phonons are diffusely scattered at the interface. The only dif-

ference between the DMM and the AMM is the phonon

transmission coefficient.6 In the DMM, a is determined by

mismatch between phonon density of states (DOS)8

a1!2 xð Þ ¼

X
j

c2;jD2;j x; Tð Þ
X

j

c1;jD1;j x; Tð Þ þ c2;jD2;j x; Tð Þ
� � ; (4)

where D is the phonon DOS per unit volume. Under the

Debye approximation for phonon velocities and phonon

DOS, a is independent of temperature and strength of interfa-

cial bonding.

The assumption of complete diffuse scattering (i.e., all

incident phonons lose memory of where they came from) at

the interface in the DMM is the opposite extreme of the com-

plete specularity assumption in the AMM. The actual degree

of diffuse phonon scattering at interfaces depends on many

interface parameters such as interfacial structure,9–12 strength

of interfacial bonding,12–15 temperature,16–18 pressure,19–21

etc. Hence, the phonon interaction with real interfaces is

much more complex than the simple pictures described by

the two models. In addition, both the AMM and the DMM

assume elastic scattering (i.e., the transmitted and reflected

phonons have the same frequency as the incident phonon) at

the interface, which leads to a prediction of temperature-

independent thermal boundary resistance in the classical

limit. This prediction contradicts numerous experimental

findings showing that thermal boundary resistance decreases

with increasing temperature in the classical limit.16–18 The

temperature-dependent experimental results are attributed to

the increase in inelastic phonon scattering at the interface,

which are not accounted for in the AMM and the DMM.

A more realistic method to investigate the thermal trans-

port across interfaces is the molecular dynamics (MD) simu-

lation. In an MD simulation, one can follow trajectories,

velocities, and forces of all atoms and molecules in the sys-

tem by numerical integration of Newton’s equation of

motion. Via statistical mechanics based molecular-level for-

mulas and time averaging, one can determine macroscopic

equilibrium and transport properties. The forces between

atoms are normally derived from empirical interatomic

potentials. MD simulations require no assumption about the

nature of the phonon scattering and hence account for both

the elastic and inelastic scattering of phonons at the material

interface. Due to this advantage, MD simulations are capable

of predicting a temperature-dependent thermal boundary

resistance,18,22 which is consistent with experimental

data. Furthermore, MD simulations are able to build well-

controlled interfaces at the atomic level.22–28 With this

advantage, MD simulations are able to study the effects of

the interfacial structure, bonding strength, pressure, etc., on

thermal boundary resistance. All these effects are not

accounted for by the original AMM and DMM.

Due to the aforementioned merits, MD simulations are

widely used in the investigation of thermal boundary resis-

tance. Since MD simulations use Newton’s equation of

motion that does not take into account the quantum effects

of phonon properties, they are only valid within the classical

limit. This imposes a restriction on the application of MD

simulations. Below the Debye temperature, the quantum

effects of phonons become important. MD predictions of

thermal boundary resistance can be inaccurate at these low

temperatures.

In this tutorial, we focus on the determination of thermal

boundary resistance and analysis of interfacial phonon trans-

port physics via MD simulations. The rest of the tutorial is

arranged as follows: In Sec. II, we describe the commonly

used MD methods for the determination of thermal boundary

resistance and methodology for the analysis of interfacial

phonon scattering. In Sec. III, we present typical MD simula-

tion results on thermal boundary resistance at various interfa-

ces. In Sec. IV, we discuss several other MD simulation

methods and their advantages and drawbacks. Finally, we

close with a summary.

II. MD SIMULATIONS

A. Non-equilibrium MD (NEMD) determination of R

The most popular method in MD determination of ther-

mal boundary resistance, R, is non-equilibrium MD (NEMD)

simulations. In NEMD simulations, the model structure is

first equilibrated to a desired temperature and pressure, and

then a heat source and a heat sink are introduced on, respec-

tively, one side and the other side of the interface to generate

a heat flux across the interface (e.g., Fig. 2). After the system

reaches a steady state, the thermal boundary resistance is

directly determined by Eq. (1).

FIG. 1. Schematic diagram of specular phonon refraction and reflection at

the material interface and external surface.
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If a heat flux is applied in the NEMD simulation by add-

ing a constant amount of energy, DE, to the heat source and

removing the same amount of energy from the heat sink at

each time step, Dt, the heat flux can be directly determined

by q¼DE/(ADt), where A is the cross section area.

Alternatively, one can generate a heat flux by maintaining a

higher temperature in the heat source and a lower tempera-

ture in the heat sink using the velocity rescaling method29 or

a thermostat.30–32 In this case, one should monitor the energy

input to the heat source and heat sink and calculate the time-

averaged heat flux, q, for determining the thermal boundary

resistance. To find the temperature drop, DT, at the interface,

the temperature profile in the heat flow direction is calcu-

lated after the system reaches steady state. By extrapolating

the temperature profiles in the two materials to the interface,

DT at the interface can be evaluated [e.g., Fig. 2(a)]. Usually,

the temperature points near the heat source and heat sink

regions and those adjacent to the interface are ignored in a

linear fit to the temperature profile as they are generally non-

linear. Since too low a q can be insufficient to establish a vis-

ible temperature drop at the interface, and too high a q can

cause nonlinear response of DT to q and even sublimation of

the system, the effects of the value of q on thermal boundary

resistance, R, should be studied for the selection of an appro-

priate value of q for the prediction of R.

B. Finite size effects on NEMD prediction of R

Due to the restriction of computational power, most of

the model structures in NEMD prediction of R contain less

than 106 atoms. This limits the dimension of the simulation

cell to be less than �100 nm in each direction. The nanoscale

confinement in the model structure could induce finite size

effects on NEMD determination of R, especially for a struc-

ture containing crystals with a long phonon mean free path

(MFP). To determine the R of an isolated interface using

NEMD simulations, therefore, the finite size effect must be

removed.

If the size of the simulation cell is very small, the artifi-

cial confinement in the model structure results in a very

coarse Brillouin-zone (BZ) resolution. Accordingly, very

few phonon modes are available to reproduce actual phonon

scattering present at the interface, and MD predictions of R
becomes inaccurate.18,22 To remove this effect, one can grad-

ually increase the simulation system size until there is no

significant size effect on R. Perpendicular to the heat flow

direction, four to six unit cells, along with the periodic

boundary conditions (PBCs), are usually enough to remove

artifact associated with the coarse BZ resolution. Along the

heat flow direction, there is another finite size effect which is

in fact a combined effect of internal and boundary scatter-

ing.10,33 As shown in Fig. 1, when the length of materials

forming the interface is less than the bulk phonon MFP, the

phonons transmitted from material 1 to material 2 have a

high probability to travel ballistically in material 2. If the

external surface of material 2 is atomistically smooth, which

is the case in most NEMD simulations of interfacial thermal

transport, the phonons can be specularly reflected by the

smooth external surface and returned to material 1 without

energy transfer. This in turn effectively reduces the phonon

transmission coefficient and increases R.

Based on this mechanistic understanding, there are two

approaches to remove the size effect on NEMD prediction of

R. One approach that is widely used in the literature is to

gradually increase the length, L, of the model structure until

there is no significant size effect on R. As L increases, the

transmitted phonons have a higher probability to be diffusely

scattered in the material, and thus, less phonons can travel

ballistically to the external surface and be transmitted back

without energy transfer. Accordingly, the effective phonon

transmission coefficient increases and R decreases with

increasing L. An example of size-dependent R obtained from

NEMD simulations is shown in Fig. 3. A similar size depen-

dence of R can be also found in the literature for systems

with fixed boundaries18,34 and with PBCs35 in the heat flow

direction. To predict the value of R in the limit of L ! 1,

i.e., R of the isolated interface, one can fit the R vs. 1/L data

points with a linear function and extrapolate it to an infinite

system size.10,33,34 Alternatively, one can increase L to a

value much greater than the bulk phonon MFP such that the

size effect on R becomes negligible.11,18,22 For interfaces

formed by materials with short bulk phonon MFPs, therefore,

one can obtain an asymptotic R corresponding to the charac-

teristics of an isolated interface with a relatively small

system size and a low computational cost. If the interface is

formed by highly conductive materials, such as Si, GaN, and

AlN whose bulk phonon MFP could reach hundreds of nano-

meters26,33 near room temperature, however, the computa-

tional cost could be very high to obtain a size-converged R
using the aforementioned approach.

The second approach to eliminate the size effect is to

introduce a very rough external surface which scatters most

phonons diffusely. In this case, even if the simulation cell

size is small and the transmitted phonons travel ballistically

FIG. 2. NEMD simulation cell containing an epitaxial interface formed by a

GaN lead and an AlN lead and temperature profiles obtained from the

NEMD simulation for a structure with (a) smooth and (b) very rough exter-

nal surfaces (Ref. 10). Reproduced with permission from Z. Liang and P.

Keblinski, Phys. Rev. B 90, 075411 (2014). Copyright 2014 American

Physics Society.
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to the external surface, phonons will be thermalized at the

external surface instead of being reflected and transmitted

back without energy transfer. With a very rough external sur-

face, therefore, essentially no transmitted phonons can be

transmitted back, and thus one can obtain a size-converged R
with a system size several times smaller than MFP. For

instance, it is clearly shown in Fig. 2 that R at a GaNjAlN

epitaxial interface is strongly affected by the external surface

roughness when the system size is small. Furthermore, it is

shown in Fig. 3 that if a very rough external surface is used,

R is essentially size independent and its value is close to the

extrapolated value of R with smooth external surfaces in the

limit of L ! 1. These results indicate that introduction of

the rough surfaces is a much more robust and efficient

method to suppress the size effects.

The size effect on MD prediction of R is also affected by

the degree of diffuse phonon scattering at the interface. For

example, due to atomic restructuring and dislocations at the

non-epitaxial GaNjAlN interface, the phonon scattering at the

non-epitaxial interface is more diffuse (i.e., more incident

phonons lose memory of where they came from) than that at

an epitaxial interface.10 Figure 3 shows that the size effect on

Rnon-epitaxial (R at the non-epitaxial GaNjAlN interface) is

smaller than that on Repitaxial (R at the epitaxial GaNjAlN

interface). The size effect on Rnon-epitaxial can also be elimi-

nated by introducing very rough external surfaces. In the limit

of infinite system size, it is seen from Fig. 3 that Rnon-epitaxial is

higher than Repitaxial. Due to the smaller size effect on Rnon-epi-

taxial, however, it is shown in Fig. 3 that Rnon-epitaxial could be

lower than Repitaxial if the system size is small. Due to the size

effect, therefore, opposite conclusions could be drawn at dif-

ferent system lengths. This result suggests caution in interpret-

ing MD simulation results of R where the system size is not

long enough to eliminate the size effect.

C. Equilibrium MD (EMD) determination of R

While the NEMD method allows determination of the

value of R, detailed understanding of the thermal coupling

across the interface can be obtained from the equilibrium

MD (EMD) simulations.36 After the simulation system

reaches thermal equilibrium at a given temperature T, the

EMD method uses the fluctuations of heat power across the

interface to compute G (inverse of R) via the fluctuation-

dissipation theorem and the Green-Kubo formula37

G ¼ 1

AkBT2

ð1
0

hP tð ÞP 0ð Þidt; (5)

where h���imeans ensemble average, A is the cross section

area of interface, kB is the Boltzmann constant, and P is the

fluctuating heat power across the interface which can be

computed by

P tð Þ ¼ dEi tð Þ=dt; (6)

where Ei(t) is the internal energy of the material on one side

of the interface at time t. In the calculation of heat power

across the interface, one can decompose the interatomic

interaction into two-body and three-body interactions (if

any).38 This can help understand the major contribution to

the interfacial heat flux.

It was pointed out by Barrat and Chiaruttini39 that the

Green-Kubo relation shown in Eq. (5) is only valid for an

infinite system where the heat capacity of the two materials

forming the interface, CV!1. However, the model system

in MD simulations is always finite. For a finite system, the G
relates to the long-time integral of hP(t)P(0)i by39

Ge�ats ¼ 1

AkBT2

ðts

0

hP tð ÞP 0ð Þidt; (7)

where a¼AG/CV, ts is the integration time. Therefore, due

to the finite size of the simulation system, the running inte-

gral
Ð
hP(t)P(0)idt will exhibit an exponential decay at long

times which contains the information on G. Only in special

cases where G is very small or CV is very large, which makes

e�at� 1, the running integral
Ð
hP(t)P(0)idt may contain an

initial plateau part which can be used to evaluate G.39,40 The

Green-Kubo relation based EMD method has been success-

fully used to determine thermal boundary resistance at various

solid-solid, solid-liquid, and solid-gas interfaces.10,14,38–41

For example, Fig. 4(a) shows the running integral of the

autocorrelation function of heat power across an epitaxial

GaNjAlN interface at a temperature of 300 K. After the ini-

tial 2 ps of very large oscillations, the running integral exhib-

its a monotonic decay until �15 ps. After 15 ps, the running

integral exhibits a slower decay mixed with oscillations. The

MD simulation results showed that the period of these oscil-

lations increases with increasing the system length, and that

it is consistent with the average time for acoustic phonons to

travel back and forth in the structure for one period.10

Therefore, these oscillations are thought to be caused by ech-

oes of phonon reflection from the external surfaces. Similar

oscillations in the tail of the running integral were also

FIG. 3. R as a function of 1/L for an epitaxial GaNjAlN interface involving

smooth external surfaces (filled circles), an epitaxial interface involving

very rough external surfaces (open circles), a nonepitaxial interface involv-

ing smooth external surfaces (filled diamonds), and a nonepitaxial interface

involving very rough external surfaces (open diamonds). The lines show fit-

ting of the data by linear functions (Ref. 10). Reproduced with permission

from Z. Liang and P. Keblinski, Phys. Rev. B 90, 075411 (2014). Copyright

2014 American Physics Society.
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observed in EMD prediction of G at an interface between

two Lennard-Jones (LJ) crystals.41 Since these oscillations

are associated with the artificial size effect of the model sys-

tem, only part of the running integral, in which the echoes

are not observed yet, should be used to determine G from the

EMD simulation. It is shown in the inset of Fig. 4(a) that the

running integral of initial 2 to 10 ps can be well fitted by an

exponential function. Using the relation in Eq. (7), the expo-

nential fit gives G� 1.15 GW/m2 K, which is close to

G� 1.22 GW/m2 K in the limit of the infinite system size

from the NEMD method. As shown in Fig. 4(b), when the

finite size effects are treated properly, the G predicted by the

EMD method is essentially size independent and is close to

size-converged G obtained from the NEMD method.

After the value of G or R is determined from MD simu-

lations, it is important to access the validity and accuracy of

predictions from MD simulations by comparing the MD

results with experimental values and theoretical predictions.

The experimental value of G at the GaNjAlN interface,

which was derived from thermal conductivity measurement

of (AlN)4.1 nm–(GaN)55 nm superlattices, was found to be

�0.62 GW/m2 K.42 It was pointed out by Koh et al. that the

GaNjAlN interface in the experiment might not be perfectly

smooth, and G could be larger for smoother interfaces. Using

the AMM, Koh et al. estimated that G at a smooth GaNjAlN

interface is 1.4 GW/m2�K.42 Since the interface in our model

structure is perfectly smooth, the value of G predicted by

MD simulations is in reasonable agreement with the experi-

mental values and the theoretical prediction.

Although numerous studies show that reliable and con-

sistent predictions of G can be obtained by both EMD and

NEMD methods,10,14,38–40 the determination of G by the

EMD method is not so straightforward as that by the NEMD

method in many applications. To properly extract G from the

time integral of the correlation function, careful consider-

ation must be given to effects associated with finite heat

capacity of the simulation domain10,14,39 and phonon scatter-

ing from the external surfaces.10 Moreover, the appropriate

definition of the position of the interface is also important for

the correct determination of G from EMD simulations when

the interface is rough or there is an adsorbed layer at the

solid-fluid interface. For example, recent studies14 show that

if adsorbed layers are formed at solid-gas interfaces, the

interface must be defined at a plane out of the outmost

adsorbed layer to obtain the correct result from the EMD

simulation. By contrast, the precise definition of the location

of the interface is not that consequential for the correct eval-

uation of G from the NEMD method as long as it is near the

location where the two materials are in contact.

D. Analysis of interfacial phonon scattering via MD
simulations

Despite tremendous efforts that have been dedicated to

predict thermal transport (mainly to determine the value of R
or G) across various interfaces in the past few decades by

classical MD simulations, limited progress has been made in

analyzing the detailed mechanism of interfacial phonon

transport, in particular at the phonon frequency or mode

level. The scientific challenge resides in the precise descrip-

tion of behavior of phonon modes near the interface region.

The traditional physical concept of phonons can be only well

defined in the perfect periodic lattice. Obviously, the inter-

face, which consists of two or more different materials in

contact, lacks of such periodicity in this sense. Therefore, the

recently well-developed phonon transport theory and/or

methods, for instance the Boltzmann transport equation

(BTE) approach, cannot be simply transferred to interface

problems. This in turn requires the researchers to develop

more sophisticated approaches that do not strictly rely on the

traditional definition of phonons (i.e., lattice vibration).

Below we introduce a few methods that have been developed

to analyze the interfacial thermal transport phenomena.

1. Wave packet dynamics (WPD) simulation

The first effective approach to study the interfacial pho-

non transport is the phonon wave packet dynamics (WPD)

FIG. 4. (a) The running integral of time correlation function in a 40j40-unit-

cell GaNjAlN structure involving smooth external surface. The inset shows

an exponential fit to the initial part of the running integral. (b) EMD predic-

tion of G as a function of system length. The horizontal dashed line indicates

the value of G from NEMD simulation in the limit of infinite system size

(Ref. 10). Reproduced with permission from Z. Liang and P. Keblinski,

Phys. Rev. B 90, 075411 (2014). Copyright 2014 American Physics Society.
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simulation, which was originally proposed by Schelling

et al.43,44 In the WPD simulation, one should first relax the

entire structure including interfaces at 0 K by minimizing the

potential energy of the system with respect to atomic coordi-

nates. Then, a phonon wave packet (WP) with a pre-defined

wavevector and polarization is launched in the crystalline

material (material 1) that is on the one side of the interface

to be studied. To generate a phonon WP centered at a wave-

vector k0 in the k branch, and localized in space around z0

with a spatial extent of �1/g, one can displace the atoms in

materials 1 according to10,43

ua
l sð Þ ¼ 1ffiffiffiffiffiffi

Ms

p A
kk
*

0

ea

kk
*

0

sð Þeik0 zl�z0ð Þe�g2 zl�z0ð Þ2 ; (8)

where ul
a(s) represents the a component of displacement of

atom s in primitive cell l of material 1, Ms is the mass of atom

s, Akk0 is the amplitude of the wave, ekk0
a(s) is the a compo-

nent of the eigenvector of atom s for k branch at k0, and zl is

the z coordinate of the primitive cell l. The eigenvector

ekk0
a(s) in Eq. (8) and the corresponding eigenvalue xkk0 are

obtained by diagonalizing the dynamical matrix of material 1.

The force constants in the dynamical matrix are determined

from the second order derivatives of potential energy.

To form a WP that is localized in both real space and

wavevector space as described in Eq. (8), the initial atomic

displacements are expressed in terms of linear combination

of vibrational eigenstates10,44

ua
l sð Þ ¼

1ffiffiffiffiffiffiffiffiffi
NMs

p
X
kk
*

A
kk
*ea

kk
* sð Þeik zl�z0ð Þ; (9)

where N is the number of primitive cells in material 1. In

Eq. (9), the amplitude of each vibrational normal mode, Akk,

is determined by the inverse Fourier transform of the func-

tion in Eq. (8). To determine initial atomic velocities, one

should add time dependence, e�ixt, to the displacements in

Eq. (9) and differentiate it with respect to time. Accordingly,

the initial velocities are given by10

_ua
l sð Þ ¼ 1ffiffiffiffiffiffiffiffiffi

NMs

p
X
kk
*

�ix
kk
*A

kk
*ea

kk
* sð Þeik zl�z0ð Þ; (10)

where xkk is the eigenvalue for the k branch at wavevector k.

With the initial atomic displacements and velocities

given by Eqs. (9) and (10), one can run an MD simulation

and monitor how the launched WP propagates in the model

structure and interacts with the interface. After arriving at

the interface, a part of the energy of the incident WP is

transmitted and the rest is reflected. The analysis of these

energies allows calculation of the transmission coefficient

for the given phonon WP. Care must be taken when choos-

ing the length of the crystalline material where the WP is

launched. The length should be sufficiently long to study

the transmission of the WP across the interface without

interference from boundary scattering. One should also

verify that the final result of the transmission coefficient

should not depend on the spatial width and the amplitude

of the initial WP.

For example, the WPD simulation was used to study

phonon transport across the crystalline-Sijamorphous-SiO2

(c-Sija-SiO2) interface.45 In the WPD simulation, a WP is

launched in the center of the Si crystal with a spatial extent,

1/g� 22 nm. Figure 5 shows snapshots of spatial distribution

of vx (atomic velocity in the x-direction) in the Sija-SiO2

structure for a transverse acoustic (TA) WP centered at

1.00 THz. It is seen that the WP travels in the z-direction and

the phonon transmission and reflection at the interface com-

pleted within 20 ps. The phonon transmission coefficient, a,

can be determined by computing the internal energy in the Si

crystal before the WP arrives at the interface (incident

energy) and after the WP is reflected (reflected energy).

Using the similar WPD simulation, one can launch phonon

WPs with different frequencies and modes and determine a
of each WP. Figure 6 shows the frequency-dependent a at

the Sija-SiO2 interface for both TA and longitudinal acoustic

(LA) phonons. At the lowest simulated frequency, the WPD

simulation predicts aLA¼ 0.98 and aTA¼ 0.95. These values

agree very well with aLA¼ 0.98 and aTA¼ 0.94 predicted

by the AMM [Eq. (3)] for phonons arriving normal to the

Sija-SiO2 interface. The simulation results indicate that the

scattering of low-frequency phonons at the Sija-SiO2 structure

is essentially specular. As the phonon frequency increases,

Fig. 6 shows that the transmission coefficient decreases rapidly

FIG. 5. Snapshots of spatial distribution of vx in the Sija-SiO2 structure for a

TA mode phonon WP with �¼ 1.00 THz obtained from the WPD simulation

(Ref. 45). Reproduced with permission from Z. Liang and P. Keblinski,

Phys. Rev. B 93, 054205 (2016). Copyright 2016 American Physics Society.
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to a value much lower than predictions from the AMM. This

indicates that the interfacial scattering becomes more diffuse

for high-frequency phonons.

With the frequency-dependent transmission coefficient

obtained from WPD simulations, an estimate of the magni-

tude of thermal boundary resistance, G, can be made using

Eq. (2). The estimated G can be then compared to the results

directly from the EMD or NEMD simulations described in

Secs. II A and II C. It was shown by Deng et al.46 that WPD

and NEMD approaches predict similar values for G at the

Sija-SiO2 interface and the predicted value is also consistent

with the experimental results.

It should be noted that, so far WPD simulations were all

carried out at a temperature of 0 K, and consideration of

intrinsic anharmonic effect in phonon-phonon scattering (such

as phonon scattering at finite temperatures) and phonon-

structure interaction in WPD simulation is still missing.

Nevertheless, one can still gain much knowledge of the domi-

nant phonon-interface interaction process for most of the cases

by analyzing the transmitted/reflected energy distribution,

mode conversion, etc. Diverse interface conditions such as

non-bonding vs. bonded interface,47,48 smooth vs. rough surfa-

ces,49 and interface between crystalline and amorphous struc-

tures49,50 can be fully considered and studied at the atomistic

level. In addition to the transmission coefficient, one can also

visualize the detailed phonon-interface or phonon-boundary

scattering process from the WPD simulation.

2. Approaches based on EMD simulations

So far, the application of WPD simulation is mainly lim-

ited to systems or interfaces where the anharmonic effect is

not strong. However, there are lots of materials or interfaces

having strong intrinsic anharmonicity. To this end, an intuitive

idea is to extract phonon information from direct EMD simu-

lations at finite temperatures. Rigorous calculation of individ-

ual phonon mode contribution to the overall thermal transport

based on EMD simulations has become available, namely, the

spectral energy density (SED)51 or equivalently the time

domain normal mode analysis (TDNMA)52 methods. They

have successfully predicted the phonon behavior in perfect

bulk systems, e.g., mode specific phonon lifetime. By making

some assumptions, they can also be used to deal with compli-

cated systems, such as superlattices53 and alloys,54 where the

entire period or simulation cell is treated as a “super” unit

cell. Despite its success, the SED method is not efficient to

process large inhomogeneous systems, including interfaces.

In an attempt to study complicated systems without

involving a “super” unit cell, Chalopin et al.38 formulated

thermal boundary conductance within the framework of the

linear response theory and presented an approach to retrieve

thermal boundary conductance from EMD simulations with

the model system of the Si/Ge superlattice. The results of

this method also demonstrate that coherency effects are less

important compared with anharmonicity of interfaces. Later,

Chalopin and Volz55 presented a microscopic approach to

predict the frequency vs. wave-vector dependent phonon

transmission across a solid-solid interface. The spectral heat

flux is deduced from the equilibrium displacement fluctua-

tions of the atoms near the interface. They ran a model sys-

tem of Si/Ge slabs in contact within EMD and compared the

thermal boundary conductance with that directly from the

NEMD method. They demonstrate the existence of a local-

ized, non-dispersive, and directional interface mode which

contributes largely to the heat transfer between Si and Ge.

Another way of understanding the interfacial thermal

transport is by analyzing vibrational density of states

(VDOS), i.e., number of vibrational modes per unit volume

and frequency, in the two materials forming the interfaces.

The phonon transport across an interface is strongly influ-

enced by the mismatch in the vibrational properties of the

materials in contact.6 In the DMM, the phonon transmission

coefficient is given by the differences in VDOS [i.e.,

Eq. (4)]. To numerically analyze the vibrational properties,

the VDOS in materials on each side of the interface is usu-

ally quantified via a Fourier transform of the atomic velocity

autocorrelation function (VAF)56

D xð Þ ¼
ð1

0

hv* tð Þv* 0ð Þieixtdt; (11)

where D(x) is the VDOS at frequency x and v is the atomic

velocity. The VAF is normally obtained from EMD simula-

tion of the model system.

A large overlap between the VDOSs in materials on two

sides of the interface implies strong vibrational coupling

and, consequently, a low thermal boundary resistance.

Hence, comparing the overlap between the VDOSs in some

specific frequency regions can help understand the variation

in thermal boundary resistance under different interface con-

ditions. For example, Hu et al.57 have successfully used the

VDOS mismatch to explain the enhanced overall thermal

boundary conductance across the confined AlN layer

between GaN and SiC in terms of the phonon bridging

effect. Figure 7 shows that there is a large VDOS mismatch

between the Si atoms in SiC and the Ga atoms in GaN. The

confined nanoscopic AlN layer serves as a phonon bridge to

connect GaN and SiC surfaces. The VDOS of Al and N

atoms in the low frequency region falls between that for Ga

and Si. Such VDOS match facilitates interfacial thermal

FIG. 6. WPD simulation results of the transmission coefficient at the Sija-

SiO2 interface for TA and LA phonons as a function of phonon frequency.

The dashed lines indicate the transmission coefficients predicted by the

AMM (Ref. 45). Reproduced with permission from Z. Liang and P.

Keblinski, Phys. Rev. B 93, 054205 (2016). Copyright 2016 American

Physics Society.

191101-7 Z. Liang and M. Hu J. Appl. Phys. 123, 191101 (2018)



transport, since low frequency phonons conduct heat more

efficiently. The MD simulation demonstrated that the overall

thermal boundary conductance is significantly enhanced by

adding a very thin AlN layer between GaN and SiC. This

demonstrates that adding a third material of thickness on the

order of nanometer scale could enhance the thermal transport

across the interface, as opposite to the traditional thermal

interface materials (TIMs) which always bring additional

thermal boundary resistance.

3. Approaches based on NEMD simulations

In the framework of NEMD, recently Zhou et al.58 refor-

mulated the MD expression of heat current that was originally

derived by Irving and Kirkwood59 and later extended by Torii

and Ohara et al.,60,61 by expressing the atomic velocity and

displacement using the theory of lattice dynamics. This

method is called the time domain direct decomposition

method (TDDDM), which can be used to predict the phonon

mode specific thermal conductivity.58 Later, Zhou and Hu62

proposed a new computational scheme, called the frequency

domain direct decomposed method (FDDDM), based on time

Fourier transform of atomistic heat current, similar to the

method by S€a€askilahti et al.63 In NEMD, the heat current

spectrum QðxÞ across any virtual or real interface, by which

the atoms in the system can be categorized into two parts

(named “left” and “right”), can be calculated via

Q xð Þ ¼
X
i2left

X
j2right

Re

ðþ1
�1

@Uj

@~rji

����
s

~vi 0ð Þ � @Ui

@~rij

����
s

~vj 0ð Þ
* +"

� eixs r0
i � r0

j

� �
ds

#
; ð12Þ

where U is the potential, ~ri and ~vi are the position and veloc-

ity of atom i belong to the left side of the virtual or real inter-

face, and superscript 0 represents the equilibrium position,

respectively. The angular brackets represent the time average

in NEMD simulations. In this way, the FDDDM can be used

to calculate the frequency-dependent thermal boundary con-

ductance, G(x), in NEMD simulations by

G xð Þ ¼ � 1

Vc

Q xð Þ
DT

; (13)

where Vc is the volume of the control box in a NEMD simu-

lation and DT is the temperature drop at the real or virtual

interface. For example, the FDDDM method has been suc-

cessfully used to study thermal transport across the interface

between LJ Ar and heavy Ar crystals with a mass ratio of

10.64 The G(x) between the perfectly abrupt interface, the

rough interface (regular Ar and heavy Ar alloyed interface),

and the mass graded interface (gradually increase the mass

from regular Ar to heavy Ar) is explicitly calculated using

Eqs. (12) and (13) and the results are shown in Fig. 8. For

low temperature systems, it is widely regarded that the

frequency-dependent phonon transmission coefficient, a(x),

is proportional G(x).63 Therefore, a relatively higher G(x)

implies a higher a(x). Figure 8 indicates that a(x) at the

FIG. 7. Comparison of vibrational density of states between GaNjSiC inter-

face with a 1 unit cell non-epitaxial AlN layer (solid lines) and bare

GaNjSiC surface (dotted lines). The shaded area shows better VDOS match

between confined AlN and neighboring GaN and SiC (Ref. 57). Reproduced

with permission from M. Hu, X. Zhang, D. Poulikakos, and C. P.

Grigoropoulos, Int. J. Heat Mass Transfer 54, 5183 (2011). Copyright 2011

Elsevier Publishing.

FIG. 8. Comparison of frequency-dependent thermal boundary conductance,

G(x), between (a) the perfectly abrupt interface, (b) the rough interface, and

(c) the mass graded interface. The first and last panels in (a) to (c) represent

G(x) in the middle of the left and right leads, respectively. The second to

fifth panel is G(x) at the positions indicated by the black lines in the corre-

sponding structure models. The temperature at the interface is used to obtain

G(x) (Ref. 64). Reproduced with permission from Y. Zhou, X. Zhang, and

M. Hu, Nanoscale 8, 1994 (2016). Copyright 2016 RSC Publishing.
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rough interface is lower than that at the perfectly abrupt

interface, while a(x) at the mass graded interface is substan-

tially higher than that for the abrupt interface.

Based on the FDDDM, recently Zhou and Hu further

developed an explicit theoretical framework by considering

the full third-order force constant field to quantify the two- and

three-phonon scattering at interfaces.65 All possible three-

phonon scattering processes are taken into consideration by

explicitly incorporating the three-body interaction force con-

stants (see schematic Fig. 9). The method is validated by the

benchmark bulk Ar, Ar–heavy Ar, and Si-Ge systems. In prin-

ciple, this method can be further extended to split even higher-

order such as fourth-order phonon scattering.

III. R AT DIFFERENT INTERFACES FROM MD
SIMULATIONS

A. R at a solid-gas interface

The ability to predict R at a solid-gas interface is of

great importance to thermal analysis of a body in a rarefied

gas. A gas is regarded as rarefied if the MFP of gas mole-

cules is not negligible compared to the characteristic dimen-

sion of the body. A rarefied gas is not necessary to be a gas

at very low pressure. For example, the MFP of air molecules

at room temperature and 1 atm is only about 100 nm.66

Though a 100-nm-long MFP seems very short, it is compara-

ble to the dimension of air filled gaps in micro/nanochannels

in the cooling element of microelectronics14,40,67 or MEMS

based devices.68 In this case, the air at 1 atm and near room

temperature can be also considered as a rarefied gas and the

temperature jump or R at the solid-gas interface must be

taken into account in thermal analysis.68,69

Both the EMD and NEMD methods described in Sec. II

have been successfully used to determine R at various solid-

gas interfaces.12,14,40,70 The key physical quantity that affects

R at the solid-gas interface is the thermal accommodation

coefficient (TAC), aT, which quantifies the efficiency of

solid-gas heat exchange as

aT ¼ Tr � Tið Þ= Ts � Tið Þ; (14)

where Ti and Tr are the temperatures of incident and reflected

gas molecules, respectively, and Ts is the solid surface tem-

perature. aT¼ 1 means that there is a complete thermal equil-

ibration of the incident gas stream with the solid upon

reflection. In the temperature jump regime, the kinetic theory

of gases relates TAC to the solid-gas thermal boundary con-

ductance, G, by71

G ¼ fkBNaT= 2� aTð Þ; (15)

where f¼ 4 for a monoatomic gas such as Ar and Ne, and

f¼ 6 for a diatomic gas such as N2 and O2 whose molecules

can be approximated as a classical rigid rotor, and N is the

collision rate per unit area which is a function of pressure, P
and temperature, T, and given by71

N ¼ P=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pmkBT

p
; (16)

where m is the mass of the gas molecule. Based on the rela-

tions given in Eqs. (14) through (16), an alternative MD

method can be developed to determine R at the solid-gas

interface. In this method, one can first calculate the TAC at a

given solid-gas interface using MD simulations and then

using Eqs. (15) and (16) to predict the G or R at the given

solid-gas interface. The simulation results based on the TAC

calculations can be used to verify G’s found by the EMD and

NEMD methods described in Sec. II. Moreover, the MD

study of TAC provides more insights into underlying physics

in heat transfer at solid-gas interfaces.

For example, Fig. 10 depicts a model system consisting

of a solid Au slab in contact with gas Ar at 300 K, 15 bar.

The solid-gas interactions are modeled by a LJ potential12

with a cutoff distance of 11 Å. To determine TAC of gas Ar

on an Au surface using Eq. (14), a constant heat flux of

8 MW/m2 is applied across the solid-gas interface via a heat

source-sink method described in Sec. II A. After the system

reaches a steady state, an imaginary plane is set 11 Å (cutoff

distance) away from the solid surface. The incident (or

reflected) gas molecules pass through the imaginary plane

indicating the start (or finish) of the heat exchange process.

The small distance between the plane and surface ensures

that the collision between the incident (or reflected) gas

molecules and the adjacent gas molecules is rare. The tem-

perature of incident (or reflected) gas Ar molecules is

obtained by dividing the average kinetic energy of the inci-

dent (or reflected) Ar molecules by 2kB.71 The time-averaged

Ti, Tr and Ts obtained from the aforementioned NEMD

FIG. 9. Schematic of four different types of three-phonon scattering pro-

cesses at the interface [(a)–(d)]. The situation in bulk materials (e). The blue

dashed line represents the interface separating two different materials

[(a)–(d)] or an imaginary interface in a bulk material (e) (Ref. 65).

Reproduced with permission from Y. Zhou and M. Hu, Phys. Rev. B 95,

115313 (2017). Copyright 2017 APS Publishing.
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simulations are shown in Fig. 10(b). According to the defini-

tion of TAC in Eq. (14), aT¼ 0.55 6 0.01 which corresponds

to G¼ 0.76 6 0.02 MW/m2 K according to Eq. (15). The

uncertainties are determined from the analysis of eight inde-

pendent simulation runs. From the same NEMD simulation,

one can also find the steady-state temperature profile and the

temperature drop the solid-gas interface as shown in Fig.

10(a). Using Eq. (1), one obtains G¼ 0.79 6 0.04 MW/m2 K

which is consistent with the prediction based on TAC calcula-

tions. These MD simulation results are obtained at a pressure

of 15 bar to get a good statistics and save the computational

time. Equations (15) and (16) indicate that G is proportional

to the collision rate, which is proportional to pressure.

Therefore, the corresponding G at 1 atm and room tempera-

ture is about 0.05 MW/m2 K, which is 3 to 4 orders of magni-

tude smaller than the common solid-solid or solid-liquid

thermal boundary conductance.

Using the similar MD simulations, one can study effects

of various interface parameters such as solid-gas interaction

strength, solid-gas atomic mass ratio, solid elastic stiffness,12

and curvature of the surface72 on TAC. All these parameters

play important roles in solid-gas interfacial heat transfer.

The MD simulations offer a fundamental understanding of

how these individual parameters affect the nature of gas–

solid collisions and thermal conductance at the solid-gas

interfaces. The role of individual parameters is often difficult

to determine in experiments.69 The parametric studies can

help identify the key interfacial parameters that control the

efficiency of solid-gas heat exchange. The MD simulation

results are also useful in developing interfaces with enhanced

heat transfer under various operation conditions. For exam-

ple, the recent parametric studies show that a soft surface

with a better mass matching between gas molecules and sur-

face atoms will result in more efficient heat exchange at the

solid-gas interface.12 Such a surface can be readily achieved

by functionalizing the solid surface with self-assembled

monolayers.12,40

B. R at a solid-liquid interface

Nanoscale solid-liquid systems, such as nanoparticles or

carbon nanotubes (CNT) immersed in a liquid (known as

nanofluids), and liquid flows in nanochannels have a variety

of applications in hyperthermia-based cancer treatment,73,74

efficient cooling of microelectronics and engines,75 and solar

thermal heating.76 The overall thermal behavior in the nano-

scale solid-liquid systems is strongly affected by R at the

solid-liquid interface, which depends on many parameters

such as solid-liquid interaction strength,77,78 surface struc-

ture,79 and pressure.80 MD simulation is a very powerful tool

to investigate heat transfer across solid-liquid interfaces and

has been widely used to calculate R at various solid-liquid

interfaces.15,39,77–83 NEMD determination of R at a planar

solid-liquid interface is straightforward. In the most popular

scheme, a constant heat flux is applied across the planar

interface by a heat source-sink method. After the simulation

system reaches a steady state, one extrapolates the linear fit

to the temperature profiles in the solid and in the liquid to

the interface and finds the temperature drop at the interface.

R is then determined by Eq. (1).

Heat transfer in nanoscale solid-liquid systems often

involves heat exchange between nanoparticles (or carbon

nanotubes) and surrounding liquid. Based on the symmetry

of the model system, the way to apply the heat source and

heat sink should be modified in MD simulation of heat

FIG. 10. (a) A snapshot of half of the simulation cell containing solid Au in

contact with gas Ar, and the steady-state temperature profile (Ref. 12).

Reproduced with permission from Z. Liang and P. Keblinski, Int. J. Heat

Mass Transfer 78, 161 (2014). Copyright 2014 Elsevier. (b) Time-averaged

temperature of incident, reflected gas molecules, and solid surface.

FIG. 11. System schematic depicting the central nanoparticle (nanowire or

carbon nanotube) surrounding fluid, and the location of the heat source and

sink (Ref. 84). Reproduced with permission from K. Sasikumar, Z. Liang,

D. G. Cahill and P. Keblinski, J. Chem. Phys. 140, 234506 (2014).

Copyright 2014 AIP Publishing.
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transfer across the curved solid-liquid interface. As shown in

Fig. 11, in the study of heat transfer between a nanoparticle

(NP) and surrounding liquid, a spherical coordinate system is

preferred. After the system reaches the thermal equilibrium,

a constant heating power can be added to the NP, and the

heat sink can be placed in a spherically symmetric shell cen-

tered with the NP to maintain a relatively low temperature in

the liquid. Assuming one-dimensional heat transfer and con-

stant thermal conductivity in the liquid, the steady-state tem-

perature profile in the liquid is in the form2

T rð Þ ¼ A1 þ B1=r; (17)

where A1 and B1 are constants. Similarly, in the study of heat

transfer between a nanowire (NW) or carbon nanotube (CNT)

and surrounding liquid, a cylindrical coordinate system is pre-

ferred. In this case, the heat source can be applied to the NW

or CNT and the heat sink is placed in a cylindrically symmet-

ric shell centered with the NW or CNT. At the steady state,

the temperature profile in the liquid is in the form2

T rð Þ ¼ A2 þ B2 ln r; (18)

where A2 and B2 are constants. Since thermal resistance at a

solid-liquid interface can be pressure dependent particularly

when the solid-liquid interaction strength is small,80 a baro-

stat should be applied to the system during the NEMD simu-

lation to maintain the system at a desired pressure.

Figure 12 shows an example of NEMD simulation

results on heat transfer across an interface between a 10-Å

radius NP and surrounding argon-like fluid at a pressure of

20 atm.84 In the NEMD simulation, the NP is maintained at a

high temperature and the liquid in the heat sink is maintained

at a temperature lower than the boiling temperature

(�243 K) at 20 atm. It is shown in Fig. 12(a) that the steady-

state temperature profiles in the surrounding liquid show a

good fit to the T(r)¼A1þB1/r [i.e., Eq. (17)] form when the

nanoparticle temperature (TNP) is lower than 1000 K.

Extrapolating the fit function to the interface, an evident tem-

perature drop at the interface is found, which manifests a

finite R at the solid-liquid interface.

At low nanoparticle temperatures (TNP< 1000 K),

Fig. 12(b) shows that the R is essentially a constant around

0.014 m2 K/MW (G� 71 MW/m2 K) which is similar to the

typical value of R at a hydrophilic solid-liquid interface found

in experiments.85 At high NP temperatures (TNP> 1000 K), a

significant departure from the fit (T(r)¼A1þB1/r) is seen

near the solid-liquid interface. The very high temperature gra-

dient near the interface is attributed to the existence of the

low-density fluid layer near the NP surface at TNP> 1000 K

[see Fig. 12(c)]. Such high temperature gradients are not

unrealistic. They are achievable in experiments of high-

power laser heating of NPs immersed in liquids.86,87 As fluid

density is significantly reduced at high temperatures, the fluid

near the NP surface is more gas-like. The R at the solid-gas

interface is proportional to the frequency of collision between

gas molecules and the solid surface (see Sec. III A). For low-

density fluid near the NP surface, the MD simulation results

show that the collision rate decreases with the increasing NP

temperature. As a result, it is shown in Fig. 12(b) that R at the

solid-liquid interface increases with increasing TNP when TNP

is higher than 1000 K. It is interesting to see from Fig. 12 that

no explosive vaporization occurs even when the temperature

of liquid near the hot NP is greater than the spinodal tempera-

ture (�310 K) of the model fluid at 20 atm. The stability of

such superheated liquid is attributed to the Laplace pressure

originating from the density gradient near the NP surface.84 It

is the Laplace pressure that increases the local pressure near

the NP and blocks vaporization of superheated liquid around

the NP.

C. R at the solid-solid interface including R at interfa-
ces with a nanoscopic confined layer

As power density exponentially goes up, efficient heat

dissipation is one of the crucial challenges that limits the

development of disruptive microelectronic device

FIG. 12. (a) The steady-state temperature profiles around a 10-Å radius solid

particle for different particle temperatures. The dashed lines correspond to a

fit based on T(r)¼A1þB1/r [i.e., Eq. (17)]. (b) R at the interface between

the NP and the surrounding argon-like fluid as a function of NP temperature.

The dotted line is used to guide the eye. (c) The steady-state density profiles

in the surrounding fluid. The dashed lines are used to guide the eye (Ref.

84). Reproduced with permission from K. Sasikumar, Z. Liang, D. G. Cahill

and P. Keblinski, J. Chem. Phys. 140, 234506 (2014). Copyright 2014 AIP

Publishing.
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technologies. From a thermal transport point of view, the

heat has to go through several technologically necessary

layers at the transistor level and then go through several

layers in external packaging. This motivated us to manage

the heat transfer across solid-solid interfaces. Detailed analy-

sis shows that 50% of total thermal resistance comes from

interfaces, making interfacial thermal transport the dominant

factor in the performance of electronic cooling.

In the initial studies of interfacial thermal transport, only

two materials in contact were considered, and the heat travels

from one material to the other [see the schematic in Fig. 13(a)].

In this case, the overall thermal boundary resistance is simply

the resistance at the interface between two materials. In this

line, people have developed tremendous methods to enhance

the heat conduction across single interfaces. The major

efforts were dedicated to tailoring the surface/interface condi-

tions, such as chemical functionalization using small

molecules (e.g., self-assembled monolayer interfaces),88

introducing strong chemical covalent bonding at interfaces,50

nanostructuring the surfaces,89 and by pressure.19

Now let us incorporate a third material between two

slabs of materials. We call it the thermal interface material

(TIM) [see schematic Fig. 13(b)]. In this case, the overall

thermal boundary resistance is the sum of two interfacial

resistances plus the resistance of the TIM. Usually in this

case, the overall thermal resistance will increase, due to the

finite thermal conductivity of the TIM and the additional

interfacial resistance. This is especially true at the continuum

scale. However, at the nanoscale, as the thickness of the con-

fined TIM becomes smaller and smaller, nanoconfinement

can strongly affect the thermal conductivity of the TIM and

also strongly affect the nearby interfacial resistance.

Therefore, it is possible to reduce the overall thermal bound-

ary resistance as compared with the two material cases.

Here, the idea of nanoconfinement is first applied to heat

transfer across the solid-solid interface by confining a thin

liquid layer.90 The MD model system consists of two neigh-

boring hydrophilic quartz slabs confining a water layer.

Surprisingly, a significant increase and a non-intuitive, non-

monotonic dependence of the overall thermal boundary con-

ductance between the quartz surfaces on the water layer

thickness were observed. The mechanism of the thermal con-

ductance peak occurring at the sub-monolayer water stems

from the freezing of water molecules at extremely confined

conditions and the excellent match of vibrational states

between trapped water and hydrophilic headgroups on the

two contact surfaces. These results pave the way for incorpo-

rating polar molecules into hydrophilic interfaces as a very

promising route to enhance the thermal transport through

thermally smooth connection of neighboring interfaces.

The second example we take is the SiCjGaN inter-

face.57,91 As we all know, the GaN high electron mobility

transistor is very attractive for high power amplifiers. The

near-junction heat flux involved could be as large as several

kW/mm2, which is at least three orders of magnitude higher

than that in typical supercomputers. Thus, efficient near-

junction heat dissipation is crucial to the reliability of GaN

devices. By incorporating a nanoscopic AlN layer between

SiC and GaN, the MD simulation57 demonstrated that the

overall thermal conductance is generally 45%–55% higher

than that for the bare interface, especially for a subnanometer

AlN layer. There are two mechanisms responsible for this.

First, the strong nanoconfinement effect results in very high

thermal conductivity of the AlN layer with the decrease of

thickness. Second, as we discussed in Sec. II D 2 the confined

AlN serves as a phonon bridge to connect GaN and SiC sur-

faces. Putting the two mechanisms together, we can under-

stand why the overall thermal conductance increases with

the thickness of the AlN layer decreasing.

Another example of the interfacial nanoconfinement

effect is the mass graded interface (see Fig. 8). It was found

from MD simulations64 that by using the mass graded inter-

face to connect two materials, the overall thermal boundary

resistance is reduced by 6 folders, as compared with the per-

fectly abrupt interface. The mass graded interface is also

much better than the alloyed interface in terms of improving

interfacial thermal transport. The mechanism mainly comes

from the two different regimes of interfacial heat transfer

across the rough interface, which originates from the compe-

tition between phonon scattering and the interface thickness.

When the thickness is large enough, there is enough space

for high-frequency phonons to scatter, which results in a

greater thermal boundary resistance. When the thickness is

reduced to the nanoscale, there is not enough space for pho-

non scattering and thus, the thermal boundary resistance

FIG. 13. Schematic of interfacial thermal transport across (a) a single inter-

face and (b) confined interfaces (the material confined between two bulk

slabs is called thermal interface material).
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decreases. In addition, the mass graded interface can achieve

a high transmission coefficient of both LA and TA phonon

modes over a large frequency range. A similar phenomenon

was also reported in a single solid layer confined between

two solid slabs.28 The MD simulation of a more realistic

Ge70-Ge76 interface shows that the overall thermal boundary

conductance for the mass graded interface is about two times

of that for the abrupt interface.64 The mass or composition

graded interface in semiconductor components can be fabri-

cated in experiment by chemical vapor deposition

(CVD).92,93

IV. OTHER MD METHODS

Before closing, we would also like to discuss some other

MD methods that emerge in recent years. First, recently the

approach-to-equilibrium molecular dynamics (AEMD)94–97

was proposed to calculate the lattice thermal conductivity

and thermal boundary resistance during the transient regime

of approach to equilibrium from an initial condition of the

non-uniform temperature profile. In the AEMD determina-

tion of thermal boundary resistance, R, the two materials in

contact are first equilibrated at two different temperatures

with a temperature difference of DT. Then, an NVE (the

number of particles, volume and total energy of the system

are conserved) simulation is carried out to let the bi-material

system attain the thermal equilibrium. During the AEMD

simulation, one can record the instantaneous average temper-

ature in each of the materials, and the decay of the tempera-

ture difference, DT, as a function of time, t. Such a

procedure is analogous to the experimental laser-flash

method98 in which a highly localized temperature transient is

created by short-pulsed laser irradiation.

In the single-exponential limit,95,97 DT / exp(�t/s), the

total thermal resistance, Rtot, of the bi-material system is

obtained as95

Rtot ¼
A

CV

ð1
0

DT tð Þ
DT 0ð Þ dt ¼ As

CV
; (19)

where A is the cross section area, and CV is the heat capacity

of the model system. If a model structure contains material 1

with the length of L1 in contact with material 2 with the

length of L2, and the PBCs are applied in the heat flow direc-

tion, Rtot is the sum of thermal resistances in the two materi-

als and that at the interface

Rtot ¼
L1

k1

þ 2Rþ L2

k2

; (20)

where k1 and k2 are the thermal conductivity of material 1

and material 2, respectively. In Eq. (20), the thermal bound-

ary resistance, R, doubled because of the PBCs. k1 and k2 in

Eq. (20) can be found by separate AEMD simulations in a

pure system containing only material 1 or material 2.97

Using the aforementioned AEMD method, Lampin et al.95

studied the R at c-Sija-SiO2 interfaces. Figure 14 shows that

the time-decay of the DT for the c-Sija-SiO2 interfaces fol-

lows a single decaying exponential when the system

approaches thermal equilibrium. With the exponential decay

time, s, extracted from DT vs. t, one can determine Rtot using

Eq. (19), and eventually find the value of R using Eq. (20).

Using the AEMD method, Lampin et al. obtained R¼ 0.4 m2

K/GW, which is comparable to the value found in experi-

ment.99 A similar AEMD method is also applied to study R
at other interfaces such as Si/Ge interfaces.94

The physical basics, the robustness, and the accuracy of

the AEMD method have been demonstrated to be indepen-

dent of the arbitrary simulation parameters. The most signifi-

cant feature of this method is that it is computationally

economic, making investigation of large systems or long

time scales (that is well beyond the classical MD) possible.

However, since AEMD is based on the transient process

which is different from steady state NEMD and pure EMD,

how to extract phonon mode information from AEMD such

as relaxation time, phonon mode contribution is still unavail-

able. This needs further development in the near future.

Second, first-principles MD (FPMD) would play a more

important role than ever before, as computing capacity is

boosted. In FPMD, the interatomic potential is obtained from

first principles by using a quantum mechanics method, such

as density functional theory.100 The significant advantage of

FPMD is that it does not rely on the explicit interatomic

potential, which is not available for many complex systems.

Currently, both first-principles equilibrium molecular

dynamics (FPEMD) and first-principles nonequilibrium

molecular dynamics (FPNEMD) have been used to calculate

the lattice thermal conductivity of complex systems such as

perovskite solar cells,101,102 where empirical interatomic

potential is not easy to figure out. Since FPMD is in principle

the same as classical MD, almost all the aforementioned

postprocessing approaches such as SED, TDNMA, and

FDDDM can be straightforwardly translated to FPMD.

FPMD can be also coupled with the aforementioned AEMD

to study thermal transport in nanomaterials.103 While FPMD

has no limitation in choosing the systems, i.e., no matter

FIG. 14. Semi-log plot of the temperature difference DT vs. time, from NVE

MD with the AEMD method, after initial equilibration at 600 K (cSi) and

400 K (aSiO2). Cross section 19.4 nm2; constant crystal block length,

LC¼ 150 nm; variable aSiO2 block length, La¼ 5, 10, 15, and 36 nm. The

single-exponential decay times extracted by linear fit (red lines) are: s¼ 18

ps for La¼ 5 nm; 42 ps for 10 nm; 71 ps for 15 nm; and 245 ps for 36 nm

(Ref. 95). Reproduced with permission from E. Lampin, Q.-H. Nguyen, P.

A. Francioso, and F. Cleri, Appl. Phys. Lett. 100, 131906 (2012). Copyright

2012 AIP Publishing.
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what elements and structures are involved, the biggest draw-

back of FPMD is its prohibitive computational cost. This

implies that FPMD is limited to small systems (up to �1000

atoms) and short times (up to several hundreds of ps). Due to

this limit, FPMD was only applied to a system containing a

few hundred atoms to calculate the thermal conductivity of

materials.101–104 The determination of R at material interfa-

ces usually requires a simulation cell containing 104–105

atoms. As a result of the high computational cost, FPMD has

not been applied to determine R at material interfaces so far.

With the fast growth in computing power, we expect that

FPMD will be used to study thermal transport across mate-

rial interfaces in the future.

V. SUMMARY

The MD simulation is a very powerful tool for studying

heat transfer across material interfaces. Both EMD and

NEMD methods can be used to determine the magnitude of

thermal resistance at various material interfaces. If the finite

size effects are treated properly, the thermal boundary resis-

tance, R, predicted from the EMD method should be consis-

tent with that from the NEMD method. Nevertheless, the

correct determination of R from the EMD method is gener-

ally more challenging than that from the NEMD method as

extra caution must be exercised on effects associated with

finite heat capacity of the simulation domain and the defini-

tion of the location of the interface in the EMD determina-

tion of R at a rough interface or an interface with an

adsorbed layer. At solid-gas interfaces, the kinetic theory of

gases relates R to the TAC of gas molecules on a solid sur-

face. The TAC quantifies the solid-gas heat exchange effi-

ciency and can be readily obtained from MD simulations.

The simulation results showed that the thermal resistances at

solid-gas interfaces predicted from EMD and NEMD simula-

tions are consistent with that from the kinetic gas theory. At

solid-liquid interfaces, the MD simulation can be used to

study effects of a variety of interfacial parameters such as

solid-liquid interaction strength, pressure, and surface struc-

ture on R. The MD study of high heat flux across a curved

solid-liquid interface is related to the experiment of high-

power laser heating of NPs immersed in liquids. The thermal

resistance at a solid-liquid interface is also strongly affected

by the curvature of the interface and temperature of the solid

as vaporization could occur in liquid near a very hot surface.

An important issue in MD determination of thermal resis-

tance at solid-solid interfaces is that the finite size effects

must be treated properly. To determine thermal resistance at

an isolated solid-solid interface, the simulation cell size must

be large enough to remove the artificial size effect in the MD

model. MD simulation results showed that introduction of

very rough external boundaries to the model structure can

significantly suppress the size effects and reduce the compu-

tational cost for obtaining a size-converged R. Lack

of proper account for the size effects could lead to incorrect

predictions about the role of different interface parameters

in R.

The MD simulation is also very useful in analyzing and

understanding interfacial phonon transport phenomena. The

detailed information on how individual phonons interact

with the interface such as the frequency-dependent phonon

transmission coefficient can be obtained from the WPD sim-

ulation. One drawback of the WPD simulation is that the

simulation was all conducted at a temperature of 0 K so far.

More effort can be put into extending the current WPD

model to study phonon-interface interactions at finite tem-

peratures in the future. If the interfacial phonon scattering is

mainly diffuse, the phonon transmission coefficient can be

qualitatively determined by comparing the VDOSs in materi-

als on two sides of the interface. A large overlap between the

two VDOSs indicates a higher transmission coefficient and a

lower thermal resistance at the interface. Hence, the VDOS,

which is usually obtained from EMD simulations, can be

used to understand the enhanced or reduced interfacial ther-

mal transport under different interface conditions. While the

thermal boundary conductance determined from the conven-

tional EMD and NEMD methods includes contributions

from all phonon frequencies and modes, the frequency-

dependent thermal boundary conductance, G(x), can be

obtained from the FDDDM. G(x) can help identify the mode

and frequency of phonons that make main contribution to the

interfacial thermal transport.

The MD simulation only accounts for interfacial thermal

transport by phonons. At metal/nonmetal interfaces, how-

ever, electron-phonon coupling at the interface could also

affect the thermal boundary resistance.105,106 The MD model

alone cannot handle the electronic contribution to the interfa-

cial thermal transport. In this case, one needs to combine the

MD model with other approaches such as the two-

temperature model105–107 to include the electron-phonon

coupling effect in interfacial thermal transport.
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