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ABSTRACT 

Monitoring and troubleshooting networks to improve their performance and 

reliability is a complicated task, not only because it requires the checking of every single 

network device but also because it involves understanding the connections between those 

devices. To address that complexity, techniques are presented herein that support a 

Stratified Investigation of Low-Performing Network Architecture (SINA) system. Such a 

system is a framework that identifies any low-performing network architecture areas and 

makes improvements on a subnetwork level. Such a system may automatically identify 

low-performing areas of a customer’s network based on information about similar 

networks and expert knowledge with solutions. Such a system may employ a graph neural 

network (GNN) to identify areas of a customer’s network that need improvement based on 

a calculated performance score while considering the interaction between devices and the 

topology of networks. Further, such a system may leverage network performance metrics 

from many customers to create a performance benchmark and then evaluate where a 

customer’s network’s performance lies within that benchmark. Still further, such a system 

may employ a transformer-based natural language processing (NLP) model (that 

understands key semantic knowledge from documents, device configurations, and logs) to 

help generate solutions to network issues. Finally, based on high-performing customers 

relative to the benchmark and documents with best practices for configuring networks, a 

SINA system may provide solutions to a customer’s network that will help optimize 

network performance. 

 

DETAILED DESCRIPTION 
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Monitoring and troubleshooting networks to improve their performance and 

reliability is a complicated task, not only because it requires the checking of every single 

network device but also because it involves understanding the connections between those 

devices. 

If there are issues within a network, a network engineer will need to start with an 

individual device to troubleshoot the problem. Due to the network's particularity, network 

engineers also need to check the other devices that are connected to the individual device 

in order to determine the root cause of the issue. Sometimes, it is even necessary to check 

the devices with multi-hop connections. A network engineer may check each device’s 

configuration and seek related references and documents, which may be a very tedious task. 

In complicated network issue-solving scenarios, it may take longer to find the root cause 

and solution if a network engineer is inexperienced.  

Moreover, even if a network engineer is initially performing their job and concludes 

that there are no performance issues, asymptomatic or undetected problems could worsen 

in the future. Therefore, the benchmark of the monitored indicators also needs to be 

updated with future changes (such as, for example, network usage, similar customers, etc.).  

Network performance may be calculated and aggregated based on a single device 

in most existing network monitoring systems. It is quite time consuming to locate an issue 

starting from a single device in a network environment. Additionally, it may be costly to 

train inexperienced engineers to familiarize them with entire identify-locate-solve 

procedures. Similarly, with insufficient information and data it is challenging to 

dynamically monitor the standard value of different performance metrics. An extensive 

knowledge base and documentation review are required to determine the solution. 

Considering the above-described issues, there is a great need for a system that can 

intelligently identify potential low-performing sub-networks (i.e., not only a single device) 

and provide optimal solutions by leveraging the knowledge from expert guidance and other 

existing high-performance network architectures. Such a system may satisfy a number of 

constraints, including: 

 Can the system automatically generate a performance benchmark for network 

performance metrics based on similar customers and best practices? Would 

such a performance benchmark automatically adjust to future changes?  
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 Based on a customer’s configuration and performance, can the system identify 

low-performing subnetworks based on automatically generated performance 

benchmarks? 

 Using the knowledge of similar high-performing customers along with 

documents, logs, and device configurations with best practices, can the system 

provide solutions to the underperforming areas of a customer’s network? 

To address the challenges that were described above, techniques are presented 

herein that support a Stratified Investigation of Low-Performing Network Architecture 

(SINA) system. Such a system may automatically identify low-performing areas of a 

customer’s network based on information about similar networks and expert knowledge 

with solutions. Such a system may employ a graph neural network (GNN) to identify areas 

of a customer’s network that need improvement based on a calculated performance score 

while considering the interaction between devices and the topology of networks. Further, 

such a system may leverage network performance metrics from many customers to create 

a performance benchmark and then evaluate where a customer’s network’s performance 

lies within that benchmark. Still further, such a system may employ a transformer-based 

natural language processing (NLP) model (that understands key semantic knowledge from 

documents, device configurations, and logs) to help generate solutions to network issues. 

Finally, based on high-performing customers relative to the benchmark and documents 

with best practices for configuring networks, a SINA system may provide solutions to a 

customer’s network that will help optimize network performance. 

Figure 1, below, presents elements of a high-level SINA system architecture 

according to the techniques presented herein and reflective of the above discussion. 
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 4 6847 

 

Figure 1: High-Level Overview of SINA System Architecture 

 

As depicted in the high-level overview of a SINA system architecture that is 

presented in Figure 1, above, the input to the instant model may be the network architecture 

and the performance metrics of a target customer’s, and other customers’, networks that 

are available in the system.  

Then, since no prior work has been done to identify and remediate troublesome 

subnetworks, a Network Analysis Model may break down the network architectures into 

subnetworks and conduct performance benchmark comparisons between a customer’s 

network and other networks to identify low-performing subnetworks. Creating a 

performance benchmark and then employing the same to help customers know their 

relative performance is a unique solution and provides an additional perspective to solve 

any network performance issues that may arise.  

For example, consider a group of devices and connections that are underperforming 

relative to the above-described benchmark. Under such a scenario, a Network Improvement 

Model may identify ways in which a customer’s network architecture may be improved 

using similar, high-performing subnetworks and best practices for configuring networks 

from a Semantic Analysis Model. Within such a Semantic Analysis Model, reinforcement 
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learning may be incorporated to iteratively make improvements to the customer’s network 

using the best practices.  

The output of a SINA system (as described above and as illustrated in Figure 1, 

above) may inform a customer of areas within their network architecture that need to be 

improved along with suggestions for improved network architectures. The output of the 

Network Improvement Model may also indicate how much better the performance may be 

relative to the customer’s peers if the customer incorporates changes to the network 

architecture.  

As described and illustrated above, according to the techniques presented herein a 

SINA system may incorporate a Network Analysis Model which may encompass network 

embedding and peer benchmarking. Such network embedding may encompass the use of  

GNNs, as depicted in Figure 2, below. 

 

 

Figure 2: GNN Embedding Steps of Network Analysis Model 

 

The first portion of a Network Analysis Model is depicted in Figure 2, above, 

encompasses the embedding of a network architecture and its performance metrics into a 

graph structure so that the network may be easily analyzed with deep learning models. The 

model's input may consist of a network architecture and performance metrics of a target 
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customer and all other available customers. Some of the performance metrics that may be 

considered in the model include packet loss, bandwidth usage, latency, and jitter. 

Preprocessing may take place where the network architecture of all of the other customers 

may be embedded into a GNN where in such a graph each device represents a “node” and 

each connection represents an “edge.” Each node and edge may contain vectors 

representing the performance metrics, and the GNN may learn the network's topology 

through the information in each node. For each node in the graph, the GNN may gather 

information from the vectors in the neighboring nodes and aggregate the information using 

an aggregation function. The aggregated information may then be passed into an update 

function and then the above-described process may be repeated throughout the whole graph 

so that the GNN may learn about the topology of the network.  

The preprocessing for the model will be complete once all of the other customers’ 

network architectures have been embedded. Next, a target customer’s network may be 

embedded through the same process and a graph may be obtained with the topology and 

performance metrics embedded. A comparison between the given customer and the other 

customers may be conducted to find similar customers, considering features such as the 

size and structure of the graph. 

Once the above-described process has been completed, the next part of the model 

may (as depicted in Figure 3, below) identify suboptimal subnetworks within the whole 

network architecture through peer benchmarking and neural networks. 
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Figure 3: Performance Benchmarking Steps within Network Analysis Model 

 

Figure 3, above, depicts the process of breaking down a customer’s network into 

subnetworks to see how each subnetwork performs relative to similar customers.  

A first step encompasses taking the customer’s network and breaking it down so 

that the model may conduct a deep dive into each part of the network and determine which 

areas are underperforming relative to their peers. For each node, a k-nearest neighbor graph 

(k-NNG) subnetwork may be constructed and embedded using a process that is similar to 

what was described above in connection with a GNN. After that, embedded subnetworks 

may be iteratively fed into a neural network that analyzes each metric within the embedded 

nodes. The neural network may calculate and output an overall performance score for each 

of the subnetworks.  

Simultaneously, the model may identify similar subnetworks from other customers 

for each of the decomposed customer subnetworks. An objective is to use similar 

subnetworks from other customers to calculate performance scores and determine a 

performance benchmark. The subnetworks may be fed into the same neural network that 

analyzes the embedded subgraphs and outputs the overall performance scores. Once all of 

the performance scores have been obtained for each subnetwork from the neural network, 
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the scores may be used to calculate an average, which may be considered to be the 

performance benchmark across similar subnetworks.  

Now that a performance benchmark has been determined, the performance score 

that was obtained earlier for each of a customer’s subnetworks may be compared to the 

corresponding benchmark. If the performance score for a subnetwork is below the 

benchmark score, then the subnetwork may be retained for further optimization later in the 

pipeline. Along with keeping the low-performing subnetwork, the subnetworks with the 

highest performance scores from the customer’s peers may be saved to help improve the 

low-performing network architecture.  

It is important to note that the Network Analysis Model is an innovation. Previous 

work has employed other machine learning methods (such as support vector machines and 

decision trees) to identify low-performing devices within a network. In contrast, the 

Network Analysis Model employs GNNs, neural networks, and benchmarking to 

determine improvements for low-performing subnetworks. Similarly, previous work has 

analyzed the performance of a network by going through each device separately. In contrast, 

the techniques presented herein go through subnetworks as a whole and strive to identify 

troublesome areas of the network, which is a much more efficient process if there are 

multiple issues within connected devices.  

As described and illustrated above, according to the techniques presented herein a 

SINA system may incorporate a Network Improvement Model, elements of which are 

depicted in Figure 4, below. 
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Figure 4: Overview of Network Improvement Model 

 

Figure 4, above, presents an overview of a SINA Network Improvement Model. 

The input to such a model may be any low-performing subnetworks within a current 

customer’s architecture that were identified through the process that was described above. 

Another main input to the model is similar, high-performing subnetworks that are to be 

paired with the customer’s low-performing subnetwork. The model may substitute the 

high-performing subnetwork and its configurations in place of the low-performing 

subnetwork. After that, the adjusted network architecture may be submitted to a Semantic 

Analysis Model which may conduct another round of improvements to the customer’s 

network architecture.  

As described and illustrated above, according to the techniques presented herein a 

SINA system may incorporate a Semantic Analysis Model, elements of which are depicted 

in Figure 5, below. 
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Figure 5: Framework of Semantic Analysis Model 

 

The framework for a Semantic Analysis Model is depicted in Figure 5, above. The 

purpose of the model is to use the best practices within documents, logs, and device 

configurations to improve a customer’s network architecture.  

First, the model may accept information from the documents, logs, and device 

configurations using transformer-based NLP models such as a Bidirectional Encoder 

Representations from Transformers (BERT). The purpose of such an NLP model is to 

encode text so that it may be readable by the model in the later steps of the process. After 

that, the model may begin to extract information that would be helpful to make 

improvements to the network architecture (and which may be defined as hints).  

An example of a hint regarding the specifications of latency may be that switching 

and routing devices typically have low latency (e.g., less than 1 millisecond under normal 

conditions (assuming there are no resource constraints)), whereas devices that utilize 

digital signal processors (DSPs) to perform signal processing operations (e.g., to perform 

analog-to-digital (A2D) and/or digital-to-analog (D2A) conversions/compressions, etc.) 

can take up to 20 milliseconds to perform such operations. In the above example, the model 

may understand best practices for latency in devices and configurations and then compare 

it to the setup of the customer’s network architecture.  

After extracting all of the hints, the hints may be ranked based on importance, 

where importance may be defined as how frequently a hint appears throughout all of the 

inputted text. After all of the hints are ranked, the hints may undergo a translation process 
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where the model may convert the text to actionable items that can be used to tweak the 

network architecture. A hint may then be implemented into the network, and the network 

architecture may then be evaluated. 

At this step, the model may incorporate positive reinforcement learning, a machine 

learning method based on an agent taking actions to maximize a cumulative reward (as 

shown in Figure 6, below).  

 

Figure 6: Workflow of Reinforcement Learning Process 

 

As depicted in Figure 6, above, the described technique will reward desired 

behaviors while punishing undesired behaviors. 

In the instant case, the action is implementing hints that are derived from the 

inputted text to the network architecture and then seeing if there are resulting performance 

improvements. The agent is the machine that is measuring the network’s performance and 

optimizing the reward, the reward is an improvement to the performance score after 

evaluation, and the punishment is a decrease in network performance. Ultimately, after 

iterating through all of the hints, the goal is to maximize the performance for a given 

network architecture.  

After the network architecture is optimized with the best practices, it may be 

outputted from the Semantic Analysis Model along with a list of changes that have been 

made to the old network architecture. Each change that is listed may include excerpts from 

the best practices thus providing a better illustration to the customer of why the change was 

implemented in the network. 
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It is important to note that the Semantic Analysis Model, as described and 

illustrated above, is the first artifact to systematically use various best practice knowledge 

sources and extract useful information to make improvements to a network. Currently, 

network engineers need to refer to knowledge sources and make decisions manually for the 

network. In contrast, the techniques presented herein employ reinforcement learning to 

automatically apply learned knowledge to a network and see if performance is improved 

in a specific customer’s use case. Additionally, currently controllers may automatically 

identify and remediate issues for devices, but they need to be updated periodically as best 

practices change. According to the techniques presented herein, a Semantic Analysis 

Model removes this step as it will always be looking at the current best practices.  

The outputs of a Semantic Analysis Model may be used in the final steps of the 

Network Improvement Model. The Network Improvement Model may undergo an iterative 

process and repeat the above-described steps for the top ten highest performing 

subnetworks, and multiple network architectures may be outputted. For analyzing the best 

network architecture, each of the improved network architectures may be inputted into a 

neural network that determines a performance score such as the value in the Network 

Analysis Model as described above. The performance scores may be sorted, and the top-

performing network architecture may be outputted from the Network Improvement Model.  

Other outputs may include the performance score of an old architecture, the 

performance score of a proposed architecture, the calculated benchmark, and a list of 

changes and reasons that have been incorporated between the old and new networks from 

the Semantic Analysis Model. Such outputs may help a customer realize how much of a 

performance improvement they will receive if the suggested network architecture is 

implemented. Additionally, the list of changes and reasons for the adjustments will help a 

customer understand the new network architecture so that they can decide on incorporating 

the suggestions.  

A SINA system, according to the techniques presented herein and as described and 

illustrated above, may be employed in a number of different use cases. 

A first use case encompasses network symptoms within common business tasks. 

For example, devices within a branch of Company A may be experiencing momentary 

freezes within applications. Sometimes, during virtual meetings with other colleagues, 

13

Defensive Publications Series, Art. 5749 [2023]

https://www.tdcommons.org/dpubs_series/5749



 13 6847 

employees may have part of their conversations cut out and they would need to repeat 

themselves, which is disturbing for some employees. Under further investigation using the 

SINA system, it may be determined that one whole building’s network has been 

troublesome which might be causing the issues. To remediate this problem, the SINA 

system may suggest a better network architecture to the network engineer to implement to 

fix the momentary freezes.  

A second use case encompasses a network architecture mismatch with company 

growth. For example, Company B may be growing rapidly and consistently adding new 

devices to match such an expansion. However, the network engineers never took the time 

to expand their network architecture. Luckily, no one in the company has experienced 

issues with the network but problems will arise in the future if the network is not upgraded. 

The SINA system may be able to remediate this by identifying that the network architecture 

is performing worse than the average company at its size. The SINA system may suggest 

a network architecture that the network engineers at Company B can implement that will 

be better for their expanding company. 

In summary, techniques are presented herein that support a SINA system. Such a 

system is a framework that identifies any low-performing network architecture areas and 

makes improvements on a subnetwork level. Such a system may automatically identify 

low-performing areas of a customer’s network based on information about similar 

networks and expert knowledge with solutions. Such a system may employ a GNN to 

identify areas of a customer’s network that need improvement based on a calculated 

performance score while considering the interaction between devices and the topology of 

networks. Further, such a system may leverage network performance metrics from many 

customers to create a performance benchmark and then evaluate where a customer’s 

network’s performance lies within that benchmark. Still further, such a system may employ 

a transformer-based NLP model (that understands key semantic knowledge from 

documents, device configurations, and logs) to help generate solutions to network issues. 

Finally, based on high-performing customers relative to the benchmark and documents 

with best practices for configuring networks, a SINA system may provide solutions to a 

customer’s network that will help optimize network performance. 
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