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Abstract. Recommender Systems have become omnipresent in our ev-
eryday life, helping us making decisions and navigating in the digital
world full of information. However, only recently researchers have started
discovering undesired and harmful effects of automated recommendation
and began questioning how fair and ethical these systems are, while in-
fluencing our day-to-day decision making, shaping our online behaviour
and tastes. In the latest research works, various biases and phenomena
like filter bubbles and echo chambers have been uncovered among the
resulting effects of recommender systems and rigorous work has started
on solving these issues. In this narrative survey, we investigate the emer-
gence and progression of research on one of the potential types of biases
in recommender systems, i.e. Popularity Bias. Many recommender al-
gorithms have been shown to favor already popular items, hence giving
them even more exposure, which can harm fairness and diversity on the
platforms using such systems. Such a problem becomes even more com-
plicated if the object of recommendation is not just products and content,
but people, their work and services. This survey describes the progress
in this field of study, highlighting the advancements and identifying the
gaps in the research, where additional effort and attention is necessary to
minimize the harmful effect and make sure that such systems are build
in a fair and ethical way.
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1 Introduction

Within the past decade, it has been discovered that Recommender Systems (RS)
can have not only a positive impact on our everyday life, but might also influence
us with certain undesired effects [21,34,46]. Previous research has been mostly
concentrated on the improvements of RS accuracy and efficiency in an attempt
to make the recommendations as precise as possible. However, with the grow-
ing interest in the ethics and fairness issues in Artificial Intelligence (AI), the
scope of research on RSs has broadened as well. Questions about fairness and
privacy in the context of RSs have been getting more attention recently, leading
researchers to uncovering various types of biases [17] and other related phenom-
ena such as Filter Bubbles [7,21], Echo Chambers, persuasion and manipulation.
Perhaps one of the most researched types of bias within RS is Popularity Bias
[2,22], which could cause the so-called “Matthew effect”, i.e., “the rich are getting
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Fig. 1. The “Long Tail” of recommendation - user interactions with each item are plot-
ted to demonstrate that a small share of items being extremely popular and interacted
with by an immense number of users, while the rest majority remains unexposed. This
effect is observed in different domains as well - i.e. music [31] or movie recommendation
[2].

richer”, when only already popular recommendations receive most of the expo-
sure.
This work is aiming at understanding the current state of the popularity bias
issue in RS by reviewing some of the recent scientific works on the topic. We
examine the definitions and terminologies used in this field, drawing compar-
isons in different domains, as well as investigating the available techniques for
mitigation of popularity bias and quantifying metrics. This survey is expected
to aid in recognizing the achievements and the missing parts of current research,
which can help in defining future work and directions.

2 Preliminaries

Generally recommendation approaches can be categorized into three groups:
Collaborative Filtering (CF) methods [42,19] that utilize historical data of user

Fig. 2. Feedback loop in RS [17]. The graphic demonstrates the stages of recommen-
dation process, where bias can enter the system or become reinforced.
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content consumption to make recommendation based on the implicit or explicit
interactions between users and items; Content-Based Filtering (CBF) methods
[38] working with item features and contents to define similarity between them,
as well as modeling user profiles with traits; and finally, a hybrid approach, uti-
lizing the working principles of both of the above mentioned techniques. CF
methods seem to be used most frequently in the literature and most of the re-
search concentrates on these algorithms [28]. The core of a RS is most commonly
an algorithmic model trained on pre-existing data. Such a model serves the user
with recommendations, and receives explicit (ratings) or implicit (interactions)
feedback from them. This new data is used afterwards to update and re-train
the model, and the cycle goes on. This is the so-called “feedback loop” (Fig. 2 left
side). It has been previously shown that bias can enter the system at any stage
of this loop [17], and even get amplified and propagated by the recommender
algorithm [32] (Fig. 2 right side).
CF algorithms are well known for amplifying the popularity of the already well-
known items (i.e.“short head”), over-representing them in recommendation lists,
while the majority of the less popular (i.e. “long tail”) items barely receive any
exposure through recommendation and remain undiscovered and unknown to the
users [28,2,17,22]. The popularity distribution among the items is approaching
closely the power law, when the number of interactions or ratings for the most
popular items is growing exponentially compared to the less popular ones.
The general aim of RSs is to recommend items from a catalogue that the user
might like. Fairness in the scope of RSs has been described in [20] as consistent
accuracy across different groups of users. These groups can be identified by any
characteristics the user might have - gender, age, nationality, as well as prefer-
ences, including their interest towards mainstream or niche items. Several groups
can be usually identified among the users of a RS based on the popularity of
the content they consume [2] - usually they are split into “blockbuster-focused”
users who are mainly interested in most popular items, “niche” users who prefer
less-known long tail items, and the rest of the users with diverse tastes including
the items of varying popularity. Since many CF algorithms tend to recommend
more popular items, it leads to a decrease in recommendation quality for the
users with more niche tastes. These users end up being treated less fairly by a
RS than the mainstream consumers. Furthermore, the harm of such an effect can
increase greatly if the RS is recommending businesses [12] or even people - job
seekers 12, artisans 34, and freelancers 5. For example, without any special treat-
ment the newcomers to the platform with an RS would never receive the equal
exposure they deserve. Moreover, RSs that rely strongly on item popularity may
be abused by malicious users [5], in an attempt to use the algorithm to their
advantage and “outplay” the system, by boosting their popularity artificially and

1 https://www.linkedin.com/
2 https://www.wcc-group.com/employment/
3 https://www.amazon.com/Handmade/
4 https://www.etsy.com/
5 https://www.fiverr.com/

https://www.linkedin.com/
https://www.wcc-group.com/employment/
https://www.amazon.com/Handmade/
https://www.etsy.com/
https://www.fiverr.com/
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gaining better chances of being recommended due to that [29].
The way how omnipresent RSs are in our everyday life, it is without doubt that
they shape our tastes and behaviour to some extent [34]. One of the main goals of
a RS is to encourage exploration and discovery. At the same time, that requires
the system to influence and persuade the user to pick certain items. Unfortu-
nately, there is no clear distinction when benign nudging turns into malicious
coercion and manipulation, "addicting" the users of a RS to certain types of pop-
ular recommendation items. RSs are very frequently used by corporations and
industry for profit, and then the boundary between user and corporate interests
become blurred and the recommendation tuning might be too often driven more
towards the corporate goals, infringing on the autonomy of the user [12,47] and
their right to receive fair recommendations based on their preference and not
dictated by a higher agenda or the opinion of the majority [48].
Last but not least, targeting only accuracy in hopes for a better user retention
and engagement without any account for fairness and responsibility can lead to
further issues in domains like news. For example, the YouTube engine has been
well known for recommending “fake news” and dubious and biased content just
because it is effective at engaging and retaining the attention of the user, causing
controversy and heated discussion [16]. While it might lead to good performance
metrics of a RS, it is obviously a questionable tactic in terms of ethics and re-
sponsibility. Additionally, popularity-based recommendation in news topics like
politics can substantially hurt the state of pluralism in society [26], polarizing it
and creating filter bubbles and echo chambers.
All the aforementioned issues are concerning the receiving side within the RS.
Additionally to that, it is important to realize that many RSs can be perceived
as a multi-stakeholder environment, which makes it an even more complicated
system, where the fairness towards every participant has to be accounted for in
an ideal case [10].
While accuracy and performance of RSs have been studied thoroughly for a
while, the field of research on the ethical issues of RSs is very new and there
is plenty of ambiguity in definitions, metrics and ways to evaluate [41]. A solid
common ground is needed within the community to bring this research on the
new level, establishing boundaries and instruments to distinguish ethical from
unethical.
This work is organized as follows: In Chapter 3 we discuss other related litera-
ture surveys in the field of RSs in general. Chapter 4 is split into several parts: in
Subchapter 4.1 the approach to literature collection and reviewing is presented;
in 4.2 a general overview on the domains is given, as well as categories and types
of works investigated, expanding on various stages of research and its progres-
sion in Subchapters 4.3, 4.4, 4.5. Lastly, the survey is completed with a final
discussion and conclusions in Chapter 5.
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3 Connected Literature Surveys

Popularity bias has been previously often brought up as a subtopic in different
works related to biases [17], undesired effects [21] or fairness issues in RSs in
general [1]. A thorough investigation of various biases and debiasing techniques
is conducted in [17], offering a classification of various effects and bias types in
RS. Furthermore, the authors present diverse debiasing approaches, giving an
overview on the state of the art in this field of study. The authors in [21] raise
concerns regarding the issues and undesired effects of RSs within the media
domain. The authors in [6] have collected a technical overview on popularity
bias mitigation techniques and some metrics. However, to our knowledge, there
has not been any attempts of conducting a literature review on fairness and
ethics issues of popularity bias as a stand-alone topic. Thus, it appears to be
a gap in the research in this field and we believe that such a review can help
understand the current state of the field better, find common definitions and
possible misconceptions, provide a better overview on how this topic has been
evolving over time.

4 Literature review

4.1 Research Methodology

For this survey we have utilized search engines in digital libraries like ACM6,
Springer7, ScienceDirect8 and Web Of Science9, as well as Google Scholar10 to
search first for the most prominent publications on the topic of popularity bias
in RSs. We have performed the search by key phrases such as “popularity bias”
and “recommender systems” plus such additional keywords as “fairness”, “ethic”,
“responsible”. After browsing through the most cited and recent publications and
hand-picking notable and thought-provoking ones, the range of the literature has
been expanded through citations in these works and by investigating connected
publications through tools like Connected Papers 11. Such an approach allows
to find connection points between works and seeing how opinions on certain
topics have been changing over time. Thus, this survey contains not only some
of the works that are retrieved as “most relevant” and have received the most
citations, but also less well-known publications that still bring up important
discussion points and draw attention to thought-provoking details. The author
would like to point out that this work is not a systematic review, but a one
of a more narrative nature, thus not every existing work on the topic has been
included, but the ones that assist in unraveling the narrative and help in the
argumentation.
6 https://dl.acm.org/search/advanced
7 https://link.springer.com/advanced-search
8 https://www.sciencedirect.com/search
9 https://www.webofscience.com/wos/woscc/basic-search

10 https://scholar.google.com/
11 https://www.connectedpapers.com/

https://dl.acm.org/search/advanced
https://link.springer.com/advanced-search
https://www.sciencedirect.com/search
https://www.webofscience.com/wos/woscc/basic-search
https://scholar.google.com/
https://www.connectedpapers.com/
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4.2 Overview

After the search described above 46 works total have been retrieved, with 3
marked as not entirely related, but worthy of discussing and inclusion, and 7
entirely excluded. The papers are stemming from various fields of computer
science judging by the conferences and journals they were published in - RSs, in-
formation retrieval, data mining, expert systems. Furthermore, researchers from
economics and management seem to also have interest in long tail exposure, will-
ing to investigate the long term effects on customers, users, society. Last but not
least, the newest papers concerning popularity bias and fairness issues appear
more frequently in journals like “AI and Ethics”, “AI and Society”, or confer-
ences focusing on fairness, accountability and transparency of AI technologies.
This gives a clear understanding how the focus has extended from only accuracy
and performance to beyond-accuracy and fairness issues as well. Bias within RSs
is a topic that has gained increasingly more interest and visibility in the past
years, and appears to continue doing so [17].
There is no unified attitude towards popularity bias among the reviewed litera-
ture - some works clearly portray it as a harmful phenomenon, while the others
simply describe it as an existing factor that can be quantified and measured.
A small number of papers, however, claims that the presence of popularity bias
to a degree can be beneficial and improve both accuracy and fairness/diversity
[51,39]. In terms of fairness, the majority of the earlier papers have been con-
sidering only user fairness first. However, with the emergence of the “multi-
stakeholder ” concept of RSs [11], item, group or producer fairness have also
started getting attention in research. Latest works are attempting at combining
multiple viewpoints as well. The majority of authors apply their techniques in
movie or music domain, as well as e-commerce, likely due to easily accessible
public datasets [25,13,52,35].
Lastly, the papers can be also divided into multiple categories by the type of
research. There are authors attempting to quantify the phenomenon of popular-
ity bias and measure the effects. They either perform data-based investigation,
trade-off analysis or run simulations measuring long-term effects and changes
in the system. New metrics can be proposed as a result of such work, adding
new facets and dimensions to the field of research. Other works describe novel
methods and techniques for mitigation of the popularity bias, comparing them
to baselines to assess effectiveness of the proposed algorithms and pipelines.
Such methods can be generally split into two categories12: model-based and post-
processing mitigation techniques. These techniques can be divided into groups
based on the personalization level as well - either platform-level bias mitiga-
tion, when every user receives the same treatment, or personalized, “calibrated”
approaches, when each user’s recommendation adjustment is based on their par-
ticular personal features and properties.

12 Additionally, a third category is mentioned in the literature as well - pre-procesing.
It is, however, mostly not applicable to tackling the popularity bias issue [3].
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4.3 Accuracy-Oriented Popularity Bias Research

The early research focused on long tail recommendation was interested in lever-
aging tail items in recommendations solely to improve the quality of the recom-
mendation before the term “popularity bias” was coined. The concerns regarding
user or item fairness has not emerged yet, and hence the research works primar-
ily aimed at recommendation relevance. A notable example can be the method
proposed in [37] focused on clustering of tail items and predicting the ratings
for each item based on the overall ratings in each cluster. Such a technique is
claimed to leverage cold-start items, i.e. new items that have very few to no
ratings. Instead of claiming that RSs favor popular items over unpopular, the
authors just state that RSs discard the unpopular tail part as “cold-start” items
that are unknown to the system and cannot be included properly in the recom-
mendation process due to the difficulty of the rating prediction. An important
point is brought up in this work - how to define the popularity threshold in order
to identify the head and tail part? Selecting the right cutting point, right num-
ber of clusters, carefully choosing any parameters for a method - all this can be
crucial for the performance assessment. This leads us to one of the main pitfalls
in the current RS community research - very often there is no common ground
on definitions and constants, thus no direct comparison can be made between
methods. This can hinder reproducibility and slow down the progress, forcing
the researchers to recreate instead of reusing.
Some of the early works have already started delving into beyond-accuracy re-
search on RSs - the authors of [4], for example, investigated methods to improve
aggregate diversity of the recommendation. Exposure or aggregate diversity is
an important factor for RS, many researchers have argued about the power of di-
versity, claiming that “diverse exposure can be valued simply because it extends
individual choice and affords individuals more opportunities to realize their in-
terests” [27]. The authors of this work are suggesting that a recommendation
covering more varying (in terms of popularity) items gives a better opportunity
for the user to receive a more personalized and idiosyncratic recommendation.
At the same time, it is being shown that such diversity can be attained by recom-
mending more of the tail items. A notable point - the users are generally capable
of finding the "bestsellers" themselves, while the recommendation mechanism
should be aimed at providing a wider range of items instead and not only focus
on the very relevant, safe and highly-popular options (which many RSs generally
tend to gravitate towards). As a result of the work, various ranking criteria are
proposed to escape from popularity-based recommendation. Additionally, the
evaluation has shown that a significant improvement in diversity can be already
achieved at a fairly small loss in accuracy, which can possibly address the con-
cerns about the accuracy-fairness/diversity trade-off.
It has been shown that the novelty of recommendations can be also connected
directly to its popularity, as it is demonstrated in [36]. The work suggests to
consider user tendencies in terms of the popularity and “mainstreamness” of the
content. The authors argue that using simple popularity-based recommenda-
tions makes the RS “ineffective” and “obvious”, while making a bigger emphasis
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on novelty disregards the tastes of the users who prefer popular items. Thus, the
user preference, or Personal Popularity Tendency, can be the key to adjusting
the novelty and popularity of recommendations and still retain high accuracy.
This work not only suggests a metric to gauge this user preference, but also a
technique to measure the difference between user history and recommendation.
An interesting observation has been made in [50]: the authors claim that the
popularity of the item is directly connected to the difficulty of finding it within
the system - the more popular the item is, the easier it is for the user to discover
it. At the same time, the more difficult it is to find it, the more valuable and
significant is the fact of the user interaction with it. A concept of “opinion” is
brought up for a finer weighting approach. When comparing two user profiles, a
popular item co-rated by both users should be weighted more and given higher
significance than a popular item rated by only one of them. The same applies
to popular items with varying opinions about them - such items should be en-
hanced in comparison to the commonly well-accepted popular blockbusters. 13

The differentiation between more and less “important” popularity demonstrates
already at the beginning of popularity bias research the complexity of popularity
as a phenomenon and the conclusion that some of it should be penalized while
the rest could be utilized for the better. The authors claim that equal debiasing
treatment of the whole catalogue is impossible and a certain priority must be
given to some group of the items for the sake of eventual equality and right of
exposure.

4.4 Wait A Minute... But Is It Fair?

Over time, it has been shown that optimizing only for accuracy without any
consideration for other important objectives like fairness can actually decrease
the utility and usefulness of recommendation [33]. Further on, more concerns
started emerging considering the fairness of popularity-based recommendation.
As shown in [2], many users with more diverse or niche taste can potentially be
treated unfairly by RSs, receiving recommendations over-concentrated on popu-
lar items. The term “popularity bias” starts appearing in the literature [23,14,49].
The scope of research works expands greatly, varying from quantification ap-
proaches, data-based and trade-off analysis to popularity bias mitigation tech-
niques, simulations, user studies and other experiments. New metrics emerge for
better quantification and capturing the influence and effects of the bias.
Understanding causality and development of undesired effects within RSs is cru-
cial to mitigate them. It is necessary to be aware of how such phenomena change
under the influence of the user input, how the algorithm adapts (if it does at all)
to certain biases or debiasing processes, whether the system really takes all the
aspects of the user preference into consideration and to what extent. The work
in [15] is one of the many which attempted to assess how much the RSs propa-
gate the observable user preference for popularity. As a result, the authors have
13 The idea of weight amplification has been previously introduced in [8] for transform-

ing the predicted weights for penalizing or leveraging.
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come to a conclusion that at least the collaborative filtering approaches that
have been tested in this work have very little consideration for these particular
user preferences and lack personalization in this sense. However, this does not
necessarily mean it has only adverse effects - such a feature of a RS can make it
resilient to other failure conditions and protect against over-personalization and
filter bubble effects.
The authors in [20] consider popularity bias from a standpoint of RS evaluation,
in a combination with fairness towards user groups of different demographics,
characteristics and sizes. The work brings up important points, such as the fact
that different biases can be correlated, but it is not necessarily always true, and
correcting the RS for one undesired effect can actually lead to exacerbation of
another one. The authors argue that popularity bias could be also influenced
by the way we evaluate and measure. The recommendation algorithms tend to
favour more popular items attempting to optimize for accuracy, but, as how it’s
stated in this work, “user satisfaction in a recommender system depends on more
than accuracy”.
In [40] the authors analyze two datasets in the point-of-interest domain, demon-
strating the negative effects of popularity bias on fairness and propagation of it
in various recommendation algorithms. In contrast to the previous works, which
have investigated either consumer or producer fairness separately, this work at-
tempts to study the interplay of both of the factors with recommendation accu-
racy. The experiments demonstrate and confirm that the investigated methods
suffer from underlying popularity bias, and that in most of the cases there is a
trade-off between user and item fairness. Most of the selected techniques fail to
balance between these two factors and retain good accuracy of recommendation
at the same time.
The research in [9] is not targeted at studying popularity bias directly, however,
gives insights into the influence of popularity and social ties on the market and
the users of a RS. The authors create a mathematical model in order to under-
stand how strongly consumers can be influenced by recommendation or by social
aspects and the “web of kinship” between the users. A model is built to simu-
late the behaviour of the users taking into account various factors: social ties,
recency, popularity, and super influential “celebrity” users of the RS. It clearly
demonstrates, how the popularity of the recommendation can affect the market
or system where it is implemented in a significant way. From the simulations
and experiments the researchers draw conclusions that social networks between
users can even overcome the significance of “influencers” and “celebrities” on the
platform, drawing the recommendation potentially away from high popularity.
Nowadays many implementations of RSs lack consideration for the social aspect
between the users (also outside of the platform), and their output is typically
generated and presented in a non-transparent way, without demonstrating which
of the other users’ histories influence it. On the one hand, that leaves the user
only to the mercy of a popularity-based recommendation, also lowering the trans-
parency and explainability of the recommendation process. On the other hand,
exposing other users’ preferences through explanation can become a threat to
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privacy and an ethical issue. Nevertheless, it is important to remember that a RS
within a platform is not the only driver of the content consumption - an actual
real-life social network always exists outside of these platforms, with friend or
family word-of-mouth recommendations, and that is still an influential factor.
The experiments conducted in [30] have shown that currently used state-of-the-
art popularity bias metrics might not capture the phenomenon in full extent.
Deeper analysis with more detailed metrics can reveal some patterns and ten-
dencies within the system, giving more understanding of what might be causing
popularity bias. Moreover, the authors have investigated the effect of popularity
bias on different user gender groups. Like many other works involving user fea-
tures, this experiment has shown as well that different user groups are affected
in a different way depending on the group size and representation.

4.5 Popularity: Harmful and Useful

With the research on popularity of the recommended items and bias expanding,
it has also become apparent that there is no uniform one-size-fits-all solution to
the emerging issues. Moreover, in some cases item popularity can have different
meaning and origin, and even be used to an advantage actually improving fair-
ness or diversity, depending on the settings and the application domain.
The work of [51] offers to leverage temporal information to disentangle true
quality popularity of items and conformity effects, when the popularity is short
lived. The hypothesis of this work says that item popularity can be influenced
by two factors - item quality, which can be observed more or less continuously
over an extended period of time; and conformity effect, which forces users to
some extent to behave according to the group norms. The authors believe that
blindly removing popularity bias can actually hurt the quality of recommenda-
tion 14. Moreover, they claim that the information about the item quality can
be extracted from the observation of its popularity over time. They introduce
a certain temperature parameter, that would help utilize the benign item qual-
ity effect and control the harmful conformity effect. It is shown later in several
experiments that creating such a time-aware system is an effective technique
for high quality recommendations. Since the authors are attempting to partially
leverage popularity bias, it is not being mitigated or quantified as well, as it is
not considered inherently bad.
The research in [39] revolves around the idea that recommending popular news is
effective in case of cold-start users and helps avoiding too similar recommenda-
tions. The authors assert that there is enough topical diversity among the most
popular news articles and it can help to get the users covered with not only
the topics they are solely interested in, but also broaden their horizons. The
proposed technique is to incorporate popularity measures into recommendation,

14 Such an opinion has been already previously brought up in RS research - for example,
“a pretty healthy dose of (unpersonalized) popularity” has been mentioned in [24] as
a necessary part of recommendation. The authors in [45] state that including some
very popular/well-known items helps with establishing user’s trust towards a RS.
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adjusting the influence of it according to the user profile size and embedding
learned from the user reading history. Such ideas help to understand that pop-
ularity is not inherently bad and can be utilized in the recommendation process
to further improve quality.

5 Discussion and Conclusions

There is still a lot of research required to be enable us to understand and predict
how and to what extent the RSs affect the user choices and decision making
process. There seem to be no consensus in the community - the research in [9]
demonstrates that social ties and word-of-mouth can overcome the influence of
RSs, while the authors in [44] claim that online recommendations can be more
influential than human-made ones. Prior works such as [18] have investigated fac-
tors like familiarity, context and additional information and the way they effect
decisions made by the customer using a RS. Such human-computer interaction
appears to be very complex and may have a lot of hardly or non-quantifiable
aspects to it like user personality, temperament, credulousness. Nevertheless,
a huge responsibility task for software architects and computer scientists is to
ensure that the RS they create does not abuse any of these factors and truly
encourages exploration without exploitation. Automated recommendation can
nudge the user in a certain direction, but it should not entrap them in a cer-
tain belief, habit or preference, especially a potentially harmful one. In food and
recipe RSs bad eating habits can become reinforced unless the recommendation
is diversified enough with less popular but healthier options. News readers might
get "stuck" in polarized beliefs and ideals if the political news articles they re-
ceive in a recommendation are just catering to their previous reading history.
Promoting the content of varying popularity is important, it is crucial not only
for the profit goals of the industry side of the recommendation, but for the social
benefit and fairness. Keeping various types of diversity in mind while developing
an RS will ensure that it is being created ethically and responsibly. The following
list includes a number of possible conclusion points:

– Long tail item exposure is not only the issue of accuracy, but has become
a point of interest for the research area focused on fairness as well. Multi-
objective approaches are the current state-of-the-art, attempting to bridge
the gaps in research and establish a connection between different aspects of
recommendation.

– Debiasing techniques should not necessarily be applied uniformly and in the
same way to every user - that leads to disrespect and disregard of user’s
interests and preference. Furthermore, item popularity is not inherently bad
- it is a complex concept, some parts of it can be utilized for actually achieve
higher quality and diversity of recommendation.

– There is undoubtedly a correlation and connection between item popularity,
novelty and diversity. Studying and researching these facets of recommenda-
tion qualities collectively could help understand them better and come up
with more sophisticated bias mitigation and fairness-oriented techniques.
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– Common baselines, concepts and evaluation protocols are required to truly
bring the research in this field to a new level. Hyperparameter tuning is
crucial as well and should be standardized.

– The research appears to be lacking work and data in the fields where ethical
and fairness issues might be the most harmful - medical sphere, social ser-
vices recommendation, banking, etc. Data is required to research and inves-
tigate the effects of recommendation in such cases, however, it is very often
too protected or unavailable due to privacy concerns. Appropriate scientific
solutions are long overdue and required in this field of recommendation.

– RSs appear to have been created to simulate real life word-of-mouth recom-
mendation, when a person with similar tastes or needs can “recommend” you
something they liked. It is a societal phenomenon [43], and the society in
itself lacks fairness, meaning mimicking it would inherently lead to a creation
of an unfair and possibly unethical system. Just like with biased AI, extra
work, awareness, attention and effort is required to bring such systems to
a new level, elevating them above the societal standards and improving the
fairness within.
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