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QUATERNIONIC NUMERICAL RANGE OF COMPLEX

MATRICES

LUÍS CARVALHO, CRISTINA DIOGO, AND SÉRGIO MENDES

Abstract. This paper explores further the computation of the quater-
nionic numerical range of a complex matrix. We prove a modi�ed ver-
sion of a conjecture by So and Thompson. Speci�cally, we show that
the shape of the quaternionic numerical range for a complex matrix de-
pends on the complex numerical range and two real values. We establish
under which conditions the bild of a complex matrix coincides with its
complex numerical range and when the quaternionic numerical range is
convex.

1. Introduction

Let H denote the Hamilton quaternions and letMn(H) be the set of n×n
matrices with quaternionic entries. The quaternionic numerical range of a
given matrix A ∈ Mn(H), denoted by WH(A), is the set of x∗Ax, with x
running over the quaternionic unit sphere of Hn. Apart from special cases,
such as normal matrices [STZ] and real matrices [CDM1], little is known
about the computation of the quaternionic numerical range. Such di�culty
in computing WH(A) was one of the reasons that led Kippenhahn [Ki] to
introduce the bild B(A) of A, that is, the intersection of WH(A) with the
complex plane. In fact, since every element ofWH(A) is similar to an element
of the closure of the upper half plane, it is enough to consider the upper bild
B+(A) = B(A) ∩ C+.

In [ST, theorem 7.1] it is proved that the quaternionic numerical range of a
2×2 complex matrix A is determined by its complex numerical range. Specif-
ically, whenWC(A)∩R 6= ∅ then B+(A) = conv{WC(A)∩C+,WC(A∗)∩C+};
when WC(A) ∩ R = ∅, we have that B+(A) = conv{WC(A) ∩ C+, T}, for a
certain real T . In the same paper [ST, 10; p.364] it is conjectured that these
results can be generalized for n × n complex matrices, see [ST, 10(i)-(iii);
p.364]. However these conjectures prove to be untrue. This can be seen
from the fact that there exist matrices A = H + Si ∈ Mn(C), with S a
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diagonal positive de�nite matrix, which are unitary equivalent to matrices
Ã = H̃ + S̃i, with S̃ a diagonal inde�nite matrix. Since WC(A)∩R = ∅ and
WC(Ã) ∩ R 6= ∅, the conjectures propose formulas for WH(A) and WH(Ã),
which in some cases may di�er. This is a contradiction because we know
that WH(A) = WH(Ã). Next example shows, using only normal matrices
and the result [STZ, Main Theorem, p.192], the failure of the conjecture.

Example 1.1. Let A ∈M4(C) be the normal matrix A = diag(−1−i,−1−
i, 1 + i, 1 + i). The complex numerical range of A is WC(A) = [−1− i, 1 + i]
and that of A∗ is WC(A∗) = [−1 + i, 1 − i]. Since WC(A) ∩ R = {0}, the
conjectured upper bild [ST, 10(ii),(iii); p.364] is

conv{WC(A) ∩ C+,WC(A∗) ∩ C+} = conv{−1 + i, 1 + i, 0}.

However, using [STZ] the upper bild is the rectangle B+(A) = conv{−1 +
i, 1 + i,−1, 1}. It is also known that the matrix A is unitary equivalent (in

H) to Ã = diag(−1 + i,−1 + i, 1 + i, 1 + i), whose complex numerical range
lies on the upper bild. If the conjecture raised in [ST] was true, the upper
bild would be the triangle conv{−1 + i, 1 + i, T}, for some real T , which is
di�erent from the above B+(A). �

So and Thompson's result [ST, theorem 7.1] is interesting as it provides a
way to relate the complex with the quaternionic numerical range. It allows
to use the extensive body of knowledge established for the complex numerical
range and bring it to the quaternionic �eld. It turns out that we can prove
a slightly modi�ed version of this theorem. Theorem 3.6 shows that, for a
complex matrix A ∈Mn(C), we have B+(A) = conv{WC(A)∩C+,WC(A∗)∩
C+, v, v}, with v, v ∈ R. In this sense this is a follow up of [CDM1], where
we concluded that the complex numerical range and the bild coincide for
real matrices.

We start section 2 with recalling a few results about the numerical range in
the quaternionic setting and we also �x notation to be used throughout the
text. In section 3 we give a characterization of the bild B(A) for complex
matrices A ∈ Mn(C) (proposition 3.1). This allows us to compute B(A)
and then infer about the quaternionic numerical range. In corollary 3.2
we prove that B(A) is always included in the convex hull of WC(A) and
WC(A∗). Although the complex and quaternionic numerical radius coincide
for complex matrices (see corollary 3.3), example 3.4 shows that, contrary
to the literature, the quaternionic numerical radius is not a norm in general,
in a striking di�erence with its complex counterpart. Theorem 3.6 is the
main result of the article, as it proposes a shape for the numerical range
inspired in the aformentioned conjecture proposed by So and Thompson.
It is then used as a stepping stone to several other results. Corollary 3.8
gives a necessary and su�cient condition for the bild B(A) to coincide with
the complex numerical range WC(A). As a consequence, it provides a way
to determine if the numerical range of a complex matrix is convex without
requiring its computation. In corollary 3.11, theorem 3.6 is used to clarify
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why the numerical range has the shape de�ned in [ST] for 2 × 2 complex
matrices.

2. Preliminaries

The Hamiltonian quaternions H is an algebra over R with basis {1, i, j, k}.
The product in H is given by i2 = j2 = k2 = ijk = −1. The pure quater-
nions are denoted by P = spanR {i, j, k}. The real and imaginary parts of
a quaternion q = a0 + a1i + a2j + a3k ∈ H are denoted by Re(q) = a0
and Im(q) = a1i + a2j + a3k, respectively. The conjugate of q is given by
q∗ = Re(q)−Im(q) and its norm is |q|2 = qq∗. Two quaternions q1, q2 ∈ H are
called similar, q1 ∼ q2, if there exists s ∈ H with |s| = 1 such that s∗q2s = q1.
The equivalence class containing all the quaternions similar to q is denoted
by [q]. A necessary and su�cient condition for the similarity of q1 and q2
is that Re(q1) = Re(q2) and |Im(q1)| = |Im(q2)|. The segment joining two
quaternions q1, q2 ∈ H is denoted by [q1, q2] = {αq1 + (1− α)q2 : α ∈ [0, 1]}.

Let F denote R, C or H. Let Fn be the n-dimensional F-space. For
x ∈ Fn, x∗ is the conjugate transpose of x; and the unitary vector with the
same direction as x is xS ∈ SFn , thus x = ‖x‖xS. The disk with centre
a ∈ Fn and radius r > 0 is the set DFn(a, r) = {x ∈ Fn : ‖x − a‖ ≤ r}
and its boundary ∂DFn(a, r) is the sphere SFn(a, r). In particular, if a = 0
and r = 1, we simply write DFn and SFn . With this notation, the group of
unitary quaternions is denoted by SH.

Let Mn(F) be the set of all n × n matrices with entries over F. For
A ∈Mn(F), Ā and A∗ denote the conjugate and the conjugate transpose of
A, respectively.

The set

WF(A) = {x∗Ax : x ∈ SFn}
is called the numerical range of A in F. The numerical range of A is invariant
under unitary equivalence, that is, WF(A) = WF(U∗AU), for every unitary
U ∈Mn(F) ([R, theorem 3.5.4]).

It is well known that q ∈ WH(A) is equivalent to [q] ⊆ WH(A) [R, p.38].
Therefore, it is enough to study the subset of complex elements in each
similarity class. This set is known as B(A), the bild of A,

B(A) = WH(A) ∩ C.

Although the bild may not be convex, the upper bild B+(A) = WH(A)∩C+

is always convex, see [ST]. When F = C, we denote W+
C (A) = WC(A)∩C+.

Let F be C or H. The complex and the quaternionic numerical radius of
A is given by

wF(A) = max{|z| : z ∈WF(A)}.
Note that max{|z| : z ∈ B(A)} coincides with wH(A).

Taking into account that F can be seen as a real subspace of H, we denote
the projection of H over F by πF : H→ F. The projection of WH(A) over F
is πF(WH(A)) = {πF(ω) : ω ∈WH(A)}.
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Given A ∈Mn(H) there exists an associated complex matrix

χ(A) =

[
A1 A2

−Ā2 Ā1

]
∈M2n(C),

where A1, A2 ∈ Mn(C) and A = A1 + A2j. Au-Yeung found necessary and
su�cient conditions for the convexity of WH(A) in terms of the complex
numerical range of χ(A) (see [Ye1, Ye2]).

For any given matrix A ∈Mn(C), we will work with the usual Hermitian
and skew-Hermitian complex decomposition of A, A = H + Si, assuming
furthermore that the matrix S is real diagonal. In fact, any complex matrix A
can be written asA = H̃+S̃, with H̃ = A+A∗

2 Hermitian and S̃ = A−A∗

2 skew-
Hermitian. Now if we take U ∈Mn(C) a unitary matrix which diagonalizes

S̃, we obtain Si = U∗S̃U , with S real diagonal. It is worth pointing out that
we used complex unitary matrices, not quaternionic, and thus the matrix
U∗H̃U is also complex. Since the numerical range is invariant under unitary
equivalence, we can work with U∗AU = U∗H̃U+U∗S̃U = H+Si. Therefore,
unless mentioned otherwise, we will only consider matrices of the form A =
H + Si ∈ Mn(C), where H ∈ Mn(C) is Hermitian and S ∈ Mn(R) is
diagonal. Since q ∈ SP is equivalent to i, q ∼ i, then any matrix with entries
only in span{1, q} is unitary equivalent to complex matrices. Hence, the
results also apply to such matrices A ∈Mn(span{1, q}).

We recall that a matrix S ∈ Mn(R) is positive de�nite (resp., positive
semi-de�nite) if x∗Sx > 0 (resp. x∗Sx ≥ 0), and negative de�nite (resp.,
negative semi-de�nite) if x∗Sx < 0 (resp. x∗Sx ≤ 0), for all x ∈ SRn .
Moreover, S is inde�nite if there are x,y ∈ SRn such that x∗Sx > 0 and
y∗Sy < 0.

3. Numerical range of complex matrices

Fundamental to understand the quaternionic numerical range of a matrix
A ∈Mn(H) is its bild, in view of the similarity relation B(A) = WH(A)/ ∼.
The bild of A, however, is in general di�cult to compute and the usual
procedure is to obtain �rst the quaternionic numerical range.

When A is a complex matrix, we show in the present paper that it is
possible to reverse this approach, that is, to compute the bild and then
infer about the quaternionic numerical range. For this matter we start by
characterizing those elements q = x + yj ∈ SHn such that q∗Aq ∈ B(A).

Let D0 be the set de�ned by

D0 = {(x,y) ∈ SC2n : q∗Aq ∈ B(A), with q = x + yj ∈ SHn}.
Our �rst result shows that the elements in the bild are of the form x∗Ax +
y∗A∗y, with (x,y) ∈ D0. Moreover, the condition for (x,y) ∈ D0 is that
x∗Sy = 0, where A = H + Si ∈Mn(C).

Proposition 3.1. Given a complex matrix A ∈Mn(C), we have:

D0 = {(x,y) ∈ SC2n : x∗Sy = 0}
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and

B(A) =
{
x∗Ax + y∗A∗y : (x,y) ∈ D0

}
. (3.1)

Proof. An element ω of the numerical range of A ∈Mn(C) is of the form

ω = q∗Aq = (x + yj)∗A(x + yj)

= (x∗ − jy∗)A(x + yj)

= x∗Ax + x∗Ayj − jy∗Ax− jy∗Ayj
= x∗Ax + x∗Ayj − x∗A∗yj + y∗A∗y

=
(
x∗Ax + y∗A∗y

)
+ x∗

(
A−A∗

)
yj. (3.2)

Since A− A∗ is the skew-Hermitian 2Si, where S is a real diagonal matrix,
we have:

ω = x∗Ax + y∗A∗y + 2x∗Syk.

We see that (x,y) ∈ D0, that is, ω ∈ B(A), if and only if, x∗Sy = 0, in
which case we have

ω = x∗Ax + y∗A∗y. (3.3)

�

Taking into account the decomposition A = H + Si, the bild of A may
also be written as

B(A) =
{
x∗Hx + y∗Hy + (x∗Sx− y∗Sy)i : (x,y) ∈ D0

}
. (3.4)

One consequence of our �rst proposition is a criterion for an element q∗Aq
of the quaternionic numerical range to be in the reals. We have

B(A) ∩ R =
{
x∗Hx + y∗Hy : (x,y) ∈ D0 ∩ D1

}
, (3.5)

where D1 = {(x,y) ∈ SC2n : x∗Sx = y∗Sy}.
From proposition 3.1, an element of the bild B(A) has the form

ω = x∗Ax + y∗A∗y,

= α2x∗SAxS + (1− α2)y∗SA
∗yS,

where (x,y) ∈ SC2n and α2 = ‖x‖2. We conclude the following:

Corollary 3.2. Let A ∈Mn(C), then

B(A) ⊂ conv{WC(A),WC(A∗)}.

This result can also be obtained from the fact that B(A) ⊆WC(χA) ([Ki,
Theorem 9.1]) and that, for A ∈Mn(C),

WC(χA) = conv{WC(A),WC(A∗)}. (3.6)

Corollary 3.2 leads us to the conclusion that the quaternionic and complex
numerical radius of a n× n complex matrix A coincide.

Corollary 3.3. Let A ∈Mn(C). The quaternionic and the complex numer-
ical radius of A coincide.
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Proof. It is enough to show that wH(A) ≤ wC(A). From corollary 3.2 we
have

max{|z| : z ∈ B(A)} ≤ max{|z| : z ∈ conv{WC(A),WC(A∗)}}.
Given z ∈ conv{WC(A),WC(A∗)}, there exists z1 ∈WC(A) and z2 ∈WC(A∗)
such that z = αz1 + (1− α)z2, α ∈ [0, 1]. Then |z| ≤ max{|z1|, |z2|} and so
|z| ≤ max{wC(A), wC(A∗)} = wC(A). Therefore, wH(A) ≤ wC(A). �

The previous result also follows from [K, Theorem 3.1], where it is stated
that wH(A) = wC(χA). Since A is a complex matrix, from (3.6) we have
wH(A) = wC(A).

Therefore, when A is an n× n complex matrix the numerical radius of A
is a norm. However, contrary to what it is stated in [K, Proof of Theorem
3.3], when A ∈Mn(H), ω(A) is not a norm as the next example shows.

Example 3.4. Let A =

[
1 h
0 1

]
with h ∈ SH. This matrix can be written

as the sum of a real diagonal D and a nilpotent matrix. Thus by [CDM2,
Theorem 4.2] we can conclude that W (A) = DH(1, 1/2). And the numerical
radius of A is ω(A) = 3/2.

On the other hand let ih = z ∈ H, so that iA =

[
i z
0 i

]
. Computing

x∗iAx for x ∈ SH2 we obtain x∗iAx = x∗1ix1 + x∗2ix2 + x∗1zx2, whose norm,
using triangle's inequality , is

|x∗iAx| ≤ |x1|2 + |x2|2 + |x1||x2| ≤ 1 + max
x2+y2=1

xy = 3/2.

In the previous equation we have equality if all the vectors are parallel (look-
ing at quaternions as vectors in R4). Thus we have |x∗iAx| = 3/2 if and
only if

y∗1iy1 = y∗2iy2 = y∗1zy2, with yi = xi,S, for i = 1, 2.

Using the �rst equality we conclude that
(
y2y
∗
1

)
i = i

(
y2y
∗
1

)
. Since

(
y2y
∗
1

)
commutes with i, we have that y2y

∗
1 is complex. From the second equality

we get z = y1y
∗
2i, thus z is also complex. That is, a necessary condition for

|x∗(iA)x| = 3/2 is that z must be complex. Then, if h is such that z = ih
is not complex,

ω(iA) = max
x∈SH2

|x∗iAx| < 3/2.

Then ω(iA) 6= |i|ω(A) = ω(A), and, in con�ict with the complex case, the
quaternionic numerical radius is not a norm.

Next theorem gives the shape of the quaternionic numerical range for a
general n × n complex matrix. This will depend on the complex numerical
range and two real values, equal to the largest and smallest real values in
the quaternionic numerical range. Accordingly, we de�ne

v ≡minB(A) ∩ R (3.7)

v ≡maxB(A) ∩ R. (3.8)
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The following auxiliary result will be used in the proof of next theorem.

Lemma 3.5. Let A = H + Si ∈ Mn(C). Let z1, z2 ∈ SCn be such that
z∗1Sz2 = 0. Then

[ω1, ω2] ⊆ B(A),

where ω1 = z∗1Az1 and ω2 = z∗2A
∗z2.

Proof. The result follows from proposition 3.1 with x =
√
αz1 and y =√

1− αz2, with 0 ≤ α ≤ 1. �

Theorem 3.6. Let A ∈Mn(C). The upper bild of A is given by

B+(A) = conv {W+
C (A),W+

C (A∗), v, v}.

Proof. We know that WC(A) ⊆ WH(A). Hence, W+
C (A) ⊆ WH(A) ∩ C+ =

B+(A).
From (WC(A))∗ = WC(A∗) and (WH(A))∗ = WH(A), we have W+

C (A∗) ⊆
B+(A). Since the upper bild is convex, conv {W+

C (A),W+
C (A∗)} ⊆ B+(A).

Therefore, conv {W+
C (A),W+

C (A∗), v, v} ⊆ B+(A).
We will now prove the converse inclusion. Let w ∈ B+(A). From Propo-

sition 3.1, we know that, for some (x,y) ∈ SC2n , x∗Sy = 0 and

ω = x∗Ax + y∗A∗y.

Let ω1 = x∗SAxS and ω2 = y∗SA
∗yS, then ω is a convex combination of ω1

and ω2, that is, ω = αω1+(1−α)ω2, α ∈ [0, 1]. We will consider three cases.
If ω1 ∈W+

C (A) and ω2 ∈W+
C (A∗) then clearly

ω ∈ conv {W+
C (A),W+

C (A∗), v, v}.
Let us now consider the case where ω1 ∈ W−C (A) and ω2 ∈ W+

C (A∗). Let
r = [ω1, ω2] ∩ R, with {ω1, ω2} * R (ω1, ω2 ∈ R was treated in the �rst
case). Since ω ∈ [ω1, ω2] is an element of the upper bild, then ω ∈ [r, ω2]. If
r ∈ [v, v], ω can be rewritten as convex combination of ω2, v, v. Therefore,
ω ∈ conv {W+

C (A),W+
C (A∗), v, v}. Thus, we only need to prove that, in

fact, r ∈ [v, v]. From the previous lemma, we know that r ∈ B(A) and we
have r ∈ [v, v]. The last case, where ω1 ∈ W+

C (A) and ω2 ∈ W−C (A∗), is
similar. �

When S is positive (semi) de�nite, then WC(A) ⊆ C+ and therefore
WC(A∗) ⊆ C−. An immediate implication of the previous theorem is that,
in this case, the upper bild is the convex hull of WC(A) and the two reals
v, v.

Corollary 3.7. Let A = H + Si ∈Mn(C). The upper bild of A is:

(i) B+(A) = conv {WC(A), v, v}, if S is positive (semi) de�nite;
(ii) B+(A) = conv {WC(A∗), v, v}, if S is negative (semi) de�nite.

Theorem 3.6 provides the shape of the upper bild in terms of complex
numerical range and two real values v and v. However these values might
be di�cult to calculate, as they involve a maximization over non trivial
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restrictions. Therefore to characterize cases where the calculation of the
numerical range is simpli�ed is important. Next corollary covers one of
such cases. Speci�cally, it gives a necessary and su�cient condition for the
equality of the bild and the complex numerical range. It becomes clear
that when the complex numerical range of a complex matrix is symmetric
regarding conjugation, then the bild coincides with the complex numerical
range.

Corollary 3.8. Let A ∈ Mn(C). Then WC(A) = WC(A∗) if and only if
B(A) = WC(A). Moreover, B(A) is convex.

Proof. Since WC(A) ⊆ WH(A) then WC(A) ⊆ B(A). By corollary 3.2,
B(A) ⊆ conv{WC(A),WC(A∗)}. Since WC(A) = WC(A∗), we have B(A) =
WC(A).

On the other hand, since B(A) = WC(A) and using that (WC(A))∗ =
WC(A∗), we have (B(A))∗ = (WC(A))∗. Therefore, B(A) = WC(A∗) and so
WC(A) = WC(A∗). Together with Toeplitz-Hausdor� theorem we conclude
that B(A) is convex. �

Notice that, when B(A) is convex does not imply that WC(A) = WC(A∗),
as example 1.1 shows.

Another immediate consequence of the previous result is that the bild of
a real matrix A ∈ Mn(R) is the complex numerical range of A, i.e B(A) =
WC(A). Thus corollary 3.8 encompasses [CDM1, theorem 3.7].

We will see now two examples where we can describe the shape of the
bild of A, and therefore of WH(A). We would like to point out that, using
our results, there are several complex matrices for which the quaternionic
numerical range can be computed from the known results of the complex
numerical range.

Example 3.9. Let A ∈M3(C) be the matrix

A =

 i 0 1
0 i 0
0 0 −i

 .

From [KRS, Theorem 2.4], WC(A) is an ellipse with foci at λ1 = i, λ2 = −i
and minor axis equal to 1. In this case, since WC(A∗) = (WC(A))∗, we have
WC(A∗) is also the ellipse described above. So WC(A) = WC(A∗) and from
corollary 3.8 we conclude that B(A) = WC(A) is an ellipse and of course
convex. �

Example 3.10. Consider the complex matrix

A =

 i 0 1
0 i 0
0 0 i

 ∈M3(C).
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From [KRS, Theorem 4.1], WC(A) is the disk with center i and radius 1
2 .

Therefore, WC(A∗) is the disk with center −i and radius 1
2 . It follows that

W+
C (A) = D(i, 12) and W+

C (A∗) = ∅.
Now, given X = (x, y, z) ∈ SH3 , we have

X∗AX = x∗ix+ y∗iy + z∗iz + x∗z.

Denote the real part of X∗AX by

Re(X∗AX) = f(x, y, z) = x0z0 + x1z1 + x2z2 + x3z3

and the imaginary part by

Im(X∗AX) = F1(x, y, z)i+ F2(x, y, z)j + F3(x, y, z)k.

Then, v (resp., v) is the minimum (resp., maximum) of the function f(x, y, z),
subject to the constrains

F1(x, y, z) = F2(x, y, z) = F3(x, y, z) = 0 and |x|2 + |y|2 + |z|2 = 1.

Using a MATLAB program for optimization with constrains we �nd that
v = −1

4 and v = 1
4 . Invoking theorem 3.6, we conclude that the upper bild

of A is

B+(A) = conv

{
D(i, 12),−1

4
,
1

4

}
.

�

Theorem 3.6 generalizes theorem 6.1 of the outstanding tour de force
[ST]. In the next proposition it is established that for 2 × 2 complex ma-
trices the upper bild is either B+(A) = conv{W+

C (A),W+
C (A∗)}, B+(A) =

conv {W+
C (A), v}, for some v ∈ R, or B+(A) = W+

C (A). We thus provide a
di�erent and more straightforward proof for the above mentioned theorem
of [ST] (see the appendix for the proof).

Corollary 3.11. Let A = H + Si ∈M2(C). The upper bild of A is:

(i) B+(A) = conv {W+
C (A),W+

C (A∗)}, if S is inde�nite;

(ii) B+(A) = conv {W+
C (A), v}, for some real value v, if S is positive de�-

nite;
(iii) B+(A) = W+

C (A), if S is positive semi-de�nite.

A natural question to ask is if the previous corollary, or part of it, can be
generalized for n > 2. That is, when the matrix S is positive de�nite, positive
semi-de�nite or inde�nite, can the shape of the quaternionic numerical range
given by theorem 3.6 be further simpli�ed? Next example shows that it is
not the case for 3× 3 normal complex matrices.

Example 3.12. Consider the complex matrix A = H +Si ∈M3(C), where
A = diag(1+i, 1+i,−i). HenceWC(A) = [1+i,−i] and conv{W+

C (A),W+
C (A∗)} =

conv{i, 1/2, 1+i}. Since matrixA is normal, its upper bild is conv{i, 1/2, 1, 1+
i}. We have, then, an example of a matrix A, with an inde�nite matrix S,
S = diag(1, 1,−1), where B+(A) 6= conv{W+

C (A),W+
C (A∗)}.
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On the other hand, by unitary similarity (in the quaternions) we have

that the numerical range of Ã = diag(1 + i, 1 + i, i) is equal to the numerical

range of A. The complex numerical range of Ã is [i, 1 + i]. Thus we have a
matrix with positive de�nite S, where B+(A) 6= conv{W+

C (A), v}. �
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4. Appendix

We now prove corollary 3.11. To do so it is important to understand for
which vectors q = x+yj ∈ SH2 the element q∗Aq is real and what is the real
part of the numerical range. Next preparatory lemma provides conditions
for the �rst of these matters.

Lemma 4.1. Let A = H + Si ∈ M2(C), where S = diag(λ1, λ2) and
λ1, λ2 ∈ R\{0}. Let q = x + yj ∈ SH2 and x = (x1, x2),y = (y1, y2) ∈ C2.
If q∗Aq ∈ R then

λ1x
∗
1x2|y1|2 = −λ2y2y∗1|x2|2. (4.1)

and (
λ1|y1|2 + λ2|y2|2

)(
λ2|x2|2 − λ1|y1|2

)
= 0. (4.2)

Proof. From (3.5), an element of the numerical range is real if and only if
x∗Sy = 0 and x∗Sx− y∗Sy = 0. We have

x∗Sy = 0⇔ λ1x
∗
1y1 + λ2x

∗
2y2 = 0 (4.3)

and

x∗Sx− y∗Sy = 0⇔ λ1|x1|2 + λ2|x2|2 − λ1|y1|2 − λ2|y2|2 = 0. (4.4)
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If x2 = 0 and y1 = 0, (4.1) and (4.2) follow trivially. If x2 = 0 and y1 6= 0,
from (4.3), x1 = 0 and from (4.4) we have λ1|y1|2 + λ2|y2|2 = 0. Then (4.1)
and (4.2) follow. If x2 6= 0 and y1 = 0, an analogous reasoning proves (4.1)
and (4.2). It remains to see the case x2 6= 0 and y1 6= 0.

From (4.3) we have

λ1x
∗
1 = −λ2x∗2y2

y∗1
|y1|2

(4.5)

⇔λ1x
∗
1x2

|x2|2
= −λ2y2y

∗
1

|y1|2

and (4.1) follows. The previous equality implies that

λ21|x1|2 = λ22
|x2|2|y2|2

|y1|2
. (4.6)

On the other hand, from (4.4), we have

λ22
λ1

|x2|2|y2|2

|y1|2
+ λ2|x2|2 − λ1|y1|2 − λ2|y2|2 = 0

⇔λ22|x2|2|y2|2 + λ1λ2|x2|2|y1|2 − λ21|y1|2|y1|2 − λ1λ2|y2|2|y1|2 = 0

⇔λ2|y2|2(λ2|x2|2 − λ1|y1|2) + λ1|y1|2
(
λ2|x2|2 − λ1|y1|2|

)
= 0

⇔
(
λ1|y1|2 + λ2|y2|2

)(
λ2|x2|2 − λ1|y1|2

)
= 0. (4.7)

This concludes the proof. �

For 2 × 2 complex matrices, with λ1 6= 0 or λ2 6= 0, the upper-bild of A
can be characterized as follows.

Corollary 3.11. Let A = H + Si ∈M2(C). The upper bild of A is:

(i) B+(A) = conv {W+
C (A),W+

C (A∗)}, if S is inde�nite;

(ii) B+(A) = conv {W+
C (A), v}, for some real value v, if S is positive de�-

nite;
(iii) B+(A) = W+

C (A), if S is positive semi-de�nite.

Proof. Let q = x + yj ∈ SH2 , with (x,y) ∈ SC4 and de�ne

R = {(x,y) ∈ SC4 : q∗Aq ∈ R}
For (x,y) ∈ R, from the previous lemma, we have

λ1|y1|2 + λ2|y2|2 = 0 or λ2|x2|2 − λ1|y1|2 = 0. (4.8)

Case (i):
When S = diag(λ1, λ2) is inde�nite let, without loss of generality, λ1 > 0

and λ2 < 0. In view of theorem 3.6, we need to prove that v, v ∈WC(A).
If λ1|y1|2 = −λ2|y2|2 then equation (4.4) implies that λ1|x1|2+λ2|x2|2 = 0.

In this case we have that x∗Sx = y∗Sy = 0.
If λ2|x2|2−λ1|y1|2 = 0 then |x2| = |y1| = 0. From equation (4.4), λ1|x1|2−

λ2|y2|2 = 0 and so |x1| = |y2| = 0. But this contradicts the fact that
(x,y) ∈ SC4 , so this case is ruled out.
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Therefore, from (3.3), v ∈WH(A) ∩ R veri�es

v = x∗Ax + y∗A∗y

= α2x∗SAxS + (1− α2)y∗SA
∗yS

= α2x∗SHxS + (1− α2)y∗SHyS,

where α2 = ‖x‖2 = 1 − ‖y‖2 ∈ [0, 1], that is, v is a convex combination of
x∗SHxS and y∗SHyS. Thus,

v ≤ max {x∗SHxS,y
∗
SHyS}.

We have that x∗SHxS = x∗SAxS and y∗SHyS = y∗SAyS. It follows that

v ≤ max {x∗SAxS,y
∗
SAyS} ≤ maxWC(A) ∩ R.

Since WC(A) ⊆WH(A),

maxWC(A) ∩ R ≤ maxWH(A) ∩ R = v.

Hence v ∈WC(A).
A similar reasoning allows us to prove that v ∈WC(A).
Case (ii):
Suppose S = diag(λ1, λ2) is positive de�nite, i.e. λ1 > 0 and λ2 > 0. We

will prove that v = v = v, that is, (x,y) 7→ x∗Hx + y∗Hy is constant over
the elements (x,y) ∈ R.

For (x,y) ∈ R, equation (4.8) holds if |y1| = |y2| = 0 or λ1|y1|2−λ2|x2|2 =
0. The �rst case implies, from (4.4), that |x1| = |x2| = 0, which contradicts
(x,y) to be an element of SC4 . The latter case, λ1|y1|2 = λ2|x2|2, implies,
from (4.1), that x∗1x2 = −y∗1y2. Replacing on the equation x∗x + y∗y = 1
we get

|x1|2 + |y1|2 =
λ2

λ1 + λ2
, and |x2|2 + |y2|2 =

λ1
λ1 + λ2

.

It follows that

x∗Hx + y∗Hy =h11(|y1|2 + |x1|2) + h22(|y2|2 + |x2|2)

=h11
λ2

λ1 + λ2
+ h22

λ1
λ1 + λ2

.

Therefore, x∗Hx + y∗Hy only depends on the entries of H and S, being
constant over R.
Case (iii):
When S = diag(λ1, λ2) is positive semi-de�nite let, without loss of gener-

ality, λ1 > 0 and λ2 = 0. For ω ∈ B(A), from (3.4),

ω = x∗Hx + y∗Hy + (x∗Sx− y∗Sy)i, (x,y) ∈ D0.

Since (x,y) ∈ D0 and x∗Sx= y∗Sy, we have |x1| = |y1| = 0.
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For H =

(
h11 h12
h21 h22

)
we have

ω =
(
0 x∗2

)(h11 h12
h21 h22

)(
0
x2

)
+
(
0 y∗2

)(h11 h12
h21 h22

)(
0
y2

)
= |x2|2h22 + |y2|2h22
= h22,

since (x,y) ∈ SC4 .

Therefore, we can write ω =
(
0 1

)
A

(
0
1

)
∈W+

C (A). �
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