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Abstract.  

In recent years, most content-based spam filters have been implemented using Machine 

Learning (ML) approaches by means of token-based representations of textual contents. 

After introducing multiple performance enhancements, the impact has been virtually 

irrelevant. Recent studies have introduced synset-based content representations as a 

reliable way to improve classification, as well as different forms to take advantage of 

semantic information to address problems, such as dimensionality reduction. 

These preliminary solutions present some limitations and enforce simplifications that 

must be gradually redefined in order to obtain significant improvements in spam content 

filtering. This study addresses the problem of feature reduction by introducing a new 

semantic-based proposal (SDRS) that avoids losing knowledge (lossless). Synset-features 

can be semantically grouped by taking advantage of taxonomic relations (mainly 

hypernyms) provided by Babelnet ontological dictionary (e.g. “Viagra” and “Cialis” can 

be summarized into the single features “anti-impotence drug”, “drug” or “chemical 

substance” depending on the generalization of 1, 2 or 3 levels).  

In order to decide how many levels should be used to generalize each synset of a dataset, 

our proposal takes advantage of Multi-Objective Evolutionary Algorithms (MOEA) and 

particularly, of the Non-dominated Sorting Genetic Algorithm (NSGA-II). We have 

compared the performance achieved by a Naïve Bayes classifier, using both token-based 

and synset-based dataset representations, with and without executing dimensional 

reductions. As a result, our lossless semantic reduction strategy was able to find optimal 

semantic-based feature grouping strategies for the input texts, leading to a better 

performance of Naïve Bayes classifiers. 

Keywords. 
Spam filtering; token-based representation; synset-based representation; semantic-based 

feature reduction; multi-objective evolutionary algorithms 



1. Introduction and motivation. 

The popularization of the Internet together with the exponential growth in the number of 

users taking advantage of the most recent applications and services (such as Instant 

Messaging Applications, Social Networks, e-mail service, etc.) have revolutionized how 

people communicate. In January 2019, the Internet had more than 4.3 million users, 

compared to a million users in 2005 (Clement, 2019). Most of these users are permanently 

connected through their smartphones using permanent broadband 3G/4G connections. In 

fact, since 2015 there have been more mobile devices connected to the Internet than to 

personal computers (Enge, 2019). Unfortunately, the scourge of spam content delivered 

through a wide variety of services (Geerthik, 2013) is limiting the experience of these 

users and hampers the usability of the Internet. Some services commonly used to 

distribute junk contents are web 2.0 applications (which originated the concept of spam 

2.0) (Chakraborty, Pal, Pramanik, & Chowdary, 2016), search engines (Chandra & Suaib, 

2014; Fdez-Glez et al., 2016) (webspam), e-mail (Perez-Diaz, Ruano-Ordás, Fdez-

Riverola, & Méndez, 2012), Short Message Service (SMS) (Hidalgo, Bringas, Sánz, & 

García, 2006) and Instant Messaging (IM) applications (Silva, Alberto, Almeida, & 

Yamakami, 2017). 

The fight against spam has been addressed from different perspectives including legal 

(for instance the European Directive on Privacy and Electronic Communications 

(European Parliament and the Council of the European Union, 2002)), networking 

standards (such as Request for Comments 63761 or 72082), collaborative solutions 

(Gandhi, Mohanraj, Nandhini, Poovarasan, & Prakashraj, 2019) or URIBL3 for 

webspam), or content-based schemes (Altınel & Ganiz, 2018; Guzella & Caminhas, 

2009; Kastrati, Imran, & Yayilgan, 2019; Vyas, Prajapati, & Gadhwal, 2015). The 

combination of all of these technologies has severely limited spamming activities but has 

not definitively solved the problem.  

We strongly believe that content-based filtering has not been widely exploited but could 

provide high quality results through knowledge engineering techniques. Most of the 

content-based approaches are based on taking advantage of different ML classification 

schemes (such as the popular Naïve Bayes) by using information about tokens found in 

the texts as input data. Upon analysing the performance of these approaches, we feel that 

this type of classifier has reached the utmost efficiency level that could be achieved by 

exploiting token-based approaches. This hypothesis is also supported by recent studies 

(analysed in Section 2) which successfully brought the use of concept-based features to 

spam filtering (Almeida, Silva, Santos, & Gómez Hidalgo, 2016; Bahgat, Rady, Gad, & 

Moawad, 2018; Méndez, Cotos-Yañez, & Ruano-Ordás, 2019) by using synsets extracted 

from ontological dictionaries like Wordnet (Miller, 1995). In a previous study (Méndez 

et al., 2019), the authors take advantage of taxonomic semantic relations between synsets 
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(specially hypernymy) to generalize semantic concepts found in text and to reduce the 

dimensionality from any number of features to 181 features (synsets having a maximum 

distance of 4 from ‘entity’ using hyponymy relations). Despite not taking advantage of 

semantic disambiguation schemes or individual features customized semantic 

generalization levels, these approaches achieved a better performance than simple token-

based classification schemas.  

This study brings a more innovative approach to improve semantic generalization. 

Specifically, we have taken advantage of disambiguation to adequately find the synset 

(semantic concept) that fits each word extracted from the text best. In most cases,  synset-

properties are optimally generalized in order to identify the best semantic concepts to 

address the classification, thus to discriminate between spam and ham contents. For 

instance, in some academic environments, it could probably be considered that all the 

contents related to chemical substances are spam regardless of their use, form of obtaining 

and/or nature. However, in a chemical engineering department, only those about specific 

medicines (such as Viagra or Cialis) should be probably considered spam. This implies 

that grouping all chemical substances into a single dataset property, including all drugs, 

will not be an appropriate decision. 

In order to determine how many times a synset-property should be defined, we used an 

optimization approach. The optimization process was done by using the successful 

MOEA NSGA-II (Deb, Agrawal, Pratap, & Meyarivan, 2000). Despite of the resulting 

dimensionality reduction achieved by our proposal is higher than the one in a previous 

work  (Méndez et al., 2019), the synset information is not over-generalised and none of 

the synsets are discarded, but only generalised. Therefore, we are starting a new 

generation of synset-based algorithms capable of maximizing the performance and 

avoiding knowledge loss (lossless feature reduction). 

The main purpose of this study is to introduce a new way of reducing dimensionality 

when using synset-based representations (SDRS), based on the aforementioned ideas. 

The method exploits taxonomic information (i.e. hypernyms and hyponyms) stored in 

ontologies (in this case Babelnet), and takes advantage of NSGA-II genetic algorithm to 

find an optimized representation, which is able to obtain a problem representation that 

minimizes both the dimensionality and the amount of false positive (FP) and false 

negative (FN) errors. 

In detail, this study aims specifically to the following objectives: (i) reduce the 

dimensionality of synset-based datasets minimising the information loss (loossless), (ii) 

check the performance of Naïve Bayes classifiers, both on the original datasets and on 

their combination with our SDRS lossless dimensional reduction technique, (iii) compare 

the performance of Naïve Bayes classifiers on both token-based and synset-based 

representations. 

The remainder of the work is structured as follows: Section 2 presents the state of the art 

in the use of semantic information extracted from ontological dictionaries to reduce 



dimensionality in classification problems; Section 3 presents our algorithm to address 

lossless semantic-aided feature reduction. The data used as input corpus, the experimental 

protocol and the results achieved during the empirical benchmark are included in Section 

4. Finally, Section 5 summarizes the main outcomes and future research lines.  

2. Related work 

The popularity of ML approaches has experienced an amazing growth due to their ability 

to solve a wide variety of problems by using past experiences and related information as 

input data. Particularly, in the context of binary classification, we can take advantage of 

a lot of well-tested approaches in order to successfully deal with problems such as spam 

filtering (Hall et al., 2009; Pedregosa et al., 2011). According to the vast literature in this 

area, the performance that these classifiers can achieve is not in doubt (Vyas et al., 2015). 

However, if the classifier does not receive relevant and clean information that can be 

generalized, the classification performance is poor. One of the key aspects when applying 

ML schemes is the preparation of input data (Zhang, Zhang, & Yang, 2003); improving 

the performance achieved by ML techniques in the context of filtering spam is directly 

dependent on this aspect.  

The text mining research field (Tandel, Jamadar, & Dudugu, 2019) emerged as the 

prevalent form of exploiting token information to solve problems such as text 

classification, information retrieval, etc. Furthermore, the first well-known ML proposal 

for spam filtering4 introduced by Paul Graham, and many others introduced later 

(Méndez, Glez-Peña, Fdez-Riverola, Díaz, & Corchado, 2009; Pérez-Díaz, Ruano-Ordás, 

Fdez-Riverola, & Méndez, 2016), take advantage of token-based information. In this 

manner, topic models (Grün & Hornik, 2011) emerged with the aim of studying terms 

that are usually found together in texts and therefore allow for topic detection without 

using semantic information about the connections between terms. This type of model was 

able to statistically find “topics” and allowed documents to be represented using this 

information. 

However, during the last few years a new method of representing textual content has been 

introduced: the concept. Concepts have been recently modelled by using synsets from 

ontology dictionaries; the growing interest in their use is based on the capability of 

handling different human language representations of the same information (Almeida et 

al., 2016). Particularly the following text pieces “cheap vehicle for sale”, “I’m selling my 

car” or “automobile offer” all stand for the same information but are composed of 

different tokens. 

One of the most relevant problems when representing text contents using tokens or 

concept-based representations is the problem of dimensionality (Méndez et al., 2019). 

Often the dimensionality on this kind of problem is overwhelming, and classifiers cannot 

properly operate on them. Moreover, some features in the dataset could be irrelevant, 
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redundant, dependent on others, or inconsistent and their identification and dropping 

would be necessary. To deal with this issue, different types of feature selection 

(reduction) schemes were introduced. It has been suggested (Chandrashekar & Sahin, 

2014; Deng, Li, Weng, & Zhang, 2019) that classical feature reduction schemes can be 

classified into three groups: (i) filter (ii) wrapper and (iii) embedded.  

Filter feature selection methods (i) can assess the relevance of each feature included in 

input data to solve the problem. These results can be quickly computed and used to rank 

features. The top n best features, or those better evaluated than a threshold value, are 

selected. The main advantage of filters is their simplicity, while their main limitation is 

the difficulty of avoiding duplicate information (or select highly independent variables). 

Wrapper methods (ii) combine a strategy of grouping input features. The quality of each 

group of features is assessed by running an ML classifier using group features to solve 

the target problem. These approaches are slower than filters but can successfully address 

the elimination of dependent variables. Their main limitations are the dependency of 

using an ML classifier that could result in overfitting issues. Finally, embedded feature 

selection schemes (iii) bring together some feature reduction methods that are intimately 

related to specific ML algorithms (Lal, Chapelle, Western, & Elisseeff, 2006). 

Although classical feature selection methods (filters, wrappers or embedded) could be 

applied over concept features, the most recent advances in the use of semantic information 

from ontological dictionaries allows for the definition of alternative feature selection 

methods.  In a study by Almeida et al. (Almeida et al., 2016) synonyms of words found 

in SMS messages are added as artificial features to cope with their small size (and 

contents) and improve classification performance. Additionally, in a study by Bahgat et 

al. (Bahgat et al., 2018) the authors successfully take advantage of synonymy relations to 

bring similar terms into the same feature. Although the achieved reduction was very 

limited, this work introduced the concept feature to address e-mail classification. A more 

recent study focused on semantic feature selection (Méndez et al., 2019) introduced the 

use of hypernymy/hyponymy relations to achieve better dimensionality reduction (from 

any number of features down to 181). Using hypernymy relations allows for semantic 

generalizations until one of the synsets of the first 4 levels of Wordnet (Miller, 1995) 

ontology is reached. This idea could bring together words such as "viagra", "cialis", 

“tadalafil” or "xanax" under concept features such as “drug” or “chemical_substance”. 

One of the most relevant benefits of this proposal is the reduced loss of information 

because terms are not removed (they are only generalized). 

Despite the relevance of the contribution of a previous study (Méndez et al., 2019), using 

only 4 levels of Wordnet does not seem to be adequate for all  situations, because the 

above mentioned words would be represented as “agent” (the synset in the 4th level of 

Wordnet) with other words such as “coolant” (which could be connected with engines or 

computers), “antifungal” (which is connected with agricultural treatments), “diluent” 

(such as those used for paints), etc. We strongly believe that the concepts found in a text 

content should be generalized as much as required to bring together texts of interest to 



the target user while keeping them apart from those that are not. In fact, a user may not 

be interested in texts about virility drugs but interested in other kinds of drugs (relaxing, 

antibiotics, etc.). This means that we should use “anti_impotence_drug” and “drug” as 

features to represent a target dataset to handle the information required for text 

classification. Additionally, the correct application of disambiguating schemes (as 

applied in a previous work  (Almeida et al., 2016)) is required in this article. 

We addressed the research challenges identified in previous semantic-based feature 

selection approaches and reused ideas from the classical feature selection methods 

(wrappers) and the latest advances in concept-based text representation. These ideas led 

us to the definition of Semantic Dimension Reducing Scheme (SDRS) introduced in the 

next section. 

3. Introducing SDRS 

For the application of our feature selection proposal, text extracts from several Internet 

communication mechanisms (e-mail, SMS, Instant Messaging, tweets, etc.) are 

represented using concepts (synsets from an ontological dictionary). Following the 

recommendations included in a study by Almeida et al. (Almeida et al., 2016), we used 

Babelnet as ontological dictionary. Additionally, each token extracted from text was 

disambiguated using Babelfy5 to find the synset that best fit it. Using this scheme, a 

corpus was transformed into a dataset (D) where each content is represented as a row. 

Each content is represented with its id (# column), the target class (target) and a large set 

of binaries (yes/no) concept features (synsets,  1 2 3, , ,.., nS s s s s= ) that indicate whether or not 

the concept is included in the content. Figure 1 contains an example of output data 

generated through the preprocessing of the dataset. 

Figure 1: Example of input dataset (D) for feature selection 

 1 2 3, , ,.., nS s s s s=  

# bn:00071570n 
(viagra) 

bn:00019048n 
(cialis) 

bn:00015620n  
(Madrid) 

bn:00007309n 
(car) 

bn:00045229n 
(hungry)  

target 

1 1 0 0 0 0 spam 

2 0 1 0 0 0 spam 

3 0 0 1 1 0 ham 

4 0 0 1 0 1 ham 

5 0 0 0 0 1 ham 

While SDRS is inspired in wrapper feature selection, it successfully takes advantage of 

semantic information by using ontologies. Following a previous work proposal (Méndez 

et al., 2019), hypernym relations of the synsets are primarily considered to generalize 
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concepts. However, each synset is generalized as necessary to adequately identify the 

subject of interest (or not) to a target user (or user group). To identify the best 

configuration, we formulated a multi-objective optimization problem and used NSGA-II 

(Non-dominated Sorting Genetic Algorithm) (Deb, Pratap, Agarwal, & Meyarivan, 2002) 

to solve it. NSGA-II is a MOEA (Multi-Objective Evolutionary Algorithm) that has been 

successfully used to solve many different multi-objective optimization problems. 

A chromosome  1 2 3, , ,.., nC c c c c=  in SDRS represents how much each synset-feature 
is S  

(the set of concept-features used to represent texts) will be generalized. Therefore 

( )1.. ic i n=  is an integer value in the interval  0..  where   represents the maximum 

generalization level and ci represents the number of steps the synset 
is  is generalized. 

To compute the transformation of a dataset D  with the chromosome , ( , )C T D C , we should 

take into consideration that if is  is generalized m times into another synset is  , all features 

from S  that are hyponyms of is   ( ( ) j j is S s hyponyms s   ) are deleted and represented by 

the new feature is   (thus achieving a dimensionality reduction). Hence, in a chromosome 

 2,1,0,0,0C =  that is evaluated for the example included in Figure 1, the feature 

‘bn:00071570n (Viagra)’ is generalised two times into ‘bn:00004605n (anti-impotence 

drug)’ (first generalization) and ‘bn:00028872n (drug)’ (second time). As long as the 

feature ‘bn:00019048n (Cialis)’ is a hyponym of ‘bn:00028872n (drug)’ they are both 

merged into the last feature. As long as 1s  and 
2s  share the same direct hypernym the same 

effect would be observed when 1s k=  and 
2s  has a value within the range  0..k . Given the 

chromosome  2,1,0,0,0C = , the example included in Figure 1 would be transformed into 

the one represented in Figure 2. 

Figure 2: Transformation of input dataset D  for the chromosome  2,1,0,0,0 , ( , )C T D C=  

#  bn:00028872n 
(drug) 

bn:00015620n  
(Madrid) 

bn:00007309n 
(car) 

bn:00045229n 
(hungry)  

 target 

1 1 0 0 0 spam 

2 1 0 0 0 spam 

3 0 1 1 0 ham 

4 0 1 0 1 ham 

5 0 0 0 1 ham 

In addition to the problem of representation, the definition of the optimization objective 

functions (i.e. fitness functions) is mandatory to run any MOEA. Following wrapper 

approaches, we considered the use of performance classification results achieved when a 

classifier is run (10-fold cross validation scheme (Kohavi, 1995)) over the reduced 

dataset. As done in previous spam filter optimizations (Basto-Fernandes et al., 2016; 



Ruano-Ordás, Basto-Fernandes, Yevseyeva, & Méndez, 2017; Ruano-Ordás, Fdez-

Riverola, & Méndez, 2018; Yevseyeva, Basto-Fernandes, Ruano-Ordás, & Méndez, 

2013), the minimization of false positives (FP, ham texts classified as spam) and false 

negatives (FN, spam texts classified as ham) could be successfully introduced as 

objectives for this problem. Additionally, as the main goal of the process is to reduce the 

dimensionality of the initial dataset, we introduced these minimizations as a fitness 

function. Equation 1 shows the fitness functions used to solve the current problem 

( )( )

( )( )

( )( )
( )

1

2

3

10xval_eval.FPr , ,

10xval_eval.FNr , ,

num_cols ,

num_cols

f c T D C

f c T D C

T D C
f

D

=

=

=

 
(1) 

where ( )10xval_eval.FPr ,c D  and ( )10xval_eval.FNr ,c D  represents the false positive and false 

negative ratios achieved when running a 10-fold cross validation test using the classifier 

c  and the dataset D , c  is the classifier selected for evaluation, ( ),T D C  represents the 

transformation of the dataset D  with the chromosome C  and ( )num_cols D  is the number 

of columns in the dataset D .  

Using this configuration, the NSGA-II genetic algorithm is executed to discover the 

highest reduction that can be achieved minimizing the number of FP and FN errors. The 

next section shows the configuration and results of the experiments carried out to evaluate 

SDRS 

4. Experimental evaluation 

In order to test our proposal, we carefully designed an experimental protocol. One of the 

key features of the protocol is the inclusion of two different performance evaluation 

points and the possibility of detecting overfitting phenomena. The proposed experimental 

protocol is shown in Figure 3. 

Figure 3. Experimental protocol 

 



The evaluation protocol comprises the use of a text corpus as input data. The corpus is 

divided into two stratified splits comprising 75% and 25% of input texts. The biggest split 

is used to execute SDRS and determine the best form of representing the dataset using 

the MOEA problem formulation (SDRS feature selection method). The outputs of the 

MOEA (a set of non-dominated solutions representing the Pareto front) are evaluated in 

the first stage of the experimental protocol (see Theoretical Evaluation in Figure 3). 

Finally, we represent SDRS solutions as a point in the form ( ),FPr FNr  and use Euclidean 

distance to select the closest solutions to the origin of coordinates (0, 0). The four best 

solutions are used to transform the dataset splits (75%, 25%) and run a simple train/test 

experiment to perform a benchmark with other dimensionality reduction schemes. 

Other experimental protocol details, which include selecting the target corpus (subsection 

4.1), configuring the pre-processing steps (subsection 4.2) and selecting the SRDS 

parameters (subsection 4.3), are shown below. Finally, the empirical results are shown 

and analysed in subsection 4.4. 

4.1. Selecting a dataset from available corpora 

A wide variety of corpora is available on the Internet for benchmarking spam 

filtering techniques applied to different Internet services. Table 1 compiles a collection 

of well-known corpora classified according to type of content, language, ham/spam ratio 

and size.  

Table 1: Available corpora for spam filtering 

dataset type of content language ham/spam ratio size 

Spam Corpus email English 34% spam 4,027 

TREC 2007 Public 
Corpus 

email English 66% spam 75,419 

SpamAssassin email English 31% spam 6,047 

Enron email email English 0% spam 619,446 

Bruce Guenter 
spam collection 

email English 100% spam >3,000,000 

Ling spam email English 16% spam 2,893 

SMS Spam 
Collection v.1 

SMS English 13% spam 5,574 

British English 
SMS corpora 

SMS English 48% spam 875 



Webspam-uk 2007 Web (html) pages English unknown 105,896,555 

Websmap-uk 2011 Web (html) pages English 53% spam 3,766 

DC 2010 / EU 
2010 

Web (html) pages English, French 
and German 

unknown 23M 

Webb spam 2011 Web (html) pages unknown unknown 330.000 

Clueweb 09 Web (html) pages 10 languages unknown 1,040M 

Clueweb 12 Web (html) pages English unknown 870M 

Common Crawl 
Data 

Web (html) pages multilingual 100% spam 9 Billion in 2014 
and increasing 

YouTube 
Comments Dataset 

Youtube 
comments 

multilingual 7% spam 6M 

YouTube Spam 
Collection Dataset 

Youtube 
comments 

English 49% spam 1,956 

HSpam14.s2 Twitter messages 
(tweets) 

unknown unknown 14M 

There is a wide list of available corpora to execute spam-filtering experiments over 

different Internet services. Due to the high execution load of a wrapper method (which is 

usually slow), we believe that using a small corpus would be particularly suitable for our 

experimental protocol. Therefore, we selected the YouTube Spam Collection available at 

the UCI ML repository. 

The selection of a rather small dataset will be adequate for the inner properties of SDRS, 

which involves running a 10-fold cross validation test for the instances selected for 

optimization (75% of the input dataset as detailed in the experimental protocol). 

Additionally, an effective use of stochastic methods, such as evolutionary algorithms, 

requires significant computational resources and computation time, typically implying 

the execution of dozens of thousands of objective function evaluations and dozens of 

independent runs of the algorithms, to deal with their stochastic nature. 



4.2. Pre-processing configuration 

Given the raw nature of the Youtube Spam Collection Dataset, we pre-processed the 

dataset with the Big Data Pipelining for Java (BDP4J6) and Natural Language Pre-

processing Architecture (NLPA) projects7. The semantic information was extracted from 

Babelnet ontological dictionary and the disambiguation facilities provided by Babelfy8. 

The pre-processing of the corpus instances includes the extraction of the comment body 

text using YouTube API9. The HTML tags are then removed while entities are replaced 

by their corresponding plain text (CSS tags, JavaScript and URIs are also removed). 

Moreover, emoticons and emojis identified in (Wikipedia contributors, 2019) and 

(Unicode Inc, 2018) are removed from the text and registered in an instance property. 

The language of the text is then determined using a Java library10 to remove stop words, 

interjections and onomatopoeias. Additionally, by taking advantage of the language 

information, contractions, abbreviations and slang expressions are replaced by their 

meaning. 

In order to identify the synsets that best match each term in the resulting test, we 

performed a disambiguation. In cases where different BabelNet synsets 

(meanings/concepts) can be associated with a word, Babelfy was used to select which of 

the meanings was the most appropriate given the specific context of the word. For 

example, the occurrence of the word "bank" can lead to different synsets of the BabelNet 

network, “sloping land”, “depository financial institution”, “a long ridge or pile”, and 

more. Each of these meanings has a different synset id on BabelNet, so it is very important 

to identify which meaning/synset match the (text) context. 

In the data pre-processing step, the text is sent to Babelfy, whose service eliminates the 

stop words, performs disambiguation tasks and returns the list of synsets corresponding 

to the text. This list needs to be further processed in order to deal with situations where 

groups of words must be considered together. For example, if we try to disambiguate 

"neural network", Babelfy returns three possible answers (synsets): one synset that 

corresponds to the word "neural"; another synset that corresponds to the word "network"; 

and a synset that corresponds to "neural network". In our case, we always look for the 

synset that groups the largest set of words. 

For experimental purposes, the dataset was also represented using token features. This 

process was made using NLPA and maintaining the same pre-processing steps used for 

the case of the synsets, but using token-based features to represent the instances. 

 
6 Available at https://github.com/sing-group/bdp4j 
7 Available at https://github.com/sing-group/nlpa 
8 Available at babelfy.org 

9 See https://www.youtube.com/intl/es/yt/dev/api-resources/ 

10 Available at https://github.com/optimaize/language-detector 



Finally, Weka (Witten, Frank, Hall, & Pal, 2016) was used to execute the ML part of the 

experimentation. 

4.3. SDRS and NSGA-II configuration 

In order to run SDRS, the inner classifier and 𝛾 (maximum number of generalization 

steps) parameter should be defined. Due to its popularity in spam filtering, we selected 

Naïve Bayes (MultinomialNaïveBayes implemented in Weka) as the inner classifier for 

SDRS. The lower requirements on computational resources, together with its prevalent 

use on the domain, suggest that it would provide interesting results (Ezpeleta, Garitano, 

Arenaza-Nuno, Hidalgo, & Zurutuza, 2017; Ezpeleta, Garitano, Zurutuza, & Hidalgo, 

2017). Additionally, due to the low performance of the Naïve Bayes classifier in the 

presence of dependent variables, its use would also select more independent features. 

In order to find an adequate value for 𝛾, we ran an empirical evaluation of different 

configuration values (1-5) using the complete Youtube Comments Dataset (see Table 1). 

We specifically ran SDRS and discovered how many configurations from Pareto are 

better than keeping the original dimensionality. To evaluate the performance of each 

configuration we used a geometric distance between the 3-D points (FPr, FNr) and the 

coordinate origin (0, 0). Table 2 summarizes the results achieved for different 

configurations.  

Table 2: Analysis of different 𝛾 configurations using the geometric distance criterion 

𝛾 Minimum distance 

0 (without using SDRD) 0,394946621 

1 0,322903916 

2 0,319093112 

3 0,312350806 

4 0,319875171 

The best configuration to obtain the minimum value of distance for 𝛾 is 3. Keeping in 

mind these results, we selected this value to use throughout the entire experimentation 

process.  

Additionally, we used the NSGA-II implementation provided in JMetal framework. 

JMetal framework was configured with 25 runs and a maximum of 25.000 function 

evaluations. NSGA-II default settings were used, with population size 100, integer 

SBXCrossover and PolynomialMutation operators with 1.0 crossover probability and 

1/NumberOfVariables mutation probability. 



Once the parameter selection was completed, we executed the experimental protocol. The 

experimental results achieved during the execution are detailed and analyzed in 

subsection 4.4. 

Table 3: Tokens and Synset classification results without using SDRS 

Classification using tokens Classification using synsets 

%OK %FP %FN dim %OK %FP %FN dim 

0.884 0.048 0.068 2279 0.828 0.02 0.152 1684 

The results indicate that the number of features (the dimension) is smaller when using 

synsets than when using tokens. This situation happens because of (i) different 

synonymous words that are represented in one single feature, (ii) misspelled words or 

words subjected to obfuscation tricks (commonly used by spammers to avoid spam 

filters) that are discarded, and (iii) the existence of words that are not found in the 

semantic network (Babelnet). 

We can also find important classification differences by analysing percentages of FP and 

FN errors included in Table 3. These differences occur due to the procedure designed to 

convert words into Synsets and the loss of information (words that are not represented as 

synsets) described before. However, the results indicate that the use of synsets performs 

better on legitimate texts (less FP errors) where misspelling errors and obfuscation tricks 

are not used. This suggests that removing terms that do not exist in a dictionary improves 

the identification of legitimate contents (ham).  

Additionally, we used the traditional and popular Information Gain (IG) feature selection 

filter method (Méndez, Cid, Glez-Peña, Rocha, & Fdez-Riverola, 2008; Méndez et al., 

2019) to reduce the dimensionality of datasets represented as synsets or tokens. To 

compare performance impact when the dimensionality is reduced with IG, we ran a 

Multinomial Naïve Bayes classifier with different dimensionalities including all (2279), 

2000, 1500 and 1000 features. The results are shown in Table 4. 

Table 4: Tokens classification result applying Information gain. 

Dimension 

 
Token representation 

 
Synset representation 

%OK %FP %FN %OK %FP %FN 

2279 (=number of tokens) 0.884 0.048 0.068    

2000 0.9 0.048 0.052    

1684 (=number of synsets) 0.888 0.056 0.056 0.828 0.02 0.152 

1500 0.884 0.064 0.052 0.832 0.028 0.14 



1000 0.884 0.072 0.044 0.888 0.012 0.1 

500 0.896 0.056 0.048 0.868 0.02 0.112 

For all configurations analyzed, synset representations achieve a larger percentages of FN 

errors. However, the use of synset-based representations makes it possible to significantly 

reduce the number of FP errors. 

In order to test the utility of our feature reduction protocol (SDRS), the results obtained 

after optimization were analysed in detail. The results comprise the set of non-dominated 

solutions achieved in all the 25 executions. These results were represented by plotting a 

multiple line chart and a 3D Paretto front, as shown in Figures 4a and 4b respectively. 

Figure 4: Optimization performance analysis 

 

a) Multiple line chart representing solutions 

 



b) 3D Pareto front 

As shown in Figure 4a, the number of FP errors is close to 0 for all evaluated 

configurations. However, the FNr achieved values within the range 0.3-0.7. Additionally, 

a wide variety of dimensions is achieved within the range of 25% and 85% of the original 

size of the dataset. Some of the solutions in Figure 4a are clearly relevant, such as solution 

367 (last one), which represents a good compromise with good evaluation in all 

objectives.  

The results from Figure 4a indicate that an improvement of 32% on FNR (from 0.62 to 

0.30) has only an 8% degradation effect on FPr (from approximately 0.2 to 0.8). 

Additionally, we can see that dimensionality reduction can be achieved at the expense of 

FNR degradation, while FPr seems relatively indifferent to dimensionality variations. 

To complement this information, we also measured the time required to execute SDRS 

feature selection algorithm. The results of the measurements are included in Table 5. 

Table 5: Time required to execute SDRS feature selection algorithm with the selected 

dataset 

Computer specifications Execution time 

2 x Intel Xeon X5675 (Q1/2011) 3.07GHz with (6 cores/12 threads). 
128 GB RAM  
 

13 days 

4 x Intel Xeon E7-8890 (Q2/2016) v3 2.5 GHz (18 cores/48 threads) 
1 TB RAM 
 

10 days 

2 x Intel Xeon E5-2640 (Q1/2012) v3 2.6 GHz (8 cores/12 threads) 
128 GB RAM 

13 days 

These results reveal the high computational requirements of the SDRS process even when 

the input dataset presents a small dimensionality. Fortunately, this process can be 

executed only once to identify the best form of grouping features for the target 

organization. 

The best feature reduction configurations identified by SDRS results were evaluated 

using unseen data (25% of the whole dataset). We compared the performance achieved 

when using 4 best configurations of SDRS and 4 IG-based dimensionality reducing 

configurations applied on tokens. A Multinomial Naïve Bayes model was built, using 

tokens/synsets with the same input data (75%) we had previously selected for 

optimization purposes. Thus, the remaining 25% of the Youtube comments were used to 

execute the test to produce results that are comparable with our SDRS system. The 

configurations selected from the multiple configurations generated by SDRS are those 

achieving (FNR, FPR) evaluations closest to the origin of coordinates 

(FPr=0.074/FNr=0.303; FPr=0.066/FNr=0.306; FPr=0.080/FNr=0.309 and 



FPr=0.057/FNr=0.3015). Firstly, we evaluated the results in a percentage form. Figure 5 

shows a percentage evaluation between a token based scheme and SDRS. 

Figure 5: Percentage evaluation of different feature-reduction schemes 

 

When using a synset representation, the number of FN errors is higher, but the number of 

FP errors achieves an important reduction. This observation can be appreciated more 

clearly in batting average scores (see Figure 6). A batting average measures the proportion 

of successfully detected spam contents (hit rate) and the proportion of FP errors with 

regard to the number of ham instances (strike rate). This allows us to deduce that the best 

classifiers are those achieving highest hit rate and lowest strike rate scores. 

Figure 6: Batting average comparison of analysed configurations 

 

Although token-based configurations detect more spam texts (better hit rate), the amount 

of FP errors they achieve (strike rate) indicates serious trouble, suggesting its use should 

be discarded for some applications. In order to determine the kind of applications that 

should not be used with token-based representations, we ran a cost-sensitive analysis of 

performance using TCR (Total Cost Ratio). TCR scores consider the asymmetric cost of 



FP and FN errors in most environments by using a   parameter that indicates how many 

times an FP error is more serious than an FN error. In our comparison we used popular 

values for    (1, 9 and 999) which model common account situations (services used for 

exchanging jokes; services used sometimes to receive information about e-commerce, e-

banking operations; services used to exchange professional and commercial information, 

or contact customers). TCR evaluations are shown in Figure 7. 

Figure 7: TCR benchmarking results 

 

Given these results, we have deduced that synset-based schemes are a bit poor for 

situations where the cost of FP and FN errors is the same (𝜆=1). Unfortunately, the 

popularization of some Internet services such as e-banking, e-commerce or Internet job 

searching, makes improper considering error cost symmetric. Furthermore, when 

considering asymmetric costs of errors, the use of synset-based representations, and 

SDRS feature selection methods in particular, is more appropriate. A quick analysis of 

the results shown in this work suggests the adoption of synset-based representation 

methods and semantic-based feature reduction methods. The next section these findings 

in greater detail and outlines the main strategies for future research. 

5. Conclusions and future work 

This study has provided an experimental comparison of the performance that can be 

achieved by using token and semantic based representations of texts for spam filtering 

purposes. Moreover, we have introduced and shown the performance of a feature 

reduction scheme based on an MOEA optimization scheme (SDRS). Results show that 

semantic-based approaches perform much better in contexts where the cost of FP and FN 

errors is assymetric (almost every situation in which we currently use Internet).  

From a practical point of view, the decreases in the number of redundant words (grouping 

words taxonomically related into an unique feature) implies a time and computational 



resources requirements reduction for training. Moreover, from a theoretical perspective, 

by combining highly dependant features, in-between features gets lower, thus increasing 

the performance of some techniques, e.g. Naïve Bayes. Additionally, grouping words 

with similar meaning allows the identification of the subject topics related with the texts. 

As an example, texts about "anti_impotence_drugs" could be connected in the same group 

(as one of the topics connected with spam concept). The identification of problematic 

topics for a company/user is essential to handle the isolated nature of spam (including 

textual content matching different topics that are irrelevant for the company/user). 

Experimental results allow us to conclude that the use of a synset representation is better 

for the detection of ham contents rather than spam contents (the number of FP errors is 

reduced while we achieve a slight increase in FN errors). Despite this, results have clearly 

shown that, when accounting for the asymmetric costs of FP and FN errors, synset 

representations perform better than those that are token based. Moreover, this fact shows 

that ham contents (usually with no obfuscation and no spelling errors) allow the 

successful translation of a greater number of words into synsets and a better classification 

on this kind of instance. In contrast, most words included in spam contents (with many 

misspelled words, obfuscated tokens or URLs) cannot be successfully represented into 

synset-based representations, resulting in the compilation of less information for this kind 

of text (and less performance to classify them). However, this limitation (the difficulty of 

translating synset words into spam content) can be used as a feature to improve the entire 

process (future work). A new feature containing the number of words that could not be 

translated into synsets could be added to the spam filtering process, which would probably 

result in a new increase in performance. 

SDRS can be also categorized as a lossless feature selection method. This means that the 

knowledge present in words is not discarded (just grouped into features that bring together 

more or less generic concepts). The identification of the lossless feature selection method 

could also easily derive into a non lossless feature selection, where the loss of information 

can be parametrized (future work). The study with loss of information implies that the 

least relevant features (most of them either noise or entirely irrelevant) will be identified 

and removed from the classification process. Comparing the results of lossless and non 

lossless feature selection methods will raise new research findings to address both the 

spam classification and intentionality analysis problems. 

The introduction of SDRS has achieved two objectives: (i) to reduce the amount of 

features required to represent textual contents; and (ii) to detect the words that should not 

be generalized and provide useful information about the purpose of the content. The main 

limitation of SDRS is its long execution time  caused by the evolutionary metaheuristics 

involved in the optimization process. However, we are convinced that the use of SDRS 

will facilitate the identification of the relevant features of the semantic lossless feature 

selection method required for spam filtering. This knowledge will be enough to design an 

iterative feature selection method able to achieve the required (or even better) 



performance levels. The discovery of iterative semantic-based feature selection methods 

should also be covered in future works. 
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