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Abstract 

The past decade has witnessed a notable transformation in the Architecture, Engineering and Construction (AEC) 
industry, with efforts made both in the academia and industry to facilitate improvement of efficiency, safety and 
sustainability in civil projects. Such advances have greatly contributed to a higher level of automation in the lifecy-
cle management of civil assets within a digitalised environment. To integrate all the achievements delivered so far 
and further step up their progress, this study proposes a novel theory, Engineering Brain, by effectively adopting the 
Metaverse concept in the field of civil engineering. Specifically, the evolution of the Metaverse and its key supporting 
technologies are first reviewed; then, the Engineering Brain theory is presented, including its theoretical background, 
key components and their inter-connections. Outlooks of this theory’s implementation within the AEC sector are 
offered, as a description of the Metaverse of future engineering. Through a comparison between the proposed Engi-
neering Brain theory and the Metaverse, their relationships are illustrated; and how Engineering Brain may function as 
the Metaverse for future engineering is further explored. Providing an innovative insight into the future engineering 
sector, this study can potentially guide the entire industry towards its new era based on the Metaverse environment.
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1 Introduction
As the Industry 4.0 is increasingly adopted in the con-
struction sector in recent years, transformation is hap-
pening throughout the lifecycle of civil assets. Advances 
both in the academia and industry are facilitating the 
improvement in efficiency, safety, sustainability and auto-
mation for successful project deliveries. Meanwhile, mas-
sive data collected and exchanged through the Internet 
of Things (IoT) technology are increasingly utilized to 
drive machine intelligence and support various manage-
rial decision-makings. Digitalization constitutes another 
important trend in the construction industry, where 
building information modelling (BIM) and digital twins 
(DT) are intensively adopted along with other informa-
tion technologies to support efficient management of 

civil assets. There are not only projects led by industrial 
partners [e.g., Building 4.0 CRC as a part of the Austral-
ian Government’s Cooperative Research Centre program 
(2020)], but also extensive research efforts are made 
(Bock, 2015; Elghaish et  al., 2020; Hautala et  al., 2017) 
to forward such transformation of the construction 
industry.

Recently, the concept of Metaverse was put under spot-
light by Facebook’s CEO, Mark Zuckerberg, in a devel-
oper conference (Zuckerberg, 2021). Earlier this year, 
Microsoft CEO Satya Nadella introduced an idea of 
enterprise Metaverse at the 2021 Microsoft Inspire part-
ner event (Microsoft, 2021) Metaverse, purposed to assist 
simulated environments and mixed reality. The heated 
discussion of this idea in the industry was also joined by 
chipmaker Nvidia, video game platforms like Epic and 
Roblox, and even consumer brands like Gucci. On top of 
the advances in industries, pioneer scholars from a wide 
range of domains have proposed similar concepts that 
share some features of the Metaverse. Especially, in the 
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AEC sector, Prof. Wang highlighted the importance of 
mixed reality in the future engineering industry (Wang, 
2007a, 2007b) more than a decade ago. Studies on digital 
twins and BIM, as the digitalized version of real-life civil 
assets, have been intensively conducted as well (Alizad-
ehsalehi et al., 2020; Boje et al., 2020; Wang et al., 2015). 
To date, however, advances in the AEC industry, either 
for robotics or DT, have failed to achieve a level of unity 
as high as the Metaverse. Research findings and tech-
nologies in the AEC sector are scattered and need to be 
integrated into an interoperable “universe”, so as to real-
ize a highly automated, efficient, safe and sustainable 
construction environment. For this reason, this study 
attempts to adopt the idea of Metaverse in the construc-
tion industry. First, it will introduce the evolution and 
key technologies of the Metaverse, followed by propos-
ing a novel theory, Engineering Brain. Current advances 
in the construction sector will be systematically incor-
porated in the Engineering Brain, with an illustration 
given in detail. Outlooks into the future of the construc-
tion industry are presented, based on which a compara-
tive analysis between the Metaverse and the Engineering 
Brain are provided. Finally, potential adaptations of the 
Metaverse in the AEC sector in the form of Engineering 
Brain are explored as well.

2  Metaverse and its Key Technologies
In the early phases of the evolution of the Metaverse, 
many similar concepts in various names for it were put 
forward back in 1980s in a range of fiction novels and 
some massively multiplayer online role-playing games 
(MMORPG). The terms “Metaverse” was first coined by 
Neal Stephenson in a science fiction titled Snow Crash in 
1992 (Stephenson, 1992). A few well-known Metaverse 
examples in the field of entertainment include Fortnite by 
Epic Games and Second Life by Linden Lab, where play-
ers can create an avatar for themselves, so as to explore 
the world in a virtual environment. In a sense, Metaverse 
resembles a parallel world, where human activities occur-
ring currently in the physical world would also take 
place in a digital environment. Until today, the concept 
of the Metaverse is still in a process of evolvement, with 
no authoritative definition given so far. Yet, certain key 
elements for the Metaverse can be identified, including 
videoconferencing, games, email, live streaming, social 
media, e-commerce, virtual reality, etc. To realise such 
activities, the assets within a Metaverse ecosystem (e.g., 
avatars and items of value) should be compatible, inter-
operable and transferable among a variety of providers 
and competing products (Lanxon et  al., 2021). In addi-
tion, the developing Metaverse are concerning more 
and more about the elements that are centred on users, 
ranging from avatar identity, content creation, virtual 

economy, social acceptability, presence, security and pri-
vacy, and trust and accountability (Lee et al., 2021).

Nonetheless, all the components of a Metaverse have 
readily existed yet, moving from proprietary ecosystems 
used by different competing businesses and creators to 
a universal and integrated ecosystem, all of which are 
key to the ultimate construction of the Metaverse. Fig-
ure  1 lists seven layers of the Metaverse (Radoff, 2021), 
with industrial partners in the market mapped to each 
layer. To facilitate the transition from the current Inter-
net to the Metaverse, a wide range of key technologies 
are required, and they are mapped to the seven layers of 
the Metaverse as shown in Fig.  1. Specifically, the sev-
enth layer, i.e., infrastructure, represents the underly-
ing technologies that support the Metaverse, including: 
future mobile networks and Wi-Fi, and hardware com-
ponents such as graphics processing units (GPUs). Such 
technologies as virtual reality (VR), augmented reality 
(AR) and extended reality (XR) fall into the spatial com-
puting layer, while relevant wearables, like VR head-
sets, belong to the sixth layer, i.e., human interface. The 
decentralization layer is related mainly to Non-Fungible 
Token (NFTs) and blockchains. Other technologies, such 
as Artificial Intelligence (AI), edge and cloud computing, 
are involved in multiple layers and of importance to the 
Metaverse. All the above key technologies are illustrated 
in detail below.

2.1  Mixed reality (MR)
Various “reality” concepts, including Artificial Reality, 
Virtual Reality, Mixed Reality, Augmented Reality, Aug-
mented Virtuality, Mediated Reality, Diminished Real-
ity, Amplified Reality, etc., have emerged and extensively 
developed over the past decades. It is worth noting that 
although their differences are subtle, proper clarifica-
tion provided by Wang (2007a) are beneficial. Mixed 
reality (MR), together with virtual reality (VR) and aug-
mented reality (AR), reside in the field of extended real-
ity (XR), an umbrella term covering multiple immersive 
technologies. By virtue of these technologies, different 
levels of virtuality can be delivered, ranging from par-
tial sensations to immersive experiences. To be specific, 
with AR technology, the real-world environment can 
be overlaid with sensory modalities, whether construc-
tive or destructive, while one’s cognition towards the 
surroundings can be altered accordingly. On the other 
hand, with VR technology, users’ environment can be 
replaced with a virtual and simulated one instead. As 
for MR, it allows for the coexistence and interactions of 
physical and virtual objects; and its applications reside 
neither in the virtual world nor the physical world, but 
anywhere in between on the reality-virtuality contin-
uum. There are two sub-modes of MR, i.e., Augmented 
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Reality (AR) and Augmented Virtuality (AV): The for-
mer is used to augment the real environment with virtual 
information, while the latter would embed real contents 
in a virtual world. Apart from the distinct AR and AV, 
many other modes within the context of Reality-Virtu-
ality (RV) continuum are feasible. For example, under 
Mutual Augmentation (MA) suggested by Prof. Wang 
(2007b), “real and virtual entities mutually augment each 
other, so as to form different augmented cells/spaces”. As 
a result, a mega-space where the real and virtual spaces 
are interwoven together can be formed for seamless col-
laborations among different stakeholders. To realize the 
mega-space, a recursive augmentation process among 
virtual spaces and reality spaces has been proposed.

Extensive implementations of XR have been developed 
in the fields of entertainment, education (Zweifach et al., 
2019), healthcare (Andrews et al., 2019; Silva et al., 2018), 
tourism (Kwok et  al., 2021), industrial manufacturing 
(Fast-Berglund et al., 2018), interior design, and architec-
ture. The deployment of XR in the AEC industry has been 
increasingly studied as well (Alizadehsalehi et  al., 2020; 
Khan et  al., 2021; Wang, 2007a, 2007b), regarding not 
only life-cycle phases of civil assets, but also project man-
agement and professional training. Notably, Prof Wang 
(2007a) has proposed a Mixed Design Space (MDS) to 
create a collaborative design environment both for archi-
tects and interior designers based on the mixed-reality 

Fig. 1 Seven layers of the Metaverse and the market map

Fig.2 MR boundary theory in a mutual context (Wang, 2007a)
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boundary theory proposed by Benford et  al., (1996). 
Three dimensions constitute the Mixed-Reality bounda-
ries, including: transportation (similar to the concept of 
immersion in Virtual Reality), artificiality, and spatiality. 
Figure  2 presents the underlying theories and relevant 
data communication in the proposed MDS. Table 1 lists 
the properties of MR boundaries and how they are imple-
mented in the proposed MDS. A prototype of MDS has 
been offered for validation.

2.2  Artificial intelligence
Artificial intelligence (AI) refers to an approach to train 
machines to perform tasks that are typically completed 
by human intelligence. Through proper learning pro-
cess in certain environments, “intelligent agents” will be 
able to take actions with maximized chances of achiev-
ing their specific goals (Legg et  al., 2007; Poole et  al., 
1998). Ever since AI was founded as an academic disci-
pline in 1956, approaches in AI research have evolved a 
lot, from optimization search (e.g., genetic algorithms 
and swarm algorithms), logics, and probabilistic algo-
rithms (e.g., Bayesian networks, Hidden Markov models 
and decision theory), to machine learning and neural 
networks. Thanks to the availability of high-performance 
computers and large amounts of data, deep learning has 
nowadays dominated this field, given its accuracy and 
efficiency, while the research efforts put in deep learn-
ing has increased drastically. AI has been widely utilized 
maturely in search engines, targeted advertising, recom-
mendation systems, intelligent personal assistants (e.g., 
Siri), autonomous vehicles, game playing, and other sys-
tems. Along with AI’s widespread applications, issues 
with its ethic responsibilities have been raised as well.

2.3  Computer vision
Essentially an interdisciplinary subject, computer vision 
aims to resemble human visual systems and obtain 
understandings from imagery. Tasks in this field include 
(3D) scene reconstruction, object detection, object track-
ing, 3D pose estimation, image restoration, etc. A typical 
computer vision system in recent research uses a combi-
nation of image processing techniques to extract features, 
and machine learning algorithms are then used to obtain 
knowledge based on such features. And since the advent 
of deep learning, the accuracy and efficiency of computer 
vision systems have been enhanced on several bench-
mark datasets and various tasks (e.g., classification, object 
detection and segmentation) (Pramanik et al., 2021; Ren 
et al., 2015; Wang, Yeh, et al., 2021). The implementations 
of computer vision range from traffic management (Buch 
et al., 2011), agriculture and food industry (Brosnan et al., 
2004; Tian et  al., 2020), life-cycle management of civil 
assets (Feng et al., 2018; Xu et al., 2020), and disease diag-
nosis (Bhargava et al., 2021; Song et al., 2016).

2.4  Edge and cloud computing
Cloud computing realises service deliveries via clouds, 
involving software, analytics, data storage and network-
ing resources. Nowadays, cloud computing has been 
deployed in many daily activities, and cloud services can 
be purchased as “Infrastructure as a service” (IaaS), “Plat-
form as a service” (PaaS) or “Software as a service” (SaaS). 
They allow for secure data storage, enable business con-
tinuity and improve collaboration. However, faced with 
the growth of IoT, the operational cost of cloud comput-
ing is becoming an issue. To address this problem, edge 
computing is proposed, which is essentially to bring com-
puting resources to the “edge” of networks, so that they 
are closer to users or devices. In this way, latency can 
be reduced, and operational efficiency can be improved. 

Table 1 MR boundary’s properties and their implementation in MDS

MR boundary’s properties Definition Implementation in MDS

Mutual awareness Potential effects that an MR boundary may have on aware-
ness

Avatar of interior designer
The view slaving mechanism
Voice communication between two adjoining spaces

Directionality Bi-directional/One-directional Directional control for data transmission and interaction

Interaction within boundaries Participants on both side of the boundary might control 
the effects (e.g., transparency) to reconfigure the ways of 
communication

The view slaving mechanism

Interaction across boundaries Participants in one space can manipulate objects located in 
another connected space

Group interactions At a time, only one person on behalf of the group can 
interact with the MR boundary, and others are enforced as 
passive audiences

The view slaving mechanism

Spatial frames Mapping between AR and VR environments The view slaving mechanism and shared interface
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An increasing number of real-time applications, such as 
video analytics, smart home environment and smart cit-
ies, would benefit from the edge computing for reduced 
response times (Shi et al., 2016).

2.5  Future mobile networks
The fifth generation of cellular network technology, i.e., 
5G, is vital to the development of the Metaverse. The  3rd 
Generation Partnership Project (3GPP), a global organi-
zation which has defined and maintained the specifica-
tions for 2G GSM, 3G UMTS and 4G LTE, published the 
Release 15 (3GPP, 2018), the first full set of 5G standards, 
in 2018. According to the release, 5G New Radio (NR) 
cellular communications will be delivered by using two 
channel coding methods, i.e., low-density parity-check 
(LDPC) (Gallager, 1962) and polar code (Arikan, 2009). 
Compared to its predecessors, 5G technology allows 
for increased data traffic both in mobiles and networks, 
brings wider bandwidths to sub-6  GHz and mmWave, 
and can thus provide better operational performances, 
e.g., ultra-low latency, higher reliability and higher peak 
data rates. Based on the three user scenarios identi-
fied by 3GPP, i.e., enhanced mobile broadband (eMBB), 
massive machine-type communications (mMTC), and 
ultra-reliable and low latency communications (URLLC), 
the 5G technology can now provide new services to a 
wider range of users in such fields as automotive indus-
try, Industry 4.0, education, health, broadcasting, etc. In 
addition, to facilitate communications among massive, 
connected devices within IoT, 5G technology assures the 
connection density with acceptable energy consump-
tions. Based on the advancements and potentials, the 
expanding 5G tech market is predicted to register a com-
pound annual growth rate of 70.83% in the following sev-
eral years.

2.6  Non‑Fungible Token (NFT) and blockchain
Blockchain and cryptocurrency play an important role 
in the Metaverse, because data in blockchain can boost 
a unique characteristic, i.e., proof of existence, which 
can never be overwritten, thus allowing data to be traced 
with certainty. To further improve the traceability of 
exchange activities among operators in a supply chain, 
goods are tokenized. NFT, initiated on the Ethereum 
blockchain and now becoming a distinct new asset class 
in other cryptocurrencies (Dowling, 2021), has been 
applied in the creative industry (Chevet, 2018), the ever-
boosting gaming industry (e.g., crypto games like Cryp-
toCats, Gods Unchained and TradeStars) and many other 
sectors. Such tokens can be used to claim the ownership 
of goods at a certain point of time, support transfers in an 
open market, and guarantee their authenticity. Use cases 

facilitated by NFT and blockchain include gaming, vir-
tual event enjoying and virtual asset trading (Wang, Li, 
et al., 2021), which all contribute largely to the Metaverse.

3  Engineering brain
3.1  Theoretical background
Theoretically, Engineering Brain cover neuroscience and 
neural engineering, bionics, and cyber-physical systems 
in the computer science field.

3.1.1  Neuroscience
Neuroscience is a scientific study on nervous systems, 
and it is a multidisciplinary science that combines 
physiology, anatomy, molecular biology, cytology, and 
mathematical modelling, purposed to understand the 
fundamental and emergent properties of neurons and 
neural circuits. Specifically, neuroscience investigates 
how digital signals pass human brains, what brain areas 
are responsible for what body functions, and how differ-
ent brain areas interact with each other in carrying out 
complex thinking and tasks (Squire et  al., 2012). In the 
neuroscience sector, the divergent-convergent thinking 
mechanism is an important discovery, which is closely 
related to the mechanism of Engineering Brain. There 
are many areas in human’s brain, including occipital 
lobe, parietal lobe, and frontal lobe; each area affects one 
or more essential functions. For instance, the occipital 
lobe affects ones’ visual sense; and when one is making 
decisions or doing creative work, different brain areas 
will interact in an active and efficient manner (Gold-
schmidt, 2016). Nevertheless, these interactions involve 
two dominant types of thinking: the divergent thinking 
and the convergent thinking. The former is responsible 
for collecting information or knowledge from different 
perspectives, and such information is restricted to the 
domain knowledge that a person has. The latter, on the 
other hand, makes final decisions based on the results of 
the former (Chermahini et al., 2012). Neuroscience forms 
the basis for various interdisciplinary sectors, including 
neural engineering, which share similar working mecha-
nisms and lay the foundation of Engineering Brain.

3.1.2  Neural engineering
Neural engineering (or called human brain engineer-
ing) draws on the fields of computational neuroscience, 
experimental neuroscience, neurology, electrical engi-
neering, and signal processing of living neural tissue, with 
many elements encompassed, including robotics, cyber-
netics, computer engineering, neural tissue engineering, 
materials science, and nanotechnology. Neural engineer-
ing aims to develop techniques and devices for capturing, 
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monitoring, interpreting and even controlling brain sig-
nals, to produce purposeful responses. Neural engineer-
ing can bring many benefits to the medical, health care, 
and gaming sectors. Its typical achievements include, but 
not limited to: (1) neural imaging, by which the neural 
techniques (e.g., functional magnetic resonance imag-
ing  (fMRI) and magnetic resonance imaging  (MRI)) are 
employed to scan brain structures and activities of neural 
networks; (2) Brain–computer interfaces, which  seek to 
allow direct communication with human nervous sys-
tem, so as to monitor and stimulate neural circuits and 
diagnose and treat neural dysfunctions; and (3) neural 
prostheses, which refer to the devices that supplement or 
replace missing functions of nervous systems.

3.1.3  Bionics
The concepts to Engineering Brain also make reference 
to the knowledge of bionics. Also known as biologically 
inspired engineering, bionics is an application of biologi-
cal methods and systems found in nature in the study and 
design of engineering systems and modern technolo-
gies. The philosophy behind bionics is that the transfer of 
technology between lifeforms and manufactured objects 
is desirable, because evolutionary pressure typically 
forces living organisms (fauna and flora) to get optimized 
(Abuthakeer et al., 2017). Bionics have inspired the birth 
of many modern techniques, which have been deployed 
in the construction and engineering sector. Such mod-
ern techniques include, but not limited to: (1) robotics, 
by which the bionics is used to apply the ways of animals’ 
moving in the design of robots, e.g., the robotic dogs 
from Boston Dynamics that can carry out inspection 

tasks dangerous to human engineers; (2) the way that the 
blue morpho butterfly’s wings reflect light is mimicked to 
invent RFID tags, which can efficiently read data of mate-
rials, equipment and labour; and (3) information tech-
nologies, e.g., optimization algorithms inspired by social 
behaviours of animals (such as ant colony’s optimization) 
and particle swarm optimization (Zang et al., 2010).

Engineering Brain can be regarded as an extension 
and specialisation of neuroscience, neural engineering 
and bionics in engineering projects. As discussed below, 
it relies on timely collection, interpretation and analysis 
of data by using advanced AI methods (similar to sens-
ing and understanding the environment and making 
judgements in a human brain), sharing data among dif-
ferent analytics functions and project parties (similar to 
transferring signals among brain areas), and controlling 
or instructing physical entities in projects (e.g., machines 
and people) by sending decision-related information on 
time (similar to controlling the body parts). Brain areas 
and bodies co-exist in human being; however, applying 
Engineering Brain in practical projects has to deal with 
separated inorganic entities as well as the interactions 
between such entities and organic human engineers. 
Hence, implementation of Engineering Brain further 
entails the concept of cyber-physical systems from the 
computer science field.

3.1.4  Cyber‑Physical System (CPS)
CPS is actually a synonym of the popular concept “digi-
tal twin” (DT), which focuses on generating a cyber 
world (or virtual world) of the physical one (Boje et  al., 
2020). As shown in Fig. 3, CPS involves three worlds: the 

Fig. 3 The cyber-physical system
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physical, cyber, and mixed worlds. To develop a CPS, 
all types of data describing the physical world should 
be collected by using various methods, such as the IoT 
systems (to collect sensor readings), cameras (to collect 
images), and audio recorders (to collect voices and lan-
guages) (Ghosh et al., 2020). All the multi-modal data are 
stored, processed and analysed in the cyber world, with 
simulation and optimization performed, and informed 
decisions made, in compliance with the philosophy of 
the data pyramid introduced before. Then, actions can 
be carried out by following the optimal decisions in the 
physical world. To boost work efficiency, certain tech-
nologies, such as AR/VR, should be employed to project-
needed information in the physical world (thus forming 
the mixed world), so as to guide these performing tasks 
(Li et al., 2018). In this way, tasks or projects in the physi-
cal world can proceed with the minimized risks, while 
gaining the maximized benefits or profits.

3.2  Definition and components of Engineering Brain
The Engineering Brain is defined as an efficient and intel-
ligent cyber-physical system for realizing optimized 
decision-making for construction projects based on het-
erogeneous, multi-modal and life-cycle data by utiliz-
ing the state-of-the-art cross-domain technologies. The 

working mechanism of Engineering Brain refers to inter-
actions among human brain areas.

As illustrated in Fig. 4, the Engineering Brain includes 
four key components: (1) the frontal lobe, (2) the occipi-
tal lobe, (3) the parietal lobe, and (4) the temporal lobe. 
The aim of Engineering Brain is to build up a cloud reflex 
arc to handle all engineering issues timely and effec-
tively, so that a project can be completed without delays 
and accidents, while delivering higher quality and sav-
ing more costs. The working mechanism of Engineering 
Brain is similar to that of a real person: the four lobes 
handle different types of data (i.e., doing the divergent 
thinking), while the superior part of the frontal lobe 
makes accurate predictions and decisions (i.e., doing the 
convergent thinking). Specifically, data of all aspects of 
a project are collected and processed continuously (i.e., 
converting data to information); different methods are 
used to analyse information of different types; the result-
ant information/knowledge is exchanged and sent to the 
superior frontal gyrus for prediction and decision-mak-
ing; the final results (often expressed as instructions) are 
sent to project entities (e.g., machines or crews) to carry 
out certain tasks in the physical world.

Fig.4 The conceptual framework of Engineering Brain
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3.2.1  Parietal lobe
The parietal lobe is responsible for the sense of smell 
and touch of people. Therefore, to some extent, it corre-
sponds to an IoT system that collects real-time readings 
from various types of sensors, such as the information 
on the status of machines (e.g., from mounted sensors), 
workers (e.g., from wearable sensors), and environment 
(e.g., from fixed sensors) (Gamil et  al., 2020). The data 
collected from different sensors are commonly differ-
ent in many aspects, e.g., in their formats and volumes, 
which can interfere subsequent analyses. Hence, data 
fusion methods, including conventional filtering methods 
(e.g., the Kalman filter) and cutting-edge encoding meth-
ods (e.g., the BERT transformer), shall be adopted to inte-
grate data, depending on data types. All sensor data are 
valuable for real-time monitoring and long-term knowl-
edge mining. The former refers to detecting abnormality 
and defects by identifying usual readings, often with vari-
ous fault diagnosis techniques (Riaz et al., 2017); the lat-
ter refers to discovering common patterns or knowledge 
for continuous improvement, e.g., identifying users’ pro-
files of energy usage for optimizing the facility manage-
ment (Alcalá et al., 2017). However, sensor readings are 
structured data, while 80% of data in construction pro-
jects are unstructured, e.g., in the forms of images and 
texts. Therefore, it is critical to collect unstructured data.

3.2.2  Occipital lobe
The occipital lobe handles visual signals in the human 
brain, so that people can see things. Therefore, in Engi-
neering Brain, its function corresponds to collecting on-
site images by using RGB and depth cameras, and then 
implementing certain analysis methods in the computer 
vision (CV) sector to process these images. Such meth-
ods include both traditional CV techniques, such as 
displacement detection based on reference points and 
digital image correction (mainly for structure monitor-
ing) (Wu et al., 2020), and advanced convolutional neural 
networks (CNN), purposed to deliver various functions, 
such as recognizing the as-is progress of building struc-
tures, detecting and evaluating defects (e.g., cracks), 
and identifying workers, machines or unsafe behaviours 
(Ding et  al., 2018; Han et  al., 2013). In addition, people 
also take in text data through the visual sense (i.e., read-
ing). Therefore, in Engineering Brain, the “lobe” is also 
responsible for collecting text data by “reading” project 
documents stored in file systems by taking naive natural 
language pre-processing methods, such as sentence split-
ting, tokenization (i.e., dividing a sentence into phrases), 
and lemmatization (i.e., converting words to their basic 
forms as expressed in dictionaries) (Denny et  al., 2018). 
Text data can be employed for knowledge discovery (e.g., 
deriving causes of an accident and delay) and compliance 

checking (e.g., detecting non-compliance between a 
design and its working plan and published standards) 
(Ayhan et al., 2019; İlal et al., 2017).

3.2.3  Temporal lobe
Dealing with memory, the temporal lobe is where the 
hippocampus lies. As such, the lobe corresponds to the 
function of information storage. Databases for both 
structured and unstructured data should be developed. 
Structured data can be easily stored in tables with rows 
and columns. In this case, typical relational databases 
(e.g., Oracle and DB2) can meet the demands in practice. 
However, to improve data storage’s efficiency, distributed 
database architecture can be employed, where separated 
databases are constructed for different data formats. 
Another option is NoSQL databases (e.g., MongoDB 
and Apache Cassandra), which provide better scalabil-
ity when handling big data and can store massive sen-
sor readings and images more effectively. Besides, some 
unstructured data (e.g., entities and their relations, which 
are often extracted from text documents) take the form 
of triples (e.g., subject-relation-object). Therefore, graph 
databases, e.g., Neo4j and Protégé, can be adopted to 
store such data (Jeong et al., 2019; Wu et al., 2021c).

3.2.4  Frontal lobe
The frontal lobe involves three gyruses, each responsi-
ble for a different function. The superior frontal gyrus 
involves convergent thinking (i.e., prediction and deci-
sion-making). It should be noted that many objectives 
(e.g., improving qualities and compressing schedules) 
in a construction project are contradictory, so one deci-
sion may cause cascading effects and influence them all. 
Thus, it is critical to use multi-objective optimization 
techniques (e.g., genetic algorithm, particle swarm opti-
mization, and reinforcement learning) to strike a bal-
ance among these objectives. As for prediction, models 
of machine learning and deep learning are good options, 
as they have demonstrated their effectiveness in many 
applications, e.g., predicting material demands to place 
orders, or predicting performance to select bidders (Kim 
et al., 2019). Predictions and decisions are made by con-
sidering the information and knowledge available from 
all the four lobes. Moreover, many methods and algo-
rithms have been proposed in the field of computer sci-
ence. However, the key is to incorporate the domain 
knowledge of the industry, so that the methods and algo-
rithms suit demands of construction projects.

The middle frontal gyrus deals with speaking. 
Hence, it corresponds to the information/knowledge 
exchanging function in Engineering Brain, as an ena-
bler of prediction, decision-making, and project execu-
tion. However, the industry lacks efficient exchanging 
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methods, a situation recognized as the main barrier to 
IT implementation. Thus, standardized schemas, e.g., 
the industry foundation class (IFC), can be developed 
and implemented among stakeholders in one project 
or even across the industry, so that information can be 
described in the same format and can fed into different 
tools (Bradley et al., 2016; Zhu et al., 2019). In addition, 
semantic-web technologies, such as ontologies and logic 
reasoning, can be adopted to further standardize infor-
mation/knowledge description, e.g., for disambigua-
tion (Wu et al., 2021c). This lobe is also responsible for: 
(1) sending prediction/decision related information and 
instructions to guide or instruct entities in physical pro-
jects, and (2) exchanging information/knowledge with 
external parties, e.g., governments and manufacturers. 
In all cases, information platforms, e.g., BIM and CIM, 
can serve as the front end for users to search information, 
while modern human–machine interaction techniques, 
such as mobile computing, AR, and VR, can be used to 
boost the communication efficiency (Li et al., 2018).

Finally, the inferior frontal gyrus refers to the task exe-
cution module, namely, the body that takes orders from 
the brain. In construction projects, the “gyrus” refers to 
entities in a physical project that: (1) forms permanent 
parts of a physical building structure, e.g., materials and 
products; and (2) is required for processing the tasks of 
design, engineering, construction and maintenance. This 
involves crews of different backgrounds and skills, build-
ing design programs, construction machines, and engi-
neering methods. Project teams should manage all the 

entities according to the predictions and decisions made 
by the superior gyrus and sent by the middle gyrus, such 
as selecting the optimal design, re-allocating resources, 
and removing identified hazards (Wu et  al., 2021b; Yu 
et al., 2015).

3.3  Interaction and development of Engineering Brain’s 
components

As mentioned above, the divergent and convergent think-
ing requires interactions among brain areas. In Engineer-
ing Brain, this corresponds to information flows among 
the four lobes. The parietal and occipital lobes would col-
lect, pre-process and analyse data collected by sensors as 
well as images and texts. All the data, information and 
knowledge formed in information analysis (i.e., divergent 
thinking) are sent to and stored in the temporal lobe, 
the centre for exchanging information and knowledge, 
which is then sent to the superior frontal gyrus for mak-
ing predictions and decisions, so as to enable exchanges 
between the parietal and occipital lobe, as analyses in 
one lobe may require inputs from the other. For instance, 
evaluating the risk with a worker may require behaviour 
analysis (using CV) and location tracking (using wear-
able GPS). The superior frontal gyrus takes in integrated 
information/knowledge from the temporal lobe to make 
predictions and decisions, while the results are sent back 
to the temporal lobe, which then sends instructions to 
the middle frontal gyrus, which in turn inform enti-
ties in the physical world. The results of prediction and 
decision-making (e.g., project progress after re-allocating 

Fig. 5 Interaction among Engineering Brain’s components
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resources) are collected by the Engineering Brain for the 
next round of analysis, therefore forming a closed loop 
and enabling continuous improvement. Figure 5 demon-
strates the above interaction in the Engineering Brain.

Despite the great value, implementing Engineering 
Brain in projects in practice requires a development pro-
cess that entails three main stages. Data of high quality 
are the pre-requisite for any data-driven analysis. Thus, 
in the first stage, it is the parietal and occipital lobes that 
develop fast. Main concerns in this respect include: (1) 
deploying and optimizing IoT systems as well as meth-
ods for image and text data collection, which can cover 
as many aspects of a project as possible, while mini-
mizing monitoring costs (e.g., the number and energy-
consumption of sensors) (Zhou et  al., 2019); and (2) 
developing novel methods for multi-modal data cleaning 
and fusion. In the second stage, two actions can be simul-
taneously performed. First, in the parietal and occipi-
tal lobes, the cutting-edge sensor data mining, CV and 
NLP techniques should be implemented to derive use-
ful knowledge from information of different types. Sec-
ond, in the temporal lobe, methods to standardize, store 
and exchange information and knowledge should be 
developed. In the third stage, the focus of development 
moves to the superior and middle frontal gyruses, where 
advanced optimization techniques and deep learning 
models can be applied for predictions and informed deci-
sion-making. Finally, in the fourth stage, the middle and 
inferior frontal gyruses are developed. The former sends 
instructions to on-site teams, and the latter receives such 

information and physically executes the tasks to com-
plete the project. It should be noted that a highly devel-
oped inferior lobe is the basis for robotic construction, 
and unmanned machines and robots (e.g., unmanned 
excavators, cranes and aerial vehicles) are widely used to 
assist (not to replace) human labours (Wu et  al., 2016). 
Figure 6 presents the evolution process of the Engineer-
ing Brain theory.

To facilitate understanding, a simple demonstration of 
Engineering Brain is shown in Fig. 7 for the maintenance 
of a bridge. To detect the structure health condition, the 
sensing system collects multi-source data continuously, 
including from RGB cameras belonging to the occipital 
lobe of Engineering Brain as well as various sensors (e.g., 
accelerators and strain gauges) belonging to the parietal 
lobe. The sensors collect essential structure responses, 
which are then cleaned and fed into some mathemati-
cal and mechanic models (e.g., finite-element analysis) 
to assess the overall bridge conditions. The RGB cam-
eras collect images of passing vehicles, with the vehicles 
with significant risk (e.g., heavy trucks) identified, while 
their effect on the structure is evaluated. Then, deep 
learning models and optimization techniques belonging 
to the superior frontal gyrus would fuse all initial analy-
sis results to evaluate the structure conditions (e.g., an 
index), with proactive maintenance plans recommended 
by using case-based reasoning.

Fig. 6 Evolvement of Engineering Brain
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4  Outlooks of the Metaverse in future engineering
This section presents a few outlooks concerning the 
implementation of the Metaverse in future engineering 
as the revolution of AEC industry goes on. Three aspects 
will be discussed: intelligent combination of smart tech-
nologies; knowledge graph based intelligent recognition 
reasoning and decision-making; and multi-machine/
human–machine collaboration.

4.1  Intelligent combination of smart technologies
One of the future outlooks of Engineering Brain is 
demand-oriented intelligent combination of smart tech-
nologies. Nowadays, over a hundred kinds of smart 
technologies have been developed, and the number of 
technologies is continuing to increase. Currently, the 
appropriate selection and combination of these technolo-
gies are largely based on projects’ characteristics as well 
as human skills and experience, thus being extremely 
time-consuming and inefficient. Therefore, the develop-
ment of project demand-oriented intelligent selection 
and combination of smart technologies is urgent.

This development direction is inspired by the re-defi-
nition of artificial materials. It is believed that materials 
are mostly man-made. For example, glass, plastic, con-
crete, etc. are proportionally synthesised with several 
elements in the periodic table. However, future artificial 
materials are prospected to be freely customised and pro-
duced by 3D printing according to certain demands with 
intelligently integrated essential elements, maybe with 
no inherent forms or names. This concept provides great 

inspiration for the future research in the engineering 
domain and Engineering Brain as well.

Analogously, a schematic diagram of “periodic table 
of smart technologies” is proposed to illustrate the idea 
of demand-oriented intelligent combination of smart 
technologies, as shown in Fig. 8. Specifically, such smart 
technologies as AR, VR, GIS, BIM, AI, 5G, RFID and 3D 
printing can be organised and filled into this technol-
ogy periodic table in accordance with certain rules. The 
table is dynamic and open to add or delete smart tech-
nologies according to different demands. The optimal 
configuration and dynamic patterns will be figured out 
with constant and repeated experiments and tests based 
on various engineering scenarios. Finally, according to 
engineering demands, the Engineering Brain will intelli-
gently select and integrate the required smart technolo-
gies from this table to solve actual engineering problems. 
For instance, if there is a project to construct a bridge 
or smart mobility that needs incorporation of several 
technologies, then a request could be proposed to the 
“technology periodic table”. The table will consequently 
provide feedbacks regarding the selection and combina-
tion of smart technologies, so as to form specific sub-
engineering-brains according to the given engineering 
scenarios intelligently. It should be noted that the sche-
matic diagram of Fig. 8 is only an imagined picture, serv-
ing as an inspiring map for future research.

Fig. 7 A simple demonstration of applying Engineering Brain for bridge maintenance: (a) Real-time monitoring, and (b) structure condition 
evaluation
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4.2  Intelligent recognition reasoning and decision‑making 
based on knowledge graphs

Current AI approaches (e.g., big data analytics and deep 
learning models) are generally superficial, because they 
are limited to statistically identifying some patterns from 
enormous data following independent identical distri-
butions (namely, i.i.d). This limitation often affects AI 
approaches’ performance when they are implemented in 
the engineering sector, because: (1) they are very data-
demanding, but collecting such big data is impractical 
in practical projects; and (2) raw data largely determine 
the model performance; in other words, it is difficult to 
transfer pre-trained models for different engineering 
problems, which are subject to data following different 
distributions (Wu, Wang, et al., 2021). Thus, in the future 
intelligent Engineering Brain, AI models shall capture 
and understand the underlying casual-effect mechanisms 
among project entities and events, which feature strong 
reasoning capacities and can adapt to different prob-
lem-solving and decision-making demands with a small 
amount of data (Schölkopf et  al., 2021). For instance, 
when a model is trained to predict safety risks by using 
regulations and codes in one country, it can automatically 
adapt itself to projects in another country that has similar 
but different safety regulations.

Nevertheless, this involves two issues. First, knowl-
edge graphs that include both abstract and specific parts 
should be developed. The abstract parts (also called 
ontologies) would model the common and abstract 

concepts (i.e., classes) and the relations among the classes 
(e.g., the class “Lifting Equipment”), while the specific 
parts would model the physical entities in specific pro-
jects (e.g., crane is a “Lifting Equipment”), the mapping 
between entities and classes, and the relations among the 
entities. Knowledge graphs should be developed auto-
matically, which require a set of AI techniques, e.g., text 
understanding, ontology building and merging, and deep 
learning on graphs (Zhang et  al., 2018). Second, based 
on project knowledge graphs, semantic reasoning rules 
and logic-driven deep learning models can be combined 
together to search for project information, infer implicit 
knowledge hidden in the graphs, and recommend solu-
tions and decisions by mimicking the diverging-con-
verging thinking mechanisms of human engineers. 
Specifically, heuristic rules are first used to infer informa-
tion by interpreting nodes and edges in the graphs, while 
deep learning models can predict the missing elements in 
rule bodies (Zhang et al., 2020). At present, the reasoning 
rules still have to be constructed manually; however, with 
the development of the cutting-edge casualty learning 
models, sophisticated casual-effect and reasoning mech-
anisms for rules can be established and encoded in the 
next generation of deep learning models (Schölkopf et al., 
2021). In addition, Metaverse techniques can visualize 
the above reasoning process, so that human engineers 
can easily interact with any reasoning step and informa-
tion source, while adding their own domain knowledge as 

Fig. 8 Demand-oriented intelligent combination of smart technologies (a schematic diagram)
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feedbacks, so as to continuously boost the models’ rea-
soning capacity.

4.3  Multi‑machine and Human–machine collaboration
Intelligent collaboration based on technology advances 
can be expected in the near future, especially in the 
forms of multi-device collaboration and human–machine 
collaboration.

4.3.1  Multi‑machine collaboration
Collaboration between multiple devices, machines and 
technologies is trending as IoT systems develop and 
a range of related technologies become increasingly 
mature. Attempts by the academia include AR/VR col-
laboration in virtual environments (Marks et  al., 2020), 
connected mobile phones (Airtest), connected vehicles 
(Lu et  al., 2014), among others. One of the most prom-
ising implementations in the AEC sector is to facilitate 
an automated and efficient construction process, where 
on-site equipment are mutually connected to collaborate 
with each other, without causing collisions or posing dan-
gers to workers. Additional machines, like surveillance 
cameras, will also be connected to intelligently monitor 
nearby construction resources, such as heavy equipment 
at work or construction materials arriving for on-site 
storage. Other use scenarios include the operation and 
maintenance (O&M) phases when multiple machines for 
non-destructive testing are connected and automated for 
efficient inspections.

4.3.2  Human–Machine collaboration
Instead of taking machines as a tool, humans collabo-
rate with artificial intelligence and other machines in a 
human–machine collaboration model to achieve shared 
goals. In the race with machines (Kelly, 2017), such col-
laboration allows for the gap filling in each other’s intel-
ligence and physical capabilities, although empirical 
studies have proven that human managers prefer such 
partnership when machines have inputs roughly 30% 
(Haesevoets et  al., 2021). In industrial applications, the 
collaborative robots especially designed for direct inter-
actions with humans in a shared workplace are com-
monly deployed. In the AEC sector, the human–machine 
collaboration would be particularly beneficial to the 
creative designs, e.g., architectural design (excluding the 
repetitive work of engineering drawings), and manage-
rial decision makings both on construction sites and dur-
ing the O&M phase of civil assets. In these procedures, 
architects, engineers and asset managers will be able to 
work in collaboration with machines, which are trained 
by massive history data and manuals. The project man-
agement on construction sites can also take advantage of 
such human–machine collaboration. For instance, on-
site managers can be informed of all types of information 
in a real-time manner, including progresses, risks and 
issues. Under further aids from intelligent agents, more 
efficient and automated management can be expected.

Fig. 9 Pillar technologies, compositions of ecosystems, and objectives of both Metaverse and Engineering Brian
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5  Engineering Brain: Metaverse for future 
engineering

In this section, a comparative analysis is made between 
the Metaverse and the Engineering Brain by referring to 
their pillar technologies, compositions of ecosystems, 
core objectives, and essential elements.

5.1  Pillar technologies, ecosystems and objectives 
of Metaverse and Engineering Brain

A comparison between the Metaverse and the Engineer-
ing Brain is presented in Fig.  9 in terms of pillar tech-
nologies, compositions of ecosystems, and objectives. 
Development of both Metaverse and Engineering Brain 
relies heavily on similar modern technologies, including 
Artificial Intelligence, Future Mobile Networks, Edge/
Cloud, Computer Vision, Blockchain, Robotics/IoT, User 
Interactivity, Mixed Reality, etc. (Lee et al., 2021). How-
ever, the compositions and objectives of these two plat-
forms differ.

Metaverse intends to provide users with seamless, 
infinite and ultimate virtual experience by establishing 
a perpetual perceived virtual world, which would blend 
the digital and physical worlds, boosted by the fusion of 
the Internet technologies and Extend Reality (Lee et al., 
2021). Users of the Metaverse own their virtual substi-
tutes, known as Avatars, which analogize their physi-
cal selves to experience their virtual life (Davis et  al., 
2009; Lee et  al., 2021). According to Lee et  al.  (2021), a 
Metaverse ecosystem consists of six core pillars: Ava-
tar, Content Creation, Virtual Economy, Social Accept-
ability, Security & Privacy, and Trust & Accountability. 
In Metaverse, Avatars reflect users’ identities, while the 
rest of the core pillars would support, secure and restrict 
users’ virtual activities and behaviours. Therefore, the 
objective of Metaverse is to shape and optimise users’ 
interactions and alternative experiences in a virtual 
world, so as to break through the restrictions of the phys-
ical world.

Engineering Brain aims to intelligently manage engi-
neering projects and deliver real-time, accurate and com-
prehensive digital control and unmanned construction 
by establishing a human brain-like intelligent engineer-
ing decision system. Engineering Brain can equip engi-
neering projects with an AI “brain” to enable real-time 
information collection, intelligent analysis and decision-
making, effective information sharing, and automatically 
guided project construction. The key ecological compo-
sitions of Engineering Brain include engineering project 
entities and four major human brain-like modules (i.e., 
Frontal Lobe Module, Occipital Lobe Module, Parietal 
Lobe Module, and Temporal Lobe Module). Specifically, 
the project entities refer to project-essential resources, 

such as manpower, equipment, facilities, materials, etc., 
while the human brain-like modules reflect the state-
of-the-art cross-domain technologies, with a working 
mechanism in analogy to the interactions among human 
brain areas. These modules collect, transmit, analyse and 
storage different types of project data and then work out 
predictions and decisions, so as to enable project enti-
ties to interact within the cyber world of Engineering 
Brain systems, and finally control the entities to carry 
out their tasks in the physical world. Therefore, the Engi-
neering Brain operates around engineering projects to 
provide intelligent engineering solutions throughout 
projects’ lifecycles virtually and shape the physical world 
accordingly.

Despite the differences between Metaverse and Engi-
neering Brain in terms of ecosystems and objectives, both 
of them can alter or shape the interactions or activities in 
physical world via constructions in the virtual world.

5.2  Essential elements of Metaverse and Engineering Brain
Figure  10 showcases the essential elements of both 
Metaverse and Engineering Brain, as well as their cor-
responding relationships. According to the currently 
popular concepts in gaming and social fields, in terms 
of the ways of access and interaction, Metaverse’s major 
elements can be highly abstracted as Avatars, Portals 
and “Parallel universe”. Specifically, Avatars are defined 
as user-created digital representations controlled by the 
users who participate in Metaverse and interact with oth-
ers in virtual identities (Bailenson et  al., 2005). In addi-
tion to human beings, animals (e.g., pets of human) may 
also gradually become users of Metaverse by interacting 
inside it (Davis et al., 2009). In Metaverse, all virtual crea-
tions go around users’ experience to make Avatars rep-
resent physical users, so that they feel and act as if in the 
real world or even beyond the real world. Portals refer 
to the hardware devices or interfaces for users to enter 
the virtual world of Metaverse and realise their virtual 
senses for interactions, such as VR, AR, sensors, brain-
chips, etc. Therefore, Portals are indispensable bridges 
to link physical users and the virtual world in Metaverse. 
The “Parallel universe” in this context implies the virtual 
world of Metaverse constructed by using advanced web 
and Internet technologies (Lee et al., 2021), purposed for 
users to interact as Avatars. It is also the hottest domain 
of Metaverse currently, attracting massive attentions, 
imaginations and capitals for development. Clearly, this 
parsing logic of Metaverse is based on the intertwining of 
virtuality and reality, not only including the broadly men-
tioned and fancied “virtual world”, but also involving the 
physical objects and interfaces of Metaverse.

Analogously, Engineering Brain is also deemed as 
constituted by three major essential elements: Entities, 
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Sensory modalities, and Digital twins. Entities here refer 
to the major resources of an engineering project, such as 
manpower, equipment, facilities, materials, etc., which 
can be digitalised or symbolised into the Engineering 
Brain system and can make interactions under instruc-
tions. And then, tasks can be carried out in the physical 
world. Entities are the core physical support, including 
the participants throughout the entire life cycle of engi-
neering projects. Sensory modalities are the ways of 
obtaining sensory data, such as visual, tactile and audi-
tory information, via devices or interfaces. They refer to 
the perception modules of Engineering Brain, including 
the Occipital Lobe Module and Parietal Lobe Module, 
and play a role of equipping the entities, so as to enter 
the cyber world of Engineering Brain and drive them to 
interact. Such technologies as mixed reality, computer 
vision or various types of sensors (Wang, 2008) can be 
employed to support the sensory modalities. Digital 
twins (Hou et al., 2021; Lee et al., 2021; Mohammadi & 
Taylor, 2017) imply the cyber world of Engineering Brain. 
In this context, digital twins not only include all the prop-
erties of the duplicated physical counterparts, but also 
cover the modules responsible for data transmission, data 
analysis and decision making, all involving the Frontal 
Lobe Module and Temporal Lobe Module. Digital twins 
enable entities to deliver all the operations required by 
engineering projects virtually and intelligently (e.g., vis-
ualisation, intelligent design, unmanned construction, 

etc.) (Ma et al., 2021; Wang, 2007a, 2007b), so as to guide 
them shaping the physical world accordingly.

5.3  Engineering Brain: the Metaverse for future 
engineering

Based on the analyses above, the corresponding rela-
tionships between essential elements of Metaverse and 
Engineering Brain can be established. The elements of 
Entities, Sensory modalities and Digital twins in Engi-
neering Brain can be understood in analogy to the ele-
ments of Avatars, Portals and “Parallel universe” in 
Metaverse, respectively, as illustrated in Fig.  10. Both 
Engineering Brain and Metaverse equip physical enti-
ties or users with interfaces, so that they can connect 
with the virtual world and eventually influence their 
behaviour and performance in the physical world by 
shaping their participation and interaction in a virtual 
environment. The virtual worlds of Engineering Brain 
and Metaverse are not only simple duplications or 
mappings of the realities, but also provide features to 
remedy and surpass the defects of the physical world. 
For instance, they will be offered with independent 
economic systems based on blockchain, highly intelli-
gent mechanisms and operations based on computing, 
efficient and seamless spanning between virtuality and 
reality, high degree of autonomy, etc. Therefore, if the 
Metaverse is designed and developed for humans (and 
possibly their pets) in gaming or social industries, then 

Fig. 10 Essential elements of Metaverse and Engineering Brain
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Engineering Brain can be regarded as the Metaverse for 
the future engineering.

6  Conclusion
Based on the hot topic of Metaverse and current advances 
in the digitalization and automation of the construc-
tion industry, this study proposes a theoretical system, 
Engineering Brain, for operating construction projects. 
The similarities and differences between the Engineer-
ing Brain system and the Metaverse are discussed, and 
the transformation from Engineering Brain to Metaverse 
is explored, with a focus on the roles of Avatars in the 
Engineering Brain system. In addition, outlooks into the 
future construction industry fuelled by the Metaverse 
and relevant technologies are given, which can poten-
tially facilitate the further development of related fields.
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