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Abstract  12 

Potential interactions amongst co-circulating viral strains in host populations are often 13 
overlooked in the study of virus transmission. However, these  interactions likely shape 14 
transmission dynamics by influencing host immune responses or altering the relative fitness 15 
amongst co-circulating strains. In this Review, we describe multi-strain dynamics from ecological 16 
and evolutionary perspectives, outline scales in which multi-strain dynamics occur, and 17 
summarize important immunological, phylogenetic, and mathematical modeling approaches 18 
used to quantify interactions amongst strains. We also discuss how host-pathogen interactions 19 
influence the co-circulation of pathogens. Finally, we highlight outstanding questions and 20 
knowledge gaps in the current theory and study of ecological and evolutionary dynamics of multi-21 
strain viruses.  22 

 23 

Introduction 24 

The existence of multiple co-circulating strains or phylogenetic lineages is common for 25 
many pathogens, particularly for rapidly evolving RNA viruses. As viruses evolve, immune 26 
responses generated against a past variant may become less effective, which creates a complex 27 
system, with different antigenic variants interacting through the cross-immunity that is 28 
generated within hosts 1,2. In the past decade, the increasing ubiquity of viral genetic data has 29 
created opportunities to interrogate how ecological processes, such as competition for 30 
susceptible hosts 3, shape both the epidemiological and evolutionary dynamics of many viruses. 31 
In multi-strain dynamics, epidemics occur when a novel viral variant evolves and evades host 32 
immunity created by its predecessors 4, or when the fitness of an existing variant is modulated 33 
by the changing immunity of the population independent of the ability of the virus to mutate 5.  34 

Potential ecological and evolutionary interactions amongst co-circulating viral strains are 35 
rarely investigated, particularly in animal populations, even though these interactions likely drive 36 
transmission dynamics both through immune-mediated competition and natural selection. These 37 
processes may ultimately shape the temporal and spatial distribution of viral genetic diversity 38 
across multiple scales, particularly when there are underlying spatiotemporal heterogeneities in 39 
the susceptibility of hosts as a result of previous patterns of viral circulation. The challenges in 40 
controlling Influenza A in swine due to vaccine inefficacies and emergence of distinct divergent 41 
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viral communities attributed to viral ‘mixing’ in pigs  are a good example of the  potential benefits 42 
of understanding multi-strain dynamics of viruses 6–9.  43 

While definitions of “strain” vary widely and are often pathogen-specific, here we broadly 44 
define strain as when a pathogen occurs in identifiable phylogenetic lineages or clades that that 45 
also differ phenotypically 10. Immunogenic or antigenic phenotype variation may alter the fitness 46 
of a genetic variant in terms of its ability to compete with other variants. Phenotypic variation in 47 
virulence, transmissibility, or other infection attributes may also confer fitness advantages (or 48 
disadvantages) and could be considered the basis for strain structure. While phylogenetic 49 
structure can be useful for reconstructing transmission history and patterns of dispersal, we 50 
would not consider the existence of phylogenetic structure to constitute multi-strain dynamics 51 
in the absence of phenotypic variation amongst lineages. We also do not consider the evolution 52 
of distinct phylogenetic clades based on geographic isolation to be representative of multi-strain 53 
dynamics unless those clades co-occur in the same host population. 54 

 While recent reviews of multi-strain dynamics of pathogens have focused on 55 
mathematical modeling frameworks for investigating strain-host interactions 2,11,12, we 56 
synthesize immunological, ecological, and evolutionary drivers and implications of multi-strain 57 
dynamics in rapidly evolving viruses. We first contrast conceptual differences and similarities 58 
between multi-strain dynamics from ecological versus evolutionary perspectives, then outline 59 
scales in which multi-strain dynamics occur, and summarize immunological, phylogenetic, and 60 
mathematical modeling approaches used to quantify interactions amongst strains. While multi-61 
strain dynamics may occur across a range of pathogens, we focus our discussion on multi-strain 62 
viruses. RNA virus-host systems are particularly likely to exhibit multi-strain dynamics because 63 
their high mutation rate allows for ecological and evolutionary processes to occur on the same 64 
time scale.  65 

 66 

Ecological versus evolutionary dynamics  67 

Although the difference between the ecological and evolutionary perspectives on 68 
dynamics of multi-strain pathogens is somewhat arbitrary given that both processes occur 69 
simultaneously, this conceptual division is useful in summarizing key theories and methodological 70 
approaches surrounding multi-strain dynamics. In both perspectives, past infection by one 71 
variant results in only partial cross-immunity to a related strain, and such partial cross-protection 72 
is expected to result in a change in the susceptibility, infectivity, and/or clinical signs in the 73 
partially immune host. Ecological multi-strain dynamics generally encapsulate situations where a 74 
discrete number of antigenic alternatives or strains exist in the population and strains are 75 
assumed not to evolve phenotypically (i.e., only neutral or nearly neutral evolution occurs on the 76 
time-scale of interest). Cross-immunity amongst strains is variable and fitness is frequency-77 
dependent based on residual immunity in the population developed against previous strains, as 78 
has been suggested for human influenza13. Questions of interest focus on how and why the 79 
relative frequency of different strains changes through space and time. In contrast, evolutionary 80 
multi-strain dynamics focuses more on how competition and natural selection amongst genetic 81 
variants can drive genetic change, allowing for the emergence of new genetic variants or strains 82 
through time (Figure 1). “Immune escape” occurs when a novel antigenic variant evolves that is 83 
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no longer controlled by individual/herd-level immunity 14,15. In some instances, small mutations 84 
(resulting in minimal genetic change) may result in considerable antigenic changes if substitutions 85 
occur in immunogenic sites. In such cases, genetic distance may not be a useful measure of the 86 
extent of cross-immunity amongst strains. 87 

Common to both perspectives are a) the existence of variable levels of cross-immunity 88 
between strains or variants, and b) viral variants that are more effective at evading host immunity 89 
(induced by previous exposure to a related strain) have higher fitness, and thus can out-compete 90 
other variants either within an individual or at the population level. Depending on the nature of 91 
cross-immunity, this can lead to fitness advantages for strains and variants occurring at low 92 
frequencies as compared to more common strains or variants towards which host immunity is 93 
already strong. Theory predicts that due to imperfect cross-immunity and frequency-dependent 94 
fitness amongst co-circulating strains, rare strains bearing novel antigenic mutations are 95 
expected to be able to spread more widely in the host population but then subsequently decline 96 
as herd immunity rises 16. Cyclic or chaotic changes in the frequency of different strains occur in 97 
host-pathogen systems with intermediate levels of immune selection. These changes can 98 
complicate and restrict our ability to interpret and predict the outcome of interventions, 99 
including vaccination1,13,17 or selection for disease resistance traits in hosts, which is increasingly 100 
implemented in animal-based agriculture 18.  101 

   102 

Figure 1. Influence of partial cross-immunity on evolutionary dynamics of multi-strain pathogens. 103 
a) Antigenic drift/shift: After infection by a specific variant at t0, the virus begins to accrue genetic 104 
mutations as it replicates, creating a viral cloud (t1). Partial cross-immunity can exert evolutionary 105 
selection pressures by which more divergent variants are likely to propagate through time (t1  106 
t2, either within or between hosts) due to their ability to evade host immunity. b) This process 107 
can result in a shift in the antigenic phenotype of viral populations through time. c) Pathogens 108 
characterized by antigenic drift/shift often exhibit ladder-like phylogenetic trees wherein older 109 
strains go extinct and are replaced by newer strains, as suggested for influenza viruses19. d) 110 
Ecological antigenic shift: Immunity in the population creates ecological pressure for antigenically 111 
divergent strains to increase in frequency through time (t1t2), resulting in e) shifts in the 112 
antigenic phenotype as a new dominant strain in the population takes over. f) Pathogens 113 
characterized by ecological antigenic shifts likely exhibit more symmetrical/balanced 114 
phylogenetic trees with longer branches, as hypothesized for sub-lineages within porcine 115 
reproductive and respiratory syndrome virus type 219–21. 116 

 117 

Scales of action and impact of multi-strain dynamics  118 

 Multi-strain dynamics can be quantified across multiple scales, from within-host 119 
processes to host-to-host transmission within a single population or between populations. Both 120 
ecological and evolutionary processes can occur at each of these scales. Different scales are 121 
visualized in Figure 2, where greater similarity in color indicates hosts with higher levels of cross-122 
immunity to each other’s viruses (based on past by exposure to more similar antigenic viral 123 
variants) as compared to two hosts with more divergent colors. Viral populations replicating 124 
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within an individual host (Figure 2a) form a viral cloud of highly-related genetic variants, 125 
sometimes referred to as quasi-species 22. Some genetic mutations may alter a variant’s antigenic 126 
phenotype allowing immune escape to occur. Due to their ability to evade host immunity, the 127 
relative frequency of escape mutants may increase within the host and thus increase the 128 
likelihood that they are transmitted (however, see 23 for a discussion of how within-host 129 
adaptation of viral populations may be detrimental to between-host transmission). Despite 130 
diminishing viral populations as infection progresses, surviving variants are likely to have 131 
mutations favored in the immune-mediated selection process, as observed for porcine 132 
reproductive and respiratory syndrome virus 24,25.  An escape mutant that emerges from within-133 
host evolutionary processes has the potential to propagate within the population due to its 134 
antigenic novelty against which the population has limited cross-immunity (light blue individual 135 
in Figure 2b).  136 

Successful transmission of different variants between hosts can be influenced by 137 
bottlenecks in host susceptibility and infectivity. Reduced infectivity could be expected if the 138 
host’s immunity (e.g., based on the history of exposure or host genetics) towards the viral variant 139 
is sufficient to reduce viral replication and shedding, making transmission less likely. 140 
Susceptibility bottlenecks can occur in between-host infection chains, e.g., if past exposure to a 141 
similar variant influences a host’s susceptibility to a new variant. Because of variability in cross-142 
immunity, for example, a host infected by the light blue variant in Figure 2b is more likely to 143 
transmit to hosts that have immunity to more dissimilar variants (e.g., darker blue) than hosts 144 
with more similar immunologic histories (Figure 2b). Thus, the ultimate success of the light blue 145 
variant in spreading within the population is expected to be higher when the frequency of light 146 
blue is low because fewer individuals would have developed immunity against it. If we amplify 147 
this concept to consider between-population dynamics, we can expect heterogeneities in 148 
population immunity to shape the invasion success of different variants in new populations. For 149 
example, a dark blue variant may be much more likely to invade a population that has strong 150 
herd immunity towards green variants than a population that has an immunological history of 151 
blue variants (Figure 2c). Across all these scales, antigenic novelty is expected to confer some 152 
degree of fitness advantage, which will allow more divergent variants to propagate within- and 153 
between-hosts and consequently shape the invasion success of different strains across 154 
populations. 155 

Figure 2: Scales at which multi-strain dynamics occur, from a) within-host to b) between-host to 156 
c) between populations. Colors: Greater similarity of colors represent higher levels of cross-157 
immunity conferred by exposure to more similar antigenic viral variants. Arrows: Thickness of 158 
arrows represent the relative likelihood of spread between hosts or populations with different 159 
immunological histories. Successful transmission of the light blue variant between hosts is more 160 
likely if the recipient host has previous exposure to a more dissimilar virus, such as the darker 161 
blue variant (panel b). Similarly, the dark blue variant is more likely to be transmitted to a 162 
population largely exposed to the dissimilar green variant than a population exposed to the more 163 
similar variant (panel c) .’ 164 

 165 



5 
 

Quantifying immunogenic interactions between strains  166 

Viral entry into cells can occur by various mechanisms depending on the virus species, 167 
including fusion of the virion membrane with the cell membrane, or receptor-mediated 168 
endocytosis 26. Cell entry of RNA viruses typically involves binding of viral surface proteins to a 169 
cellular receptor 26–31, which also triggers host immune responses 29,32–34. These responses often 170 
include antibodies that bind to the surface antigens (proteins) on a virion to hinder binding of the 171 
viral proteins to the cellular receptors, preventing infection of the cell 35,36. Consequently, 172 
whether infection with one strain of a virus can influence the host's susceptibility to another viral 173 
strain may depend, amongst other things, on the extent to which the host’s immune system 174 
recognizes and inhibits infection with the newly infecting strain. Thus, partial immunity amongst 175 
genetically/immunogenically similar strains 37,38 can shape the fitness of different strains and 176 
influence the likelihood that multiple strains co-circulate in a population. 177 

To quantify antigenic distance between strains, binding and cross-neutralization assays 178 
are often used to measure the cross-reactivity of immune reactions elicited by different strains. 179 
Briefly, hyperimmune serum is generated against specific viruses (hypothetical strains A, B, C) by 180 
exposing naïve animals. Different viruses are then cross-reacted with serially diluted sera and the 181 
highest neutralization titer is identified. A comparison between neutralization titers achieved by 182 
serum A on virus A (homologous titer) and the titers achieved for serum A against virus B or C 183 
(heterologous titer) can be interpreted as an indicator of antigenic difference/similarity between 184 
the strains 39. These assays have been extensively employed in the study of influenzas, and cross-185 
immunity profiles across a panel of different strains are often mapped through the application of 186 
antigenic cartography40–42. Antigenic cartography, a computational technique used for graphical 187 
visualization of antigenic distances obtained from inhibition assays 43, can be used to visualize 188 
the genetic and antigenic differences amongst co-circulating variants and identify clusters of 189 
variants with similar immune profiles 44. Data from panels of cross-reactivity assays can be 190 
combined with genetic mapping and epidemiological data, and analyzed using machine learning, 191 
and other statistical approaches to identify specific amino acid changes that underlie antigenic 192 
phenotypes and potentially result in the emergence of different viral variants 45–47. These tools 193 
can be used to refine the relationship between genetic and antigenic variation amongst co-194 
circulating strains of a virus in a population.  195 

 196 

Evolutionary processes for multi-strain pathogens  197 

 Evaluating the existence of multiple strains co-circulating in a population is a complex 198 
process because ecological and host factors may influence how evolution manifests in different 199 
strains, and interactions between strains against the backdrop of host population structure needs 200 
to be disentangled to understand the evolutionary trends of the virus 48. However, quantifying 201 
the nature of multi-strain dynamics and drivers of co-evolution of multiple strains is of 202 
epidemiological significance when dealing with outbreaks of infectious diseases in populations, 203 
as observed for SARS-CoV-2 49, dengue fever 3,50, and influenza 51. Multiple co-circulating strains 204 
can also influence disease severity through antibody-dependent enhancement or shaping the 205 
evolution of virulence (Box 1). Below, we summarize different tools and approaches that can be 206 
applied to investigate evolutionary dynamics of multi-strain viruses. 207 
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Bayesian phylodynamic models provide a versatile framework for the study of pathogens 208 
over time through the inclusion of ecological or host-specific factors that may influence viral 209 
evolution in a landscape 15,21,52–55, including how host traits, population structure, and 210 
environmental characteristics impact the emergence, spread, and turnover of viral populations 211 
56–59. The flexibility of including discrete or continuous traits 53,56,60, estimating viral population 212 
change under structured coalescent models 61, and inclusion of structured birth-death models 62 213 
in these analyses allow for more nuanced estimation of the prevalence of various mutations in 214 
viral populations. These methods also can be used to reconstruct viral population dynamics, 215 
identify emergence, population expansions, and extinction events of different strains, and 216 
quantify the sustained co-circulation of distinct viral populations while accounting for variation 217 
in host population structure 63. While the overall amount of genetic diversity through time may 218 
be somewhat constant for endemic multi-strain pathogens, analyzing each lineage separately can 219 
help visualize these emergence-extinction cycles, as seen with porcine reproductive and 220 
respiratory syndrome virus 20. 221 

Phylogenetic branching patterns can be analyzed to provide insights on multi-strain 222 
dynamics and immune-mediated selection. This analytical approach has been used extensively 223 
to describe the ladder-like phylogeny of seasonal influenza and some coronaviruses associated 224 
with immune-mediated selection 64,65. In these examples, specific lineages of the viruses circulate 225 
over relatively short time-periods before being replaced by a new strain, creating a ladder-like 226 
tree (Figure 1c). As a result, the most recent common ancestor for contemporary variants is 227 
relatively recent. However, phylogenies may not always exhibit step-like temporal topologies 228 
since ancestral clades may continue to persist even as descendant clades expand, as observed 229 
for foot and mouth disease virus and different lineages within the same serotype of dengue virus  230 
66,67, with immune-mediated competition dictating the fitness of different clades through time 231 
(Figure 1f). Two strains are expected to be antigenically differentiated in order to co-circulate 232 
within a host population without one going extinct. Additionally, host genetic diversity, 233 
environmental heterogeneities, and spatial structure of the host population may also contribute 234 
to diversifying evolution (increasing genetic and antigenic distance), with the impact of the latter 235 
two dependent on the pathogen’s transmission mode and dispersal capabilities 68–70. 236 

Selection pressures and resulting mutations responsible for adaptation or immune 237 
evasion are not always easily identifiable from phylogenetic trees alone 71. Therefore, we 238 
describe four approaches that can complement phylodynamic models to evaluate rates of viral 239 
evolution depicted on phylogenetic trees: a) Tajima’s D is a statistical test used to calculate the 240 
genetic deviation of a population from a neutrally evolving population 72 and can be used to 241 
identify non-random mutations, bottlenecks and selective pressure driving the evolution process 242 
73. Tajima’s D relies on two measures of genetic difference between organisms: the mean 243 
pairwise differences in genetic sequences and the number of differentiating sites. b) Based on 244 
the tree topology, fitness models can be used to estimate the rate of population expansion and 245 
fitness of a viral variant in a population 74,75. The local branching index (LBI), for example, is a 246 
statistical calculation to estimate the fitness of a node (an ancestor) in a phylogenetic tree by 247 
calculating the size of a node’s neighborhood (number of descendants/progeny of a node) over 248 
a given period in time 75,76. Mutations that increase viral fitness are associated with higher LBI, 249 
and LBI has been shown to correlate with other metrics of fitness 76. Since nodes with higher LBI 250 
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are likely to be ancestors for future clades 76, LBI can be used to predict expansions of different 251 
clades in a phylogenetic tree. Co-circulation of strains may be expected in cases where several 252 
contemporary nodes have near equal LBI. c) The fixation index (FST) is a measure of changes in a 253 
population associated with the population’s genetic structure. Locus-by-locus FST using analysis 254 
of molecular variance can be used to identify potential genomic regions that determine the 255 
difference in accumulation of group-specific genes by a pathogen 77–79. By comparing locus-by-256 
locus differences, one can distinguish between groups of genomes isolated from a host 257 
population and determine the presence of one or multiple strains. d) The rate of synonymous 258 
(dS) vs non-synonymous (dN) mutations can also elucidate dynamics of viral evolution 80. 259 
Synonymous mutations are nucleotide substitutions that do not change the amino acid coded for 260 
by the respective codon while non-synonymous mutations result in changes in the amino acids. 261 
Synonymous mutations are generally considered neutral as they do not affect protein phenotype 262 
(though this is not always the case 81–83), and the rate at which such “neutral” mutations occur is 263 
typically interpreted as the expectation for background rates of change. Non-synonymous 264 
mutations may impact viral fitness if they are deleterious or beneficial, and thus may experience 265 
negative or positive selection pressures 84. Calculating the codon-level dN/dS ratios can help 266 
identify whether selective pressure in a population is driving viral evolution. Higher than 267 
expected rates of non-synonymous change, usually inferred when dN/dS >1, can be interpreted 268 
as evidence of positive or diversifying selection on that codon, suggesting that mutations 269 
resulting in amino acid changes are favored 85. Positive selective pressure at antigenic sites is 270 
indicative of immune-mediated selection. Combining dN/dS analysis with host/ environmental 271 
factor analysis can further identify drivers of strain/variant co-circulation 86. 272 

 273 

[Start Box 1] 274 

Box 1: Can multi-strain dynamics drive the evolution of virulence? 275 

While immune-mediated selection has received the majority of attention in the 276 
evolutionary processes of multi-strain pathogens, multi-strain dynamics also have important 277 
implications for the evolution of virulence and tradeoffs with transmissibility. If we assume that 278 
faster within-host multiplication by a strain allows it to outcompete other strains in a co-infected 279 
host, then the prevalence of hosts coinfected by multiple strains should favor the evolution of 280 
increased virulence (assuming low levels of cross-protection and that faster multiplication is 281 
associated with increased virulence, which is not always true)87. However, in the absence of 282 
competition within co-infected hosts, high virulence may be disadvantageous as it may reduce 283 
the infectious period (through infection-induced mortality) and thus decrease the ability of a 284 
pathogen to transmit within population 87. This concept can be translated to the meta-population 285 
level: increased virulence may be favored if sub-populations are co-infected by multiple 286 
competing strains, while at the same time, a highly virulent/rapidly transmitting strain may go 287 
extinct in a sub-population before it can disperse to a new susceptible sub-population 88. 288 
Opportunities for the pathogen to disperse between sub-populations are shaped by host (or 289 
vector) movement, which further complicates understanding of optimal virulence for multi-strain 290 
pathogens. Thus, the frequency of co-infection in hosts and host-populations by multiple strains, 291 
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and the nature of cross-protection between competing strains 89, may alter the tradeoff between 292 
virulence and transmissibility and thus influence the evolution of virulence. 293 

 294 

[End Box 1] 295 

 296 

Mathematical models of multi-strain pathogens  297 

Mathematical models have been instrumental in understanding the dynamics of disease 298 
outbreaks and spread. They facilitate the estimation and prediction of changes in pathogen 299 
population size, the speed and duration of epidemics, and the impact of control measures. 300 
Despite the ubiquity of strain structure 90, models that incorporate such diversity have remained 301 
focused on a few prevalent human diseases, such as influenza 4,5, human papillomavirus 91,92, 302 
Dengue fever 3,93 and human immunodeficiency virus (especially in the context of the emergence 303 
of treatment-resistant strains)94,95. Due to their inherent complexity and differences in 304 
assumptions about model structure, models of multi-strain disease can exhibit a wide variety of 305 
dynamics, from globally stable equilibria to cyclic or chaotic fluctuations in the frequency of 306 
different strains. Thus, multi-strain dynamics are difficult to predict. 307 

Multi-strain disease models can track either individuals (agent-based models 96) or 308 
changing proportions of different infection states (compartmental models), but the underlying 309 
dynamics are similar: individuals/groups of the population (hereafter just “individuals” for 310 
simplicity) are divided into a finite set of possible classes based on their exposure history. In the 311 
simplest case, this mirrors the commonly used single-strain SIR framework where each individual 312 
is either susceptible to a pathogen, currently infectious, or recovered and no longer capable of 313 
being infected nor infecting others. Considering a pathogen with two strains, one might use an 314 

 model in which individuals are delineated into one of four classes: susceptible to both 315 
diseases, infectious with each of the two potential strains, or immune to further infection from 316 
either. 317 

The above example highlights two key considerations that arise when modelling multi-318 
strain diseases. First, what is the optimal model structure in terms of the number and resolution 319 
of the classes? This in turn depends on how one classifies previous infections (does it matter 320 
which strains an individual has been exposed to, the order of infection, or simply how many?), 321 
and has dramatic consequences for the computational complexity of a model 97. Additionally, as 322 
with single-strain models, one must consider whether and how to implement population  323 
structure and heterogeneity among individuals (e.g. differences in susceptibility) 48,98,99. Second, 324 
how should cross-immunity be modelled? Cross-immunity can vary in degree (how much less 325 
likely is infection with strain B following infection with strain A?), duration (is immunity waning, 326 
or lifelong?) and implementation (does immunity affect susceptibility or infectivity?). 327 

In the face of this complexity, multi-strain disease modelers have frequently focused on 328 
systems with only two competing strains (e.g.,95,96,100–105), and employed simplifying 329 
assumptions, such as the discretization of a finite strain space. Put another way, strains are 330 
typically modelled as a set of strains that are all categorically different from one another (but see 331 
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106). This is typically accomplished by assuming that infectious agents are clustered into 332 
functionally equivalent antigenic phenotypes 90. Models of multi-strain disease are more 333 
disposed to non-stationary dynamics (e.g., cycles/chaos) than their single-strain counterparts 334 
107,108, largely driven by the degree of cross-immunity. When infection by one genetic variant 335 
provides near-complete immunity to another, stable and discrete strains emerge, whereas 336 
intermediate levels of cross-immunity lead to cyclic or chaotic fluctuations in strain prevalence 1. 337 
Importantly, however, this effect can be overridden if strains differ too much in their 338 
epidemiological parameters 108. 339 

The incorporation of evolution into models of multi-strain disease introduces a wide 340 
range of additional complexities, but, in general, the framework for modeling evolving pathogens 341 
consists of two linked modules: one for the epidemiology, as discussed at length above, and one 342 
for the evolution. The proximity of this linkage depends on the nature of the evolutionary 343 
module, which can range from explicitly modeling nucleotide substitutions 109, to allowing 344 
epidemiological parameter values to evolve (e.g., transmissibility)104, or to adding a new 345 
parameter corresponding to an abstract phenotype 106,110 or genotype space 111,112. One of the 346 
more studied areas of multi-strain dynamics is the evolution and emergence of novel variants 347 
within a treatment and resistance paradigm. 348 

To improve fit to empirical systems, some models incorporate spatial structure, which can 349 
promote strain coexistence 113. Cyclical patterns of strain dominance, for example, can be 350 
produced in the absence of immune interactions if host population structure is introduced. In a 351 
model of Dengue virus, for example, spatial sub-structuring of the population explained 352 
stochastic differences between neighboring areas in the prevalence of different serotypes, even 353 
in the absence of immune-mediated competition 3. Finally, host contact networks can introduce 354 
another layer of complexity through the influence of local network structure on disease spread 355 
114. 356 

 357 

Population structure and stochasticity 358 

Host population structure can have major impacts on how multi-strain dynamics manifest 359 
by impacting the frequency with which strains serially or co-infect hosts. For example, host 360 
contact networks can impact the strength of immune-mediated selection pressure by influencing 361 
how rapidly the network becomes locally saturated with immune hosts 114, and thus increase the 362 
likelihood of escape mutants to evolve. In virulence evolution (Box 2), the severity of the trade-363 
off between competition amongst strains within co-infected sub-populations and transmissibility 364 
between sub-populations is reduced if between-population spread occurs frequently 88. In other 365 
words, increased opportunities for viral dispersal between sub-populations may favor increased 366 
virulence88.   367 

At the host level, superspreader hosts or events may play a large role in the spread of a 368 
specific strain of a virus 115. In such cases, the spreading success of a strain may be more related 369 
to host behavioral or physiological attributes than the fitness of that particular viral strain 98. In 370 
highly structured livestock populations, for example, farms that ship high volumes of animals and 371 
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occupy central positions in animal transport networks can disproportionately contribute to 372 
spread of a particular strain regardless of the fitness displayed by that particular strain 116.  373 

More generally, stochastic events may also be responsible for the apparent success of a 374 
given viral strain in a population 117. Viral founder effects, population bottlenecks, and 375 
superspreading events, for example, may influence viral populations in manners not clearly 376 
related to viral fitness 118–120. Depending on how many viral particles are transmitted between 377 
two individuals, the transmission event itself may introduce stochasticity (i.e., random founder 378 
effects) in determining which strains transmit and persist. For example, multiple introductions of 379 
SARS-CoV-2 in specific populations leads to, at least in the beginning, outbreaks of strains that 380 
just happened to be earlier introduced rather than outbreaks of particularly fit strains 121–123. 381 
Alternatively, transmission between hosts or populations may represent a selective bottleneck 382 
wherein a variant’s ability to be transmitted is mediated by characteristics of both the transmitter 383 
and recipient. Furthermore, the fitness of a particular variant is contextual and may not be the 384 
same within different hosts or populations, especially given hosts/populations vary 385 
immunologically, physiologically, behaviorally, and genetically (Box 2).  386 
[Start of Box 2] 387 

Box 2. Host genetic diversity 388 

Host-level factors, such as host genetics, may influence variation in host-pathogen 389 
interactions 124. How this genetic variation affects multi-strain pathogen dynamics is currently 390 
not understood. However, evidence from both theoretical and empirical studies point to a 391 
general pattern of greater host genetic diversity resulting in an increase in pathogen genetic 392 
diversity 125,126 and vice versa 127. Multi-strain pathogens may thus be expected to naturally 393 
emerge in co-evolving host-pathogen systems. Indeed, numerous multi-strain modelling studies 394 
have demonstrated that host genetic diversity is an important determinant of pathogen 395 
evolution, strain emergence, and persistence 128–132. The direction and degree of influence 396 
however depend on multiple factors, including the nature of host genetic variation (e.g. affecting 397 
host resistance or host infectivity 132), population structure (e.g., well-mixed populations versus 398 
genetically distinct sub-populations;130), the genetic architecture underlying host genetic 399 
variation (e.g., single genes conferring complete or partial resistance vs polygenic effects 400 
represented by a continuous spectrum for resistance; e.g.,128,132), the existence and nature of 401 
trade-offs between pathogen virulence and transmissibility among different host genotypes 129–402 
132, as well as on the within-host dynamics of the pathogen 131,132. In particular, models with 403 
supporting empirical evidence predict that host genetic heterogeneity generally tends to increase 404 
the chance of stochastic extinction of emerging strains with low transmission potential (R0<1) 405 
128,132,133, thus reducing the risk of emergence and establishment of novel strains. However, Yates 406 
et al., 132 demonstrated that host heterogeneity could also lead to increased emergence and 407 
spread of novel pathogen strains, if these can adapt quickly to different host types. While this 408 
body of work highlights linkages between pathogen transmission dynamics and host genetic 409 
diversity at individual, population, or meta-population scales, more empirical studies on how 410 
multi-strain viral dynamics are modulated by genetically diverse host populations are needed. 411 

[End of Box 2] 412 

 413 
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Outstanding questions  414 

Numerous unresolved questions need to be addressed to understand multi-strain dynamics in 415 
different host-virus systems: a) With complex host immune responses and interaction with co-416 
circulating strains, how does co-infection and co-evolution influence the effectiveness of disease 417 
management such as vaccination or other control strategies? b) Although we have described 418 
different phylodynamic tools useful for understanding genetic evolution of co-circulating strains, 419 
what are the best approaches to investigate and contextualize antigenic evolution in those 420 
strains? Additionally, are there distinct and measurable phylogenetic tree topologies 421 
characteristic of ecological multi-strain dynamics, and how do perturbations in host populations 422 
affect tree structure? c) Host genotypes may non-uniformly influence susceptibility to certain 423 
pathogens. How do these host differences affect multi-strain pathogen dynamics at the 424 
population level? d) Host populations may be stratified or sub-structured for many reasons 425 
(natural or artificial). Since strains theoretically evolve to balance transmissibility-virulence 426 
tradeoffs specific to a given sub-population,  how do changes in host population structure affect 427 
the co-evolution/co-circulation of different strains in a population? e) How quickly and to what 428 
extent does the fitness of a particular strain vary between individual hosts and across space and 429 
time? What are the most suitable approaches to quantify and predict the role of viral fitness in 430 
the establishment of multiple strains in a population or sub-population? And can these tools be 431 
used to predict future success or invasion potential of different strains? 432 

Concluding remarks  433 

Although multi-strain dynamics are likely to occur in many rapidly evolving pathogens, 434 
the implications of immune-mediated competition amongst co-circulating strains for shaping 435 
spatiotemporal dynamics, maintenance of genetic diversity, and emergence of novel variants are 436 
often overlooked. However, such multi-strain dynamics are critical for predicting the invasion 437 
success of novel genetic variants and anticipating outcomes of vaccination programs. In this 438 
review, we synthesized the interacting ecological and evolutionary processes that constitute 439 
multi-strain dynamics. To predict sequential or cyclic dominance of different strains, it is essential 440 
to understand the interplay between population immunity and the emergence of novel strains, 441 
as well as to understand the ecological dynamics amongst co-circulating strains that interact via 442 
frequency-dependent fitness advantages related to partial cross-immunity. Even though the 443 
availability of sequence data has increasingly enabled studies of pathogen evolution and 444 
molecular ecology, examining the complex interactions occurring in multi-strain systems is 445 
challenging both theoretically and empirically. By highlighting the different components and 446 
scales of understanding multi-strain dynamic in viruses, we call attention to the need for more 447 
holistic studies in future. Methodological approaches are rapidly developing 117,134, with the 448 
evolution of SARS-CoV-2 variants now providing the quintessential exemplar of multi-strain 449 
dynamics (Box 3). However, there are many fundamental questions still to be answered to more 450 
fully understand the interplay between the immunology, evolution, and epidemiology of multi-451 
strain pathogens. Whereas previous research has largely focused on human host-pathogen 452 
systems, such as influenza 1,5,109, dengue 3, and rotavirus 14, research on multi-strain dynamics in 453 
animal populations provides a rich area to further explore fundamental questions and 454 
generalizable insights for multi-strain pathogens 135. Investigating these questions will improve 455 
our ability to anticipate the behavior of multi-strain pathogens.  456 
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[Start of Box 3]  457 

Box 3 Multi-strain dynamics of SARS-CoV-2 458 

 The repeated emergence and spread of new variants during the SARS-CoV-2 pandemic 459 
has raised the prominence of research on multi-strain dynamic, leading to development, 460 
refinement, and integration of analytical approaches to better elucidate the interplay between 461 
immunology and evolution and their combined impact of the epidemiology of the disease. Near 462 
real-time tracking of genomic data from across the globe has revealed SARS-CoV-2 evolution and 463 
the relative frequency of different variants across different geographies 136. In particular, the 464 
emergence of the alpha and beta variants of concern were detected in Europe and South Africa, 465 
respectively, with alpha establishing a foothold worldwide. Subsequently, the delta and omicron 466 
variants emerged and, due to changes in either transmissibility or antigenicity, successfully 467 
invaded host populations with high levels of immunity, demonstrating abilities to outcompete or 468 
evade immunity elicited by other variants on local, national, and global scales 137.   469 

The fitness advantages of variants, for which phylogenetic clade growth is assumed to 470 
be a useful proxy, can be statistically modeled through approaches such as multinomial or 471 
logistic regression on the frequency of different variants 134, and suites of mutations have been 472 
found to correlate with clade growth 117,134.  In general, variants of concern are characterized by 473 
higher than expected numbers of mutations, particularly in the S1 domain of the spike protein – 474 
a region important for cell entry that is targeted by neutralizing antibodies 117. In addition, the 475 
strength of selection, as measured by dN/dS ratios, increased dramatically after the first 12 476 
months of the epidemic, likely as a result of immune-driven selection 117. Data from within-host 477 
138 and population levels 117,136 both show the repeated selection for certain mutations 478 
potentially associated with antibody evasion (amongst others).  479 

 Such mutations pose a concern for immune escape, motivating ongoing immunological 480 
studies to quantify the extent of cross-neutralization amongst variants and vaccines 139–142. In 481 
parallel, mathematical models are being employed to assess the implications of the emergence 482 
of variants with phenotypic differences (i.e., transmissibility or immune escape) on projected 483 
epidemiological dynamics. For example, variants with enhanced transmissibility are likely of more 484 
concern compared to variants exhibiting partial immune escape, with the latter primarily 485 
increasing the numbers of mild breakthrough cases in vaccinated populations as opposed to 486 
enhancing epidemic severity 143. The effectiveness of vaccination in controlling the epidemic is 487 
most limited when a variant displays both traits 143, particularly if escape mutants are allowed to 488 
evolve under immune pressure 144. Taken together, studies of SARS-CoV-2 bring to fore the 489 
intricate interplay between host-pathogen systems and population immunity and are advancing 490 
our understanding of multi-strain dynamics. 491 

[End of Box 3] 492 

 493 

 494 
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