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In the field of computational fluid dynamics (CFD), smoothed particle
hydrodynamics (SPH) is very suitable for simulating problems with large
deformation, free surface flow and other types of flow scenarios. However,
traditional smoothed particle hydrodynamics methods suffer from the problem
of high computation complexity, which constrains their application in scenarios
with accuracy requirements. DualSPHysics is an excellent smoothed particle
hydrodynamics software proposed in academia. Based on this tool, this paper
presents a largescale parallel smoothed particle hydrodynamics framework:
parallelDualSPHysics, which can solve the simulation of large-scale free
surface flow. First, an efficient domain decomposition algorithm is proposed.
And the data structure of DualSPHysics in a parallel framework is reshaped.
Secondly, we proposed a strategy of overlapping computation and
communication to the parallel particle interaction and particle update module,
which greatly improves the parallel efficiency of the smoothed particle
hydrodynamics method. Finally, we also added the pre-processing and post-
processing modules to enable parallelDualSPHysics to run in modern high
performance computers. In addition, a thorough evaluation shows that the 3
to 120 million particles tested can still maintain more than 90% computing
efficiency, which demonstrates that the parallel strategy can achieve superior
parallel efficiency.
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1 Introduction

With the fast development of computer hardware and the rapid improvement of
computing performance, computational fluid dynamics (CFD) provides an alternative tool
for investigating scientific problems and has been successfully applied to solving practical
engineering problems. Historically, CFD solvers have been dominated by mesh-based
methods, including finite element method (FEM), finite volume method (FVM), and the
finite difference method (FDM). For quite a long time, these mesh-based methods have
been applied to industry problems (e.g., aerospace [1], chip packaging [2], etc.). However,
due to the pre-defined mesh, mesh-based methods present some important limitations
when solving problems with complex boundary, high-speed impact response of materials
and large deformation. Meshless methods, which replace meshes with a set of arbitrarily
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distributed particles, are demonstrated to be advantageous over
mesh-based methods [3]. Recently, the academia and industry
communities have seen an exponential growth of meshless
methods in the use of CFD solvers. Among many meshless
methods, the smoothed particle hydrodynamics (SPH) method
[4] is the most popular one. Compared with the traditional
methods, the SPH method uses a series of particles to describe
the field variables (such as position, velocity and density) in space.
There is no dependency between particles, and it does not need to
set the background mesh associated with each other in the solution
area. Therefore, it can better describe the behavior of fluid at
complex boundaries. The meshless characteristic makes SPH the
primary choice for simulating problems of free surface flow,
multiphase flow and impact load.

SPH was originally proposed by Monaghan in 1977 [4] to solve
astrophysics problems. Then it was successfully applied to the
simulation of polytropic stellar models for astrophysics. SPH uses
Lagrangian perspective to describe the motion of fluid particles.
Therefore it does not need to follow the constraints of Euler method.
Particles can move freely with each other in the solution region
according to the update rules. As a result, SPH can well describe the
physical scene with complex motion boundary. Besides the ability to
deal with problems that are difficult to solve by traditional mesh-
based methods, SPH has its own drawbacks, such as tension
instability and difficulty to deal with boundary conditions. The
main obstacle that prevents its application to solving large scale real
world problems is its computation complexity. Over the last several
decades, a lot of research effort [5]; [6]; [7]; [8]; [9]; [10]; [11] has
been devoted to improving the computation efficiency of SPH. In
SPH, particles only interacts with neighboring particles within a
specific range. Therefore, the computation of SPH shows simple data
dependence relations and good data locality. This feature makes it
possible to accelerate SPHwith different levels of parallelization. The
original SPH code was developed to run on single-core CPUs.
Compared with the single core CPU, multi-core shared memory
CPUs integrate multiple computing cores into the same chip. They
interact with data through the internal bus, and the task allocation is
uniformly scheduled through the Operating System (OS). Therefore,
it is easy to execute tasks on multiple cores. At present, many SPH
codes based on multithreading acceleration technology have been
proposed. They use OpenMP to explicitly allocate computing tasks
to each core of CPU. Thus accelerating SPH with thread-level
parallelism. For example, Daisuke et al. systematically discussed
the impact of different computing core architecture organizations on
the computational efficiency of SPH method. Their experiments
showed that processor using Many Integrated Core (MIC) had
obvious acceleration effect on the parallel SPH method [12].
Then, their other work is based on the successful application of
shared memory multiprocessors in the Discrete Element Method
(DEM), which showed the universality of multi-core processors
parallel computing framework [13]. Luo et al. used OpenMP to
discuss the computational efficiency of simulating dam-break flow
in different threads under the framework of multi-core parallelism.
Their work showed that under the condition of more than 2 million
particle size, the increase of data exchange overhead between CPU
cores reduced the computational efficiency when the number of
threads increases [14]. In addition to thread-level parallelism, data-
level parallelism can be realized with Single Instruction Multiple

Data (SIMD) technology. Intel provides the support of the intrinsics1

instruction set macro package for SIMD technology. This macro
package provided instruction sets with different vector widths such as
Streaming SIMD Extensions (SSE), Advanced Vector Extensions
(AVX) and AVX-512, and there are rich documents attached,
developers only need to follow the instruction specification to
realize the vectorization parallelism of SPH (support C/C++). Its
principle is to convert the SPH code to the vectorization unit of the
CPU through the vectorization instruction set for calculation, and
then calculate n data at a time according to the width of the vector
register (the vector width is n), so as to accelerate the simulation
process of SPH. At present,Willis et al. showed that using AVX-512 to
optimize the serial SPH code can obtain up to 4 speedups [5].
Therefore, vectorization acceleration is also an important parallel
scheme in CPU. With the development of hardware technology, the
computational efficiency of SPH has been greatly improved. For
example, the Graphics Computing Unit (GPU) originally used for
graphics processing integrates many computing units and extremely
long pipelines. In addition, the NVIDIA has launched Compute
Unified Device Architecture (CUDA) as a new computing
framework and had gained more and more extensive applications
and attention in industry and academia. Developers can write code
using C/C++/FORTRAN language and run it with ultra-high
performance on GPU supporting CUDA, which makes it more
convenient to transplant SPH code to GPU. Therefore, data
intensive tasks are very suitable for computing using GPU. Harada
and Kawaguchi first used GPU to improve SPH calculation efficiency
to simulate the flow procedure of more than 4 million fluid particles,
but they only put part of SPH on GPU for calculation at first [6]. The
disadvantage of this method is that it will lead to frequent data
exchange between GPU and CPU in the system update stage, which
will lead to great communication overhead. Then, they implemented
the whole SPH method on GPU by introducing a three-dimensional
grid structure [7], and achieved up to 28.5x speedups, since then,more
GPU based optimizations have made great progress [8]; [9]; [10].

We have discussed the progress of multi threading, vectorization
and GPU acceleration in SPHmethods, but they are all implemented
on a single node architecture. However, the computing power of
supercomputers composed of multiple computing nodes far exceeds
that of single node computers. Regardless of using homogeneous
pure CPU/GPU and heterogeneous CPU + GPU/DSP (accelerator)
supercomputers, the SPH codes can be transplanted to clusters with
one million cores throughMPI communication. At present, Frontier
is the fastest in the TOP500 List2 of global supercomputing, it is
equipped with 8,730,112 AMD Optimized 3rd Generation EPYC
64C 2 GHz processors, and the peak performance of floating-point
operation reaches 1102 Petaflops/s (1.1 Exaflop/s). And
supercomputers have new breakthroughs in computing power
every few years, which undoubtedly provides strong computing
resource support for the CFD field. The “E” level (1 Exaflop/s)
computing era will greatly promote the development of CFD. The
parallel SPH method based on MPI has made great progress. For
example, Oger et al. successfully used 32,768 processes to simulate

1 www.intel.com/content/www/us/en/docs/intrinsics-guide.

2 www.top500.org.
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the ball falling experiment of 100 million fluid particles throughMPI
library, and clearly captured the details of liquid splash, and it can
maintain more than 90% computational efficiency [3]. Many studies
have shown that the key to the high efficiency of large-scale parallel
SPH method is how to deal with the load balancing problem of
particles [15]; [16]; [17], so that each process can be evenly
distributed to the same number of particles as much as possible.
Guo et al. uses the open-source software Zoltan as the evaluation
weight solution to solve the load balancing problem of the SPH
method in large-scale cases [18], they used 12,000 processes to
simulate the incompressible flow problem and still achieved 43%
efficiency [19]. Domínguez et al. solved the load balancing problem
and applied non-blocking communication to hide the
communication. Finally, they simulated nearly 1 billion particles
for Weakly Compressible SPH (WCSPH) using up to 64 GPUs in
modern supercomputing system [20].

At present, the SPH method attracts researchers from all over
the world because of its superior performance. Therefore, there are
many excellent open source software, which are widely spread in
academic circles and industry, these software can available at www.
spheric-sph.org. Among them, the influential SPH open-source
software are SWIFT [21], GADGET [22], PYSPH [23],
DualSPHysics [24] and SPlisHSPlasH [25]. SWIFT and
GADGET are mainly used to simulate cosmology and
astrophysics. Both of them integrate asynchronous MPI
communication optimization technology, so they can run
directly on supercomputer for large-scale simulation. PYSPH
had been written using Python language and is developed by
Indian Institute of Technology (IIT). Because the software
architecture is effectively encapsulated, developers can
efficiently design various SPH variant algorithms without
paying attention to the specific implementation of the bottom
layer. SPlisHSPlasH realizes the pressure solver and multi-phase
flow algorithm through OpenMP, Vectorization and CUDA
optimization. DualSPHysics (dual.sphysics.org) was jointly
developed by Manchester University and Vigo University based
on practical engineering applications. It can provide solutions for
simulating free surface flow, multiphase flow and fluid-structure
coupling problems. In addition, the software also couples the
Discrete Element Method (DEM) [26]; [27], and also has a
perfect pre-processing software gencase and post-processing
module, so that developers can quickly establish their own
simulation scenarios according to rich description documents.
DualSPHysics software that is originated from SPHysics is
written in FORTRAN. Because the code did not optimize the
computational performance, the software can only solve small-
scale physical problems. Therefore, in order to optimize the low
computational efficiency of the traditional SPH method,
DualSPHysics has been developed. Developers have
implemented the CPU/GPU version of DualSPHysics using
OpenMP and CUDA optimization respectively. However, they
initially worked on a single node. Then, Domínguez et al.
implemented DualSPHysics with multiple GPU versions and
successfully applied the parallel SPH code to the interaction
analysis of underwater drilling platforms and ocean waves [20].
However, up to date, the multi-CPUs version of DualSPhysics
program has not been released. Therefore, the motivation of this
paper is to implement the multi-CPUs version of DualSPhysics on

a large-scale cluster through MPI for simulation experiments, so as
to further optimize the CPU version of DualSPhysics. In summary,
this paper makes the following contributions:

• We implemented the parallel version of DualSPHysics based
on multiple CPUs through MPI. Among them, we improved
the pre-processing and post-processing functions of the
parallel version of the software. It is extended to fluid
simulation that can support large-scale engineering cases.

• Weuse packaging operation and asynchronous communication
to hide between computing and communication, and improve
the scalability of large-scale parallel SPH code.

• The parallel version of SPH code we developed can run on
large-scale clusters with superior performance, and it can
simulate the physical scene of practical engineering
applications.

The remaining module structure of this paper are as follows:
Section 2 introduces the theory and development of smooth particle
hydrodynamics method, and Section 3 introduces the procedure of
implementing parallelDualSPHysics using MPI. Section 4 tests the
performance of the parallel version of parallelDualSPHysics, and
tests the strong scalability and weak scalability respectively, an
engineering simulation example is given.

2 Smoothed particle hydrodynamics
method

Unlike mesh-based methods, the SPH method is a typical
particle method, which uses a series of nodes as interpolation
points. These nodes carry the information of physical variables,
such as position, velocity and density, and then use these particles to
discretize the Navier-Stokes (N-S) equation. In SPH method, the
fluid particles after the N-S equation is discretized are regarded as
weakly compressible, and then, the update of particles is based on
the interpolation of all particles within the smooth length h. The 2D
example corresponds to a circle in the support domain, and the 3D
example corresponds to a sphere in space. In the definition domain
Ω, any continuous field function in space can be represented by the
following equation:

F r( ) � ∫F t′( )δ t − t′( )dt′ (1)

Where δ(t − t′) is a Dirac function, according to the basic
principle of SPH introduced above, the field function (Eq. 1) of any
variable in space can be approximated by integration. So the field
function in space can be expressed by the following Eq. 2.

F t( ) � ∫F t′( )W t − t′, h( )dt′ (2)

Where t is the vector variable in space (e.g., velocity, density and
position), W is the smooth kernel function, which needs to meet
many characteristics, such as the smooth kernel function must be
sufficiently smooth and always greater than or equal to 0. By
interpolating the continuous function F in Eq. 2 with discrete
particles, the value of particle a can be calculated by
interpolation of all neighboring particles in the support domain.
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F ta( ) ≈ ∑
b

F tb( )W ta − tb, h( )ΔVb (3)

The volume ΔVb of particles b is used in particle approximation
in order to replace the infinitesimal volume element dt’ as shown in
Eq. 3. Then, the mass of particle b can be expressed by the following
formula: mb = ΔVbρb. Therefore, Eq. 3 is further converted to the
following form.

F ta( ) ≈ ∑
b

F tb( )mb

ρb
W ta − tb, h( ) (4)

Eq. 4 is the discrete procedure of SPHmethod, and Figure 1 shows
the particle approximation process of the SPHmethod, the calculation
of particle i can be interpolated according to its corresponding
neighbor particles in the support domain. Therefore, it can be
used to discrete the momentum conservation equation, and finally
obtain the discrete form of acceleration solved by Eq. 5.

dva
dt

� −∑
b

mb
Pb

ρ2b
+ Pa

ρ2a
+ Πab( )∇aWab + g (5)

Where P is the pressure, va is the velocity of particle a, ρ is the
density,m is mass of the particle, g is the acceleration of gravity (g =
9.8m/s2), Πab is the given artificial viscosity, Monaghan proposed
the idea of artificial viscosity because of its simplicity, and the
viscosity term Πab is defined as follows:

Πab � 1
−λ�cabμab

�ρab
, vab · rab < 0

0, vab · rab > 0

⎧⎪⎨⎪⎩ (6)

The viscosity termΠab is given by Eq. 6, where rab = ra − rb, vab =
va − vb represent the position and velocity of particles (a and b)
respectively, λ represent the coefficient to be adjusted, and
μab � hvab · rab/(r2ab + η2), η2 � 0.01h2, �cab � 0.5(ca + cb) is the
speed of sound transmission.

Similarly, because the mass of particles is the same, the
calculation formula of fluid density can only be obtained by
discretizing the continuity equation through Eq. 4.

dρa
dt

� ∑
b

mbvab∇aWab (7)

Where vab = va − vb and ∇aWab = ∇aW(ra − rb, h).
In the discrete solution of the SPH method, the fluid particles are

generally assumed to be weakly compressible, the pressure calculation
of particles is determined by Eq. 7 and equation of state. Therefore, the
pressure calculation of particles can be described by Eq. 8.

P � B
ρ

ρ0
( )γ

− 1[ ] (8)

Where γ = 7 for water, ρ0 = 1000 kg/m3, B � c20ρ0/γ, and c0 �
c(ρ0) �

���������(zP)/(zρ)√
when ρ = ρ0, c0 represents the speed of local

sound.
In addition, three common kernel functions are provided showing

as Eqs 9–11, where q = t/h, t is the distance between particle a and
particle b arbitrarily in the influence domain, h is the smooth length.

1. Gaussian kernel

W t, h( ) � αDe
−q2 (9)

Where αD is equal to 1

π
1
2 h
, 1
πh2 and

1
π 3

2h
3 in one/two/three dimension,

respectively. Gaussian kernel function has good mathematical
properties, including its smoothness and high accuracy.
Therefore, it is very suitable for solving higher-order derivatives.

2. Cubic spline kernel

W t, h( ) � αD

1 − 3
2
q2 + 3

4
q3, 0≤ q≤ 1

1
4
2 − q( )3, 1≤ q≤ 2

⎧⎪⎪⎪⎨⎪⎪⎪⎩ (10)

Where αD is equal to 10
7 πh

2, 1
πh3 in two dimensions and three

dimensions, respectively. Compared with other kernel functions,
Cubic spline is the most widely used kernel function.

3. Quintic kernel

W t, h( ) � αD 1 − q

2
( )4

2q + 1( ), 0≤ q≤ 2 (11)

Where αD is equal to 7
4πh2,

21
16πh3 in two dimensions and three

dimensions, respectively. The kernel function has good stability
and high interpolation accuracy.

In the process of SPH calculation, each particle has to interact
with multiple neighbor particles, which will lead to the low
computational efficiency of SPH method. Obviously, finding
neighbor particles is also a time-consuming step. At present, the
more efficient neighbor search algorithms of SPH method are Cell
Linked list [28] and Verlet list algorithm [9]. The two algorithms are
widely used in various mainstream SPH open source software. The
CLL method is simple to implement and consumes less memory. In
contrast, Verlet list algorithm uses the strategy of consuming
memory in exchange for time. It needs to save the information
of particles in the previous step, so the memory consumption is

FIGURE 1
Interpolation principle of the smoothed particle hydrodynamics
method, including kernel approximation and particle approximation.
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large. DualSPHysics uses the cell linked list method to search for
neighbor particles.

3 ParallelDualSPHysics

This section describes the parallel version based on DualSPHysics
code implemented by MPI in multi-core CPU cluster architecture,
which is named parallelDualSPHysics. In DualSPhysics software,
Neighbor List (NL), Particle Interaction (PI) and System Update
(SU) are the three calculation modules of the SPH method. [29]
showed that particle interaction accounts for more than 90% of the
calculation time on single core CPU. Therefore, the key to achieve the
ideal acceleration effect is to evenly distribute the computing load of the
particle interaction part to each processor. In addition, with the increase
of particle size, the processor communication overhead also needs to be
controlled within a reasonable range, so that it cannot become the main
factor restricting the computing overhead. Therefore, the
communication mode needs to be optimized.

3.1 Storage structure of particles

As mentioned earlier, the calculation process of serial SPH
method consists of three steps: neighbor list search, particle
interaction and system update. In the process of calculation, the
simulation results are output in the form of Bi4 binary file every fixed
time step. Then performance of the subsequent rendering on the
simulation result output file are shown in Figure 2.

In DualSPHysics, there are three steps to create a simulation
example, which are pre-processing, solver calculation and post-
processing to show the simulation results. As shown in Figure 2, the
preprocessing part is responsible for the establishment of the model,
and parse the model file (VTK, STL file format) into particle
information. In addition, the software also provides XML files for
parameter setting, after the GenCase module completes the
configuration of the preprocessing part, particles can be calculated
by SPH solver. This part will realize the fluid simulation process, the
result file at that time is output every fixed time step, these output files

contain information such as position, velocity and density of particles.
When the simulation is finished, all the output files are post-processed,
and the particle information in the result file is rendered. Finally, the
whole procedure of simulation can be displayed by visualization
software such as ParaView.

We introduce the program architecture of serial version
DualSPHysics. However, the parallel version of the SPH method will
face many different challenges, one of which is the storage of particle
information. In order to realize the distributed storage of particles, we
designed a particle parallel storage framework as shown in Figure 3.We
take the storage of particle velocity and density as an example to explain
in detail. In the object-oriented programming paradigm, the storage of
particles is based on the Array of Structure (SoA). x, y, z andw represent
the three components of velocity and density of T0(x, y, z, w), and their
memory gradually increases in 4-bits according to Figure 3.

In parallelDualSPHysics, the number of particles transferred across
processes is variable, therefore the array for storing particles must be
dynamic. However, dynamic array will slow down the whole simulation
process due to its frequent allocation and assignment each time.
Therefore, this paper adopts the strategy of sacrificing space for
time, which replaces the dynamic array structure with a fixed-length
array. The principle is as follows: First, we create an array with a fixed
length of Np_Max. Np_Max should be greater than Np, which is the
total number of particles in the current process. The Np_Max array
consists of three parts, which store local particles, ghost particles and
reserved space respectively. Local particles do not transfer across
processes, so they are stored at the top of the array, followed by
ghost particles. When particles transfer across processes, the reserved
space will receive ghost particles transferred from adjacent processes. In
this way, the problem of particle storage across processes can be solved
and the cost of time is also considered.

3.2 Domain decomposition

Domain decomposition algorithm uses the idea of divide and
conquer to divide the computing region into several subregions, and
then assign each subregion to the corresponding processor. When
the whole problem scale remains unchanged, the computing load

FIGURE 2
In DualSPHysics, pre-processing, SPH solver and post-processing are the three main functional modules of the software.
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borne by each processor will decrease with the increase of processor.
Ideally, their computing time will show a linear decrease. Similarly,
in the parallel process of SPH, in order to obtain the ideal
acceleration effect, each processor is required to allocate the same
number of fluid particles as much as possible.

In the parallel computing structure of the SPH method, in order to
evenly distribute the computing tasks to their respective processes at the
start time, this paper proposes a domain decomposition (DD)
algorithm, as shown in Figure 4. All particles are distributed in the
whole solution domain. To evenly distribute all the particles to their
corresponding processes, we first divide the particles into two parts by
dichotomy. Then each part is divided repeatedly until all processes
receive the same number of particles. At last, the whole solution
domain is evenly divided into sub-regions from 1 to n. Each sub-
region corresponds to particle block j. And these particle blocks

are also stored in the corresponding process as a preparation for
following calculation. The specific implementation details of the
domain decomposition (DD) algorithm are shown in
Algorithm 1.

Algorithm 1. Domain decomposition (DD).

FIGURE 3
The particle storage structure for parallelDualSPHysics.

FIGURE 4
According to the principle of domain decomposition, particles are equally distributed to different subsets as computing tasks.
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As described in Algorithm 1, the whole solution region is
divided into several sub-regions corresponding to the number of
processes. First of all, the algorithm divides the particles in lines 1 to
4. Because the particles are stored in an array that is unordered, the
particles need to be sorted before dividing the sub-regions. This
procedure is completed by the root process Proot. Then the sorting
results are divided according to the sub-regions responsible for the
process by dichotomy and stored in the index, which can largely
avoid the exhaustion of computing resources caused by the overall
movement of particles. Then, in line 5, the partition result is sent to
the corresponding process through the Scatter() function. At this
time, each process obtains the particles it needs to store. The
particles are only stored in the form of an index (the range is
Pinit to Pfinish). Its particle information is stored in the arranged
particle array (e.g., Pos[p]/Velrhop[p]/Code[p]), so the particle
information stored by each process after domain decomposition
can be obtained according to the index range obtained. Finally, the
position, velocity, density, and other information of particles are
stored in the corresponding process in lines 7 to 11.

3.3 Parallelized particle interaction

In DualSPHysics open source software, according to the analysis
in Figure 2. Among them, the most time-consuming part is the
procedure of SPH solution, which requires continuous iteration until
all time steps are completed. Therefore, to design an efficient SPH
parallel algorithm, it is necessary to solve the particle communication

problem. When the particle size to be simulated expands, the
communication time overhead will greatly exceed the time
overhead of particle computing, this will become a bottleneck
restricting the parallel efficiency of programs, and an effective way
to solve this bottleneck is the overlap of computing and
communication. Its basic principle is that in the calculation
process, the data that needs communication at the boundary is
sent out by non-blocking communication, and the central part of
data that does not need communication is calculated at the same time.
Ideally, when the data in the central part is calculated, the boundary
data is received, and then the data in the boundary part is calculated.
Therefore, the communication time is effectively hidden, which will
greatly improve the performance of parallel scalability.

Algorithm 2. parallel particle interaction (PPI).

FIGURE 5
In the particle interaction module, particles use non-blocking communication to achieve the overlap between computation and communication.
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Particle interaction is the most time consuming module in the
SPH method. This module calculates the force of each particle
through the interpolation of neighbor particles and presents it in
the form of acceleration. Because of its computation complexity, this
module accounts for over 90% of the total execution time. Therefore,
in order to achieve an efficient acceleration effect, we need to solve the
parallel scalability problem of the particle interaction module. As
shown in Figure 5, this paper proposes a strategy for overlapping
computation and communication to hide communication latency and
optimize the parallelization of particle interaction modules. First, it
divides particles into two groups: boundary ghost particles and central
particles, according to the smooth radius of 2h away from the process
boundary. Then, according to the calculation rules of the SPHmethod
on the support domain (only the neighbor particles within the smooth
radius are calculated), the corresponding neighbor particles of the
central part of the particles completely fall into the process. So it can
complete the calculation of particle interaction without

communicating with the adjacent process. Ghost particles need to
communicate with neighboring processes. Therefore, in order to
minimize the communication overhead, we first send ghost
particles to adjacent processes through asynchronous transmission.
At the same time, we calculate particles located in the central part.
When the center particle calculation is completed, the boundary
particles are also sent and received. Finally, we calculate the ghost
particles that fall into the boundary part. This strategy makes full use
of the idle waiting computing resources caused by the transmission of
ghost particles. Therefore it effectively alleviates the parallel efficiency
of programs.

Therefore, in the parallel framework, the calculation process of
particle interaction is divided into two processes: ghost boundary
particle and central particle. According to this particle partition
method, we propose a parallelized particle interaction (PPI)
algorithm based on communication hiding to realize the
parallelization of the SPH method.

FIGURE 6
The entire procedure of parallelizing the particle update module.

FIGURE 7
The principle of dynamic adjustment of particles in three adjacent processes.
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The PPI Algorithm 2 describes the particle interaction method
based on our communication hiding strategy. Firstly, lines 2-3 divide
the process boundary according to the smooth radius of 2 h. Then, in
lines 4-10, all particles are divided into central particles and ghost
particles according to their distances from the process boundary. Then
the number of ghost particles to be communicated is sent through the
MPI_Sendrecv() function to apply for enough memory to store the
ghost particles. In order to reduce the number of communications and
savememory resources, this paper also uses the Pack/Unpack() function
to implement the packaging operation of particle information in lines
13 and 19. According to the principle of particle division, we send ghost
particles to adjacent processes in the way of asynchronous transmission
in lines 14 and 15. Then we calculate central particles in line 17. When
the central particle calculation is completed, we use the Waitall()
function to check whether the ghost particle transmission is
complete, after which we calculate the ghost particle. Finally, the
interaction force of all particles is calculated and its acceleration is

output to the subsequent particle updatemodule. The algorithm realizes
the overlap of computation and communication, and theoretically
meets the design requirements of efficient parallel programs.

Algorithm 3. Parallel system update (PSU).

FIGURE 8
A parallel workflow of the parallelDualSPHysics with six processes, where dashed lines represent data communication, there are four
communication stages: I, II, III, and IV.
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3.4 Parallelized system update

Unlike the serial SPH system update module, the parallel system
update module not only needs to deal with the update of particle
information, but also needs to consider the situation of cross-process
transfers of particles caused by the change of position. Similarly,
handling the communication of particles is still the primary task to
optimize parallel efficiency. Therefore, this paper proposes a parallel
system update (PSU) method as shown in Algorithm 3.

The serial version of SPH does not need to consider the problem
of particles moving across processes in the system update module,
which is a unique feature of the parallel version of SPH code.
Therefore, particle storage needs to use the storage structure
presented in Figure 3. The back end of the array can store ghost
particles transferred from adjacent processes. It ensures the cross-
process transfer of ghost particles. First of all, the algorithm updates
the position, velocity, and density information of particles in lines 4-
5 according to the acceleration. Then, in lines 6-10, particles outside
the process boundary are detected. These particles are called ghost
particles and will be transferred across the process. Particles that are
within the process boundary are called local particles, which do not
require cross-process transfer. Partitioning of particles has become
the basic requirement to implement communication hiding and

improve the scalability of parallel programs. In lines 14-16, the
algorithm sends the ghost particles to the destination process by
asynchronous transmission. Then the algorithm reorders the local
particles and stores them in the local process in order (the transfer of
ghost particles will leave enough room for array elements). In line
17, the algorithm calls the MPI_Waitall function to check whether
the ghost particles have been transferred. When the return value of
status is true, we store the ghost particles received from the
neighboring processes behind the local particles. Finally, we
get all the particle information after the cross-process transfer of
particles. The hidden strategy of computation and communication is
an effective way to solve the problem that the program enters the
parallel performance bottleneck prematurely.

The PSU algorithm can be described in Figure 6, and p1-p17 is used
to represent the particles in process Proc_m. After the particles update
the position coordinate information, the ghost particle set that needs to
cross the process is detected. For example, the set Pg0 = {p4, p7, p9, p13,
p16} represents the ghost particles that will cross the process. When the
particles cross the processor, the Pg0 is first sent to the adjacent
processes through asynchronous transmission. At the same time, the
ghost particles are eliminated and the local particles are reorganized.
The set Po = {p1, p2, . . . , p15, p17} represents the reorganized local
particle set. Finally, add the ghost particle set Pg1 = {g1, g2, g3, g4} from
the adjacent process to the local particle set. Therefore, the Pf particle set
is the final stored particles of process Proc_m, which also shows that the
number of particles of process Proc_m is equal to local particles
plus ghost particles sent by adjacent processes in a given time
step. Obviously, the communication is also hidden in the phase of
ghost particle asynchronous communication and local particle
reorganization.

3.5 Dynamic load balancing

In the particle update stage, due to the existence of ghost particles
across the process, there will be a major load imbalance problem for the

TABLE 1 The configuration information of the experimental platform.

Equipments Platform # I

Model Intel(R) Xeon(R) E5-2620 v2 @2.10 GHz

CPU cores 12 cores

Memory 64G/128G

Instruction sets sse, sse2, sse4_1, sse4_2, avx

Operating system CentOS7.6

Compiler GCC-8.3.0

FIGURE 9
Test case shows the flow of pure fluid.
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fluid particles allocated by the process, which will lead to excessive
computational load in some processes and idle waiting in other
processes, slowing down the whole simulation process. In order to
alleviate the imbalance of particle load in the calculation procedure of
SPH, we locally adjust the particles of adjacent processes.

Load balancing is a common problem in parallel computing [15].
At present, many studies have shown that using Zoltan open source
framework to realize resource allocation can achieve significant results
[30]. However, due to the complexity of the software, this paper adopts
local adjustment algorithm to realize particle dynamic load balancing.
As shown in Figure 7, due to particle update, the number of particles in
process 1 is much smaller than that in process 0/2. When the difference
in the number of particles between the two processes reaches a given
threshold, the program can determine that the calculation load is
unbalanced. Therefore, it needs to move t particles from process
1 to process 0/2 to alleviate the problem of calculation load
imbalance. The adjustment of local algorithm is simple to
implement, and can also obtain good performance.

3.6 Parallel SPH framework

Previously, we gave the parallelization method of particle
interaction and particle update module, which is combined with the
whole SPH. Therefore, this paper describes the calculation flow of
parallel SPH as shown in Figure 8. We show six processes as an
example. First, we use the domain decomposition algorithm to divide
the whole SPH region, and store the particles in the corresponding
processor. Then, the CLL algorithm is used to sort the fluid particles and
store them in the corresponding cell they belong to. At the same time, it
can be seen that communication needs to be carried out in the part of
particle interaction and particle update. When processes need to
communicate, each process sends boundary data to adjacent
processes. However, as the size of simulated particles increases, the
time spent communicating between processes will be much longer than
the time spent computing, thus becoming amajor constraint on parallel
scalability. Therefore, communication optimization is needed to
obtain efficient parallel programs. In this paper, communication

FIGURE 10
Fluid particles calculated by different processes.

FIGURE 11
(A,B) respectively describe the acceleration and computational efficiency obtained in different processes for 128Gmemory nodes with fixed particle
number, and it also increases the benchmark under ideal conditions for comparison.
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hiding is used to alleviate the impact of communication on
parallel efficiency. Their principle is to send out the data of
the boundary part first, and then calculate the central data
irrelevant to the boundary part. In this way, the computation
and communication can be hidden, and the parallel efficiency of
SPH can be improved.

4 Experiment

This section evaluates the performance of our parallel SPHmethod,
including strong scalability and weak scalability. The feasibility of the
parallel method in this paper is fully verified. In addition, we also give an
example of practical engineering application.

FIGURE 12
Speedup and computational efficiency for 64G memory nodes, the particle size of (A) and (B) is 3 million, and that of (C) and (D) is 70 million.

FIGURE 13
(A) and (B) assign an average of 50,000 and 100,000 particles to each processor for weak scalability testing, respectively.
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FIGURE 14
The bridge model used in this paper.

FIGURE 15
Simulation procedure of flood impact on bridge.
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4.1 TestCases and hardware

The configuration information of the supercomputer CPU node
is shown in Table 1. Among them, the CPU with hardware
configuration uses Intel(R) Xeon(R) E5-2620 v2, which carries
12 cores in one node. It also supports vectorization instruction
set based on SIMD technology. In addition, their memory
configurations are 64G and 128G. Our platform runs
CentOS7.6 and the compiler we used is GCC-8.3.0.

Fluid flow is ubiquitous in nature. The rapid development of
CFDmakes it possible to simulate the fluid mechanics of complex
fluids, such as blood flow behavior in blood vessels [31],
meteorological monitoring [32], tsunami prevention and
control [33], etc. In order to evaluate the parallel performance
of the large-scale SPH code proposed in this paper. We used the
testcase shown in Figures 9, 10. This testcase simulates the flow
procedure of pure fluid. In this testcase, the parallel performance
of the program has a great relationship with the number of
particles calculated. Figure 10 describes the use of different
processes to solve the whole task. It can be seen that each
process is only responsible for a small part of the task.
Particle communication occurs within the range of 2 h away
from the process boundary, which is also the using scope of the
communication hiding strategy.

4.2 Efficiency and scalability

Parallel scalability is usually used to evaluate the parallel
performance of large-scale programs. Under the condition that
the overall computing scale remains unchanged, the computing
time of a program with superior parallel efficiency will
decrease linearly with the increase of computing nodes. This rule
is also known as the strong scalability of programs. In the same way,
weak scalability describes the internal law that the computing scale

and nodes increase equally while the computing time remains
unchanged. We first evaluate the parallel efficiency of 3 million
particles at 128G nodes shown in Figure 11.

Figure 11 describes the parallel efficiency of simulating
3 million particles with 128 processes. When the number of
processes is less than 20, a better linear acceleration ratio can
be obtained. At this time, the parallel efficiency is close to 80%. But
when the number of processes increases to 128, the parallel
efficiency of the program drops sharply to 70%. The reason for
this phenomenon is that the ratio of boundary particles to central
particles is too large. And it is assumed that the ratio is τ. With the
increase of the number of processes, τ becomes larger and larger
due to the continued segmentation of the whole solution domain
by the domain decomposition algorithm (the number of central
particles decreases with the increase of the number of processes).
In an ideal case, we give a threshold of τ0. Which represents the
critical proportion that the center particle just completes the
calculation when the boundary particle completes the
transmission. In order to obtain the linear acceleration ratio,
obviously, according to the strategy of communication hiding,
we know that in the phase of particle interaction and system
update, the transmission of boundary ghost particles always ends
before the completion of the calculation of the central particle. So
the CPU can always perform the calculation task of particles
continuously. This principle is the key to ensuring that parallel
programs obtain the linear acceleration ratio. Therefore, the value
of τ of this testcase is greater than the threshold τ0, which violates
the principle of efficient parallelism.

Figure 12 evaluates the parallel efficiency of two testcases on a
64G memory node. Among them, Figures 12A, B present a testcase
with 3 million particles. While Figures 12C, D present a testcase with
70 million particles. [19] showed that the number of particles will
affect the parallel efficiency of the program. According to the
previous analysis, we know that when the ratio τ of the boundary
ghost particles and the center particles is greater than the critical

FIGURE 16
Simulation details of water flow (fluid particle) after passing through the pier.
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value τ0, the time spent on particle transmission is greater than its
calculation time, which will lead to the reduction of parallel
efficiency. By analyzing Figure 12B, we find that the parallel
efficiency drops sharply when the number of processes exceeds
200. Its efficiency drops further to 20% when 1024 processes are
used. In order to alleviate the parallel efficiency of the program, it is
necessary to increase the number of particles to obtain an efficient
linear acceleration ratio. Figures 12C, D show the linear acceleration
ratio obtained when the number of particles is 70 million. Over 90%
of the parallel efficiency can be achieved when the number of
processes is 1024, which shows that under the requirements of
efficient parallel efficiency (the ratio of ghost and central particles is
less than the threshold τ0). This paper realizes the development of

SPH large-scale parallel program by implementing the strategy of
communication hiding. At the same time, we can also see that the
superlinear acceleration ratio can be obtained when the number of
processes is relatively small, which is caused by the reading and
writing of the simulation results and the disturbance of the system.

The weak scalability of parallel software is also an important
standard for parallel performance. It reveals the impact of the
increase of computing scale and computing nodes on the whole
parallel system. Figure 13 shows the parallel weak scalability
results of the SPH code. We evaluated the weak scalability of
50,000 and 100,000 particles per node, increasing from 100 to
1024 processes. The number of calculated particles can exceed
120 million particles at most. The results show that with the

FIGURE 17
Simulation procedure of water flow through ship and square cylinder.
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increase of the computing scale and the equal proportion of
computing nodes, the time consumed by each computing node
has no significant difference in the acceptable range. This result
shows that the parallel SPH code developed in this paper achieves
efficient parallel scalability. It also proves the effectiveness of our
communication hiding strategy in the development of large-scale
parallel SPH code.

4.3 Engineering simulation

In the field of engineering practice, it is often necessary to model
and simulate the scene of fluid flow. This part presents a simulation
case with actual scale, which shows the impact process of bridge
subjected to flood. As shown in Figure 14, the bridge model used in
this paper has eight piers. The length, width and height of the bridge
are 70m, 5m and 9m, respectively.

The application uses more than 7 million fluid particles to
simulate the flood. The actual physical time for simulating 10 s is
2.5, 3.7, 5.2, 6.1, 7.4, 8.2, 9.1 and 10 s respectively. Considering
the calculation efficiency, the smooth length of this example
cannot be reduced without limitation. At the same time, in order
to ensure that the proportion of boundary particles to central
particles is within a reasonable range, we use 256 processes to
conduct the simulation. It took nearly 17 h to obtains the results.
The simulation results (Figure 15) clearly capture the flow of
water after passing through the pier. Many flow details can be
successfully captured as the number of particles exceeds ten
million. It can give the corresponding simulation results as an
aid and reference before engineering practice, which shows that
the parallel SPH method developed in this paper can have the
potential for practical engineering application.

It can be seen from the simulation results (Figure 16) that it
captures the splash image of the water flowing through the pier. And
the velocity of the fluid particles above the bridge pier is slowed
down (the color of the fluid particles represents the magnitude of the
velocity). Particles that do not touch the pier pass by the pier, and the
velocity is not significantly reduced. Through the analysis of the
simulation results, it can clearly capture the details of the interaction
between the water flow and the pier. It can also calculate the impact
force of the current on the pier at the moment, which is of great
significance for engineering application.

Mesh-based methods such as the finite element method, finite
volume method, and finite difference method have no advantages
over the particle method in dealing with large deformation
problems, they are not good at capturing the simulation
procedure of free surface flow. Therefore, in order to further
verify the parallel method presented in this paper. As shown in
Figure 17, we show the procedure of interaction between water
flowing through a ship and a square cylinder, which further
demonstrates the unique advantages of the SPH method for
simulating free surface flow. The test case simulates the flow
process of actual physical time from 2 to 16 s, and each time
interval is 2 s. Also based on the consideration of calculation
efficiency, the calculation time of 512 processes in this paper is
nearly 9 h. This test case calculates a total of 50 million fluid
particles. Obviously, it clearly shows a series of changes from the
beginning of the flow to the contact with obstacles (ships and

cylinders). And it can capture the details of the surrounding flow
and reflected flow formed after the water contacts the cylinder, at
the same time, the water contact boundary is reflected back. The
simulation results show that the increase in particle number can
improve the calculation accuracy. Therefore, it is of great
significance to develop a large-scale parallel SPH method for
practical engineering applications.

5 Conclusion

This paper gives a large-scale parallel program named
parallelDualSPHysics based on the single-CPU version. Firstly,
we give a domain decomposition algorithm, which distributes the
solution region equally to each process, so each processor can get
the same number of particles and complete the initialization
configuration of the parameters. Secondly, we present a parallel
version of the particle interaction algorithm, which divides each
region into a boundary part and a center part. Based on this
division, we achieve overlap between calculation and
communication, which greatly improves the parallel efficiency
of the program. In addition, we have parallelized the system
update module, which rearranges local particles to hide
communication when ghost particles are sent. Finally, we have
improved the initialization of particles and the output module of
results under the parallel framework, which further enhances the
functionality of parallelDualSPHysics. To verify its parallel
performance, we tested its scalability, When the number of
simulated particles exceeds 70 million, we still get more than
90% computational efficiency with 1024 cores. On the weak
scalability test, we tested 120 million particles and the
statistical time overhead remained within a reasonable range.
Therefore, through the scalability analysis of parallel programs, it
is found that the parallelDualSPHyiscs software given in this
paper can achieve high parallel efficiency. In the future plan, we
will carry out the following research. On the one hand, we
combine OpenMP multi-core parallel and SIMD vectorization
optimization techniques within a single node to further improve
the computational efficiency of SPH codes. On the other hand,
based on the concurrency of large-scale programs, we will
develop methods that couple other physical fields to efficiently
apply to the study of fluid-structure interactions to solve large-
scale engineering applications with complex boundaries.
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