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Abstract

Next-generation sequencing (NGS), also called massively parallel sequencing, is a high-
throughput technology that allows the determination of the nucleotide sequences of entire or
specific regions of the genome. The application of this technology in a clinical environment
enables personalized diagnostics for patients, for instance, allowing the identification of
variants that might cause a disease. In this sense, clinical diagnostic laboratories are responsi-
ble for providing a robust and appropriate workflow that enables the obtention of genomic
information ready to be interpreted by a clinician.

The Molecular Biology CORE Laboratory in the Hospital Clinic de Barcelona performs
hundreds of analyses each year, providing service to several diagnostic laboratories. Be-
sides, with the increasing number of NGS applications in clinical diagnostics, the number
of analyses is expected to keep growing in the following years. Quality data is generated
from different sources in each of these NGS analyses, including laboratory procedures, DNA
sequencing, and bioinformatics analyses. These quality data must be carefully evaluated and
validated to ensure the results’ reliability. Moreover, the accumulation of quality data from
each analysis can be used to assess the performance of the laboratory and to identify potential
sources of technical artefacts that might lower the quality of the experiments. Hence, a
database is needed to store and manage quality data for easy accessibility and analysis over
time.

In this thesis, we aim to develop a data warehouse to analyze and monitor NGS quality
data coming from different data sources. To do that, we will perform the following steps: 1)
design a multidimensional data model to ensure that data will be efficiently stored; 2) data
extraction from different sources; 3) database loading; 4) design a visualization tool to enable
descriptive analyses of the quality data. The designed tool will allow the historical exploration
of quality parameters, as well as the evaluation of an experiment’s quality metrics compared
to the rest. With this tool, we are enabling the identification of areas of improvement by
discovering sources of variation that might affect the quality of clinical NGS data.
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Chapter 1

Introduction

Clinical molecular diagnostics is an emerging field in the healthcare industry. In the last years,
the use of molecular tests for diagnostics has steadily risen, and it is expected to continue
growing as new potential applications can be used in clinical practice [17]. The principal
reason for the broader use of genetic tests has been the development of novel technologies
[21] that allow the acquisition of the genetic information encoded in the cells.

These novel technologies known as Next-Generation Sequencing (NGS), sometimes
called Massive Parallel Sequencing or High-throughput Sequencing, have enabled the obten-
tion of genomic data within a small amount of time and cost. NGS has not only changed the
paradigm of genomic research [21], but it also has started to be used in clinical environments.
Besides, NGS is becoming more affordable. Thereby, it will be easier to integrate this kind
of molecular test into routine diagnostics.

Using NGS, like everything new, also brings new challenges to clinical laboratories.
NGS consists of complex protocols involving various laboratory procedures over multiple
days performed by different platforms and by different laboratory personnel. Moreover,
every step in the NGS procedure requires a Quality Control (QC) stop that ensures reliable
results. Consequently, NGS produces loads of data, not only the final test results but the data
generated during the whole workflow, like the QC checkpoints or the log files generated by
several platforms.

Note that having available the genetic code of patients has allowed the discovery of
molecular biomarkers associated with multiple diseases. These molecular biomarkers can be
genetic alterations of the DNA/RNA sequence, such as mutations. Identifying these genetic
alterations can facilitate the diagnosis, classification, outcome or even prevention of diseases.
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Some NGS applications are, for instance, the classification of cancer patients based on their
molecular profiling group to select the best treatment. Using these molecular approaches,
we are accelerating the progress towards precision medicine (PM), in which each patient
will receive optimal medical services and tailored treatments [6] considering their genetics,
lifestyle and environment.

In that regard and to centralise the most common molecular biology techniques used for
diagnostics, the Centre de Diagnòstic Biomèdic (CDB), an institute from Hospital Clínic de
Barcelona (HCB), created, in 2015, the Molecular Biology CORE Laboratory. The Molecular
Biology CORE Laboratory is a clinical diagnostic laboratory that provides molecular biology
tests by using techniques, such as NGS, to the different services (i.e., laboratories) of the
CDB.

The services of the CDB include immunology, microbiology, biochemistry and molecular
genetics, and Pathology. In Table 1, we show some examples of genetic tests using NGS
performed at the Molecular Biology CORE Laboratory.

Test Description Service
Hereditary Can-
cer

Identification of alterations in genes that are as-
sociated with hereditary colon, breast, ovarian
and other hereditary cancers

Biochemistry and
molecular genet-
ics

Whole exome se-
quencing

identification of mutations in the protein-coding
region of the genome. It is used in genetic dis-
orders, like cardiovascular or neurological dis-
eases, among others.

Biochemistry and
molecular genet-
ics

HLA typing Detection of compatibility between receptors
and donors for solid organ and hematopoietic
transplants.

Immunology

Auto-
inflammatory
diseases

Detection of gene mutations related to auto-
inflammatory diseases and periodic fever syn-
dromes.

Immunology

COVID Used to identify SARS-COV-2 variants (e.g.,
BA.5, BQ.1, ...)

Microbiology

HIV-1 resistance Used to detect if a patient with HIV will be re-
sistant to anti-viral treatments

Microbiology
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CLL Detection of mutations related to Chronic lym-
phocytic leukaemia

Pathology

LYS Detection of mutations related to lymphoid neo-
plasms

Pathology

Oncomine Genomic analysis of 52 relevant genes in cancer Pathology
Oncomine Com-
prehensive Assay

Genomic analysis of 161 genes, including DNA
and RNA, for solid tumours

Pathology

Table 1.1 Molecular tests performed at CORE Molecular Biology Laboratory

From the table above, we can see that the Molecular Biology CORE Laboratory provides
very different types of NGS applications. For instance, the COVID-19 pandemic introduced
a new test, that is, the sequencing of the SARS-CoV-2, which allows the identification of
variants circulating among the population. As a result of this diversity of tests, the CORE
Laboratory must maximise the automation of NGS workflows and manage large amounts of
data generated from all the procedures.

Moreover, an essential and necessary feature of NGS workflows is quality assurance
(QA). The ACMG clinical laboratory standards [25] recommends that all clinical laboratories
should add Quality Control (QC) checkpoints to monitor QA, especially in NGS workflows.
In this way, laboratories can guarantee the traceability and transparency of all the procedures
as well as the accuracy and reliability of the results generated.

At the Molecular Biology CORE Laboratory, these QC stops are performed in all the
NGS stages, including the wet lab and the subsequent in-silico analysis. Every QC stop
generates quality data that must be carefully evaluated and validated to continue with the
corresponding step and, ultimately, to ensure the results’ reliability. An initial example of
a QC checkpoint is, for example, the concentration of DNA. The stopping point will be
to check if the DNA has enough concentration to continue with the next stage of the workflow.

However, the quality data generated at the Molecular Biology CORE Laboratory are
not efficiently managed and stored. Consequently, relevant information could be lost as we
cannot have a full picture of the main quality metrics of the NGS workflow. For instance,
it would not be possible to detect any quality shift or analytical deviation at this moment.
Hence, there is a clear need to build a data management system that organises, integrates
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and stores these quality data and, in this way, be able to explore and extract knowledge from it.

In parallel with genomics advancements, data management has also evolved over the last
decades. Nowadays, we can identify two main ways of storing data: SQL databases and Not
Only SQL databases [26]. The former has been the traditional way to store data since the
70s and continues to be a successful choice. The latter, commonly referred to as NoSQL
databases, has gained popularity since new data sources are available and data models are
used.

In particular, nowadays, we can find several database models, such as the well-known
Relational model, the multidimensional model, or most recent models, like key-value, graph
or document models. With the greater availability of new database designs, selecting the
best option for our project is not trivial. It will depend on the data itself and the specific
requirements needed.

In our case, the management system will need to store the quality metrics generated by
the procedures of the NGS workflow. Currently, the data is stored in multiple files in an
unorganised and inefficient way, being impossible to monitor laboratory performance in terms
of quality metrics. Therefore, considering the specific needs of the Molecular Biology CORE
Laboratory and the data available, the proposed solution is the design and implementation of
a Data Warehousing system that will enable the analysis of NGS workflows’ quality data.

The decision to implement a data warehouse was due to the benefits of using a multdi-
mensional model, which enables the Online Analytical Processing (OLAP). Furthermore, the
needs of the Molecular Biology CORE laboratory in terms of the management of the quality
data coincide with the claims that were introduced by R. Kimball1 [18]:

• "We have heaps of data but we cannot access it": loads of quality data are generated
from the laboratory procedures, but all of them are not stored in different places in an
unorganised manner.

• "How can people playing the same role achieve substantially different results?": as
the same data is stored in different sources, sometimes we can find inconsistencies
depending on the data source we are querying. Instead, we would like to have a single
and detailed view of all the sources available.

1Ralph Kimball was one of the initiatiors of data warehouses.
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• "We want to select, group, and manipulate data in every way possible": quality data
can be analysed from different perspectives, including several laboratory processes,
instruments, and reagents, among others.

• "Show me just what matters": clinicians would only like to retrieve the relevant
information that they need.

• "Everyone knows some data is wrong": several data sources, especially in the wet
laboratory, are manually entered, which means that there is probably incorrect data
that should be properly transformed and cleaned.

The proposed framework is a Decision Support System based on a multidimensional
model that will enable an integrated and unified view of the heterogeneous quality data of
the different stages of the NGS workflow. In this way, clinicians will be able to access and
explore these data over time in an easy way. For example, with this tool, we could detect if
there have been poorer quality metrics during the last weeks or if an instrument has worse
performance than others.

Fig. 1.1 Main components of the solution proposed

The development of a data warehousing system is not a minor task, as it involves an
iterative process that moves from a theoretical design of a DW repository to the implemen-
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tation of a user-friendly dashboard for end users. As we have illustrated in Figure 1.1, the
data warehousing system will contain three main parts: the data warehouse, the Extraction,
Transformation and Load (ETL) procedures of the multiple dataset sources (i.e., quality data
from wet laboratory, sequencing and bioinformatic analysis) and finally, the exploitation
layer, like a dashboard to convert the data loaded into relevant knowledge for the Molecular
Biology CORE Laboratory.

1.1 Motivation

Bioinformatics specialists from the Molecular Biology CORE Laboratory detected the need
for a tool that stores and enables a unified view of the quality results from NGS workflows.
Currently, access to these data is an onerous and complicated task for geneticists and other
clinicians in the clinical laboratory, as there is no user-friendly tool to explore these data. By
contrast, these quality data is spread in different folders and locations, being not possible to
get further insights from it.

With my background in bioinformatics and the data management concepts learned during
the master’s degree, we detect an opportunity to build a repository of data that will enable a
descriptive analysis of the main quality parameters of the NGS workflow. Therefore, during
my summer internship at the laboratory, we decided that this could be the thesis for the
Master’s Degree.

In addition, being capable of applying cutting–edge data science knowledge to a domain
like clinical molecular biology is a gratifying task, especially as it might have a real and useful
application for the laboratory. In this way, by building a decision support system, we will
contribute to moving from making decisions based on personal experiences to data-driven
decisions.

1.2 General Objectives

Taking into account the clinical context and problem explained in the Introduction and the
Motivation sections, this project aims to design and implement a data warehousing system
that allows the storage and analyses of the key metrics of an NGS workflow, which include
the wet laboratory procedures, the sequencing and the bioinformatics analysis.
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The data warehousing system will be constituted by the data warehouse (DW), a series
of operations that will gather, transform and load the data from the different sources to the
data warehouse, and finally, a visualization tool that will enable the exploration of the data
in an easy and user-friendly way. Overall, we propose this DW system as a customized
solution for the specific needs and characteristics of the Molecular Biology CORE Laboratory.

To fulfil this goal, we will design (i) design the DW data model, (ii) design and develop
the extraction, transformation and loading (ETL) of the data, and finally, (iii) develop a
user-friendly application for clinicians and other laboratory staff.

1.3 Specific Objectives

Considering the general objectives, we define the following specific goals:

1. To design a DW by using a multidimensional model based on the user requirements
and the data sources available.

2. To design and develop an ETL system that enables the extraction of the data from
several datasets and the loading of it into the DW, going through the cleaning and
transformation of the data. In this case, taking into account the limitation of time, we
will only process a subset of the data available in the clinical laboratory

3. To select the most suitable technologies that will be used to implement the data
warehouse and the ETL procedures.

4. To implement a user-friendly application (i.e., a dashboard) that allows end users to
perform a descriptive analysis of the data stored in the database.

1.4 Thesis structure

This project is structured as follows:

In Chapter 2, we introduce the fundamental concepts from the two main topics covered
in this project, which are NGS molecular tests and data warehouse concepts. Readers who
are already familiar with these concepts can go directly to the next chapter.

In Chapter 3, we review how data warehouses have been applied in the healthcare context.
Moreover, we also review some of the tools that can be used to explore the NGS quality data,
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that is, Laboratory Information management systems (LIMS).

In Chapter 4, we explain the proposed framework for the development of the data ware-
house. Beginning with the description of requirements and the design of the multidimensional
model, and finishing with the ETL plan.

In Chapter 5, we detail the ETL implementation and the technology we have used to
build it. We also explain the implementation of the visualization tool we have created to
exploit the data.

In Chapter 6, we describe the dashboard developed and the principal queries that can
be performed. We also point out the benefits we have obtained from implementing a data
warehouse in terms of a user perspective.

Lastly, after showing the results obtained, in Chapters 7 and 8, we finally draw conclu-
sions and suggest possible improvements for future work as well as for the continuance of
the project.

1.5 Thesis Planning

This project starts on September 2022 and is planned to be finished in January 2023. Figure
1.2 shows the timeline we have followed during these months. Moreover, Table 1.2 presents
the detailed tasks needed to achieve the mentioned objectives. As the development of the
projects requires several steps, we have also defined what will be the input and the output of
each task.

Fig. 1.2 Thesis planning
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Task Input Output
Requirement Analysis End-user requirements List of requirements specifica-

tions
Data sources analysis Data sources available List of data sources and their

characteristics
DW Dimensional modelling Requirements list and Data

sources study
Conceptual and Logical De-
sign

Tool Selection & Installation Available tools and require-
ments

Technology selected and in-
stalled

Physical design Logical and Conceptual
schema

Physical schema

ETL processs Physical schema Data cleaned ready-to-be
loaded to the DW

Dashboard development Data in the DW User-friendly application
Table 1.2 Tasks input and output.





Chapter 2

Fundamental Concepts

This section covers the fundamental concepts needed to follow the information we will find
throughout this project. We have divided them into two parts: NGS workflow concepts and
Data Warehouse concepts.

Regarding the first part, we will explain the most important stages of the NGS workflow,
from laboratory procedures to bioinformatics analysis. In addition, we will also explain
the QC stops performed and the data generated in each of these stops. In the second part,
we will describe the main concepts of a Data Warehouse. In particular, we will explain the
multidimensional design and the typical ETL procedures.

Having a good understanding of this section is critical for developing the project.

2.1 Overview of the NGS workflow

As we explained in the Introduction, Next-generation sequencing (NGS) is a molecular biol-
ogy technique that enables the obtention of the genomic sequence. This technique involves a
series of steps that must be done carefully and accurately.

The workflow starts when the clinical laboratory receives a sample to be analysed. The
sample received, a biological specimen collected from a patient, needs to be analysed, in this
case, using NGS. In other words, we will need to get genomic information from the sample.

Note that, as we have seen in Table 1.1, several tests can be done using NGS. So, each
sample can be analysed for different reasons. For instance, for some of them, we might want
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to identify pathogenic alterations, and for others, we might be interested in checking the
compatibility between donors and receptors for organ transplantation. Even though the final
aim differs, the NGS procedure is very similar. We will see in Section 2.1 at which point the
workflow differs for each test. Note also that the sample could be of any type: blood, saliva,
or tumour tissues, among others.

As we will use specific terminology related to molecular biology and NGS, we have
summarised in Table 2.1 the main concepts.

Sample Biological specimen collected from a patient. This specimen will
be processed and analyzed to get a genetic result.

DNA Compound that encodes genetic information. It is formed by two
chains composed of four chemical units known as nucleotides,
which are the cytosine (C), guanine (G), adenine (A) and thymine
(T) bases.

Sequencing Reading the genetic material (e.g., DNA) by means of chemical
methods.

Library A collection of short fragments of DNA that will be sequenced.
Run A set of samples that are grouped together in order to sequence

them.
Panel A collection of genes that are known to be associated with a dis-

ease/phenotype.
Protocol Different types of NGS runs that are performed in the lab.
Reads The sequences with the nucleotides (i.e., A, T, C, and G bases).

Reference genome A fully sequenced and assembled genome that acts as a reference,
in which the reads are mapped and compared.

Barcode A unique short sequence attached to each fragment during library
preparation in order to later identify each sample.

Table 2.1 Glossary of the main concepts used in NGS procedures.

The complete NGS workflow consists mainly of 5 steps: (1) nucleic acid extraction, (2)
library preparation, (3) sequencing, (4) bioinformatic analysis, and (5) clinical interpretation.
In Figure 2.1, we show a visual representation of the NGS workflow. We will briefly describe
each of the five steps of the workflow in the following sections.
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Fig. 2.1 Overview of the NGS workflow

Sample preparation: nucleic acid extraction

The first step in the workflow is isolating the component of interest from the patient’s sample
(e.g., genomic DNA, total RNA, or other RNA types). In analyses in which the DNA is
the component of interest, this step is usually called DNA extraction. So, this step aims to
extract the genetic material from the sample and remove any other compound that might
contaminate this genetic material. Before continuing to the next step, a QC stop is performed
to ensure enough concentration and purity of the compound (see Section 2.3).

Library preparation

After the isolation and purification, the molecule of interest needs some preparation for
sequencing. In this sense, the molecule (e.g., DNA) will be broken randomly into short
fragments to be able to be read by the sequencing instrument. The collection of these short
sequenceable fragments from a sample is known as a library. Having short sequences allows
sequencing in a parallel fashion. Apart from the fragmentation of the molecule, two more
steps are required when preparing the library:
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• Barcode attachment. A short unique sequence is added to each of the fragments of the
library. The reason for this step is that in the sequencing, we simultaneously sequence
multiple samples, so they need a unique identifier that allows their identification in
downstream analysis. When several samples are grouped into a single tube, they are
called a pool or a run.

• Target enrichment. This step will allow the obtention of only the target regions of
interest, when we are interested in getting only a set of genes or genomic regions
related to a disease, . Notice that this step is what differentiates the molecular tests we
have seen in Table 1.1, as the target regions for hereditary cancer are different from the
auto-inflammatory diseases ones. Hence, this step will lead to different panels (i.e.,
hereditary cancer, HLA, . . . )

Additional steps are required, such as adapter addition or purification of the library [9],
but we will not explain them here, as it is enough to have a general idea. In summary, the
main aim of this phase is to get ready-to-sequence samples, namely libraries. These libraries
should be quantified to guarantee an optimal concentration and length of the fragments (see
Section 2.3).

As we previously indicated, the samples are processed in batches depending on the proto-
col performed. These groups of analysis are called protocols. Some examples of protocols
are hereditary cancer, exome, HLA, among others.

When the library is prepared for each sample, the samples are grouped according to the
protocols. For example, if we have prepared the library for 12 samples in which the genes
related to hereditary cancer need to be examined, they are mixed into the same tube, forming
a pool waiting to be sequenced.

Sequencing

Once we have created the group of samples together, laboratory staff can insert them into
the sequencer. In A, to facilitate the understanding of this phase, we show an example of
Illumina sequencers as well as the steps we will explain in this section. There exist different
sequencers, provided by different companies, such as Illumina and Thermo Fisher. They
have different sequencing technologies. For instance, Illumina sequencers read the DNA by
a chemical method that uses fluorescent intensity and wavelengths. [21, 15]
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In this project, we will focus only on protocols that use Illumina sequencers, as it is the
most used in the Molecular Biology CORE Laboratory. Nonetheless, the framework we
propose would fit other technologies as the NGS workflow is similar.

The sequencing of the samples has two important phases: clonal amplification and se-
quencing by synthesis.

• Clonal amplification. The short DNA fragments of the libraries are amplified (i.e.,
making copies) so there is enough material to be detected by the Illumina sequencer.
Each fragment creates a group of identical fragments called clonal clusters (A)

• Sequencing by synthesis (SBS): once we have a large number of clusters per each
fragment of the libraries, the sequencer proceeds to read them. For “n” times, a fluores-
cent nucleotide (i.e., A, T, C, G) is added to the fragments creating the complementary
sequence. In this way, the sequencer captures images of the clusters and each time
a nucleotide is incorporated, by using fluorescence intensity, it will identify which
nucleotides have been incorporated. (E.g., a fragment could be . . . ATACCGCGC. . . )
The n times will be the length of the fragments that are sequenced. These “n” times
are known as cycles. Finally, the short sequences generated are called reads.

There exist different types of sequencer platforms (e.g., MiSeq or NextSeq). Moreover,
the chemical reactions are performed thanks to reagent kits. For instance, depending on the
reagent kit, we will have different numbers of cycles.

Bioinformatic analysis

The last stage in the NGS workflow is the processing and analysing of the sequencing data
generated in the previous step. We can categorise the bioinformatics procedures [20, 10] into
three analyses: primary, secondary and tertiary.

Firstly, a primary analysis is done to convert the raw sequencing data into the mentioned
reads. That is, we have to convert the binary files obtained from the sequencer to the set of
sequences (a.k.a reads) that belong to each sample. The collection of reads for each sample
will be stored in a file format called FASTQ.
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Recall that the objective is to get the genetic information of a sample. At this moment,
we still cannot get any information as the regions of the genome (i.e., reads) are disorganised.
For this reason, we need to align those short reads to a reference genome. Bioinformatics
algorithms perform this alignment task. This step is the secondary analysis.

Once the reads are aligned to a reference genome, the tertiary analysis starts. In this case,
the analysis will depend on the diagnostic suspicion of the patient. A general case would be,
for example, getting those positions that differ from the reference genome (i.e., variants).

Finally, disease specialists make the final clinical interpretation of the variants identified.

2.2 NGS workflow at the Molecular Biology CORE Labo-
ratory

Now that we know the main stages of an NGS workflow. Let us see how it is performed at
the Molecular Biology CORE Laboratory. Recall that the process this NGS processed is
performed for each of the samples received in the laboratory.

To simplify the understanding of the workflow, we have identified three main areas: (1)
the wet laboratory, (2) the sequencing area, and (3) the bioinformatics area. Figure 2.2 shows
a diagram capturing most of the NGS protocols performed at the clinical laboratory.

A necessary feature for adequately processing the samples is checking each step’s quality.
Notice that the first stages of the workflow are laboratory experiments, meaning that they
sometimes can fail due to technical issues or they might not meet the required quality stan-
dards (e.g., there is not enough sample concentration).

In the mentioned figure, We can see that after finishing each of the stages, we need to
perform quality control to assess whether we pass to the next step. We explain the QC
checkpoints in the following section.
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Fig. 2.2 Diagram of the workflow of the NGS protocols.

2.3 QC checkpoints

Each QC checkpoint measures the quality of a process (e.g., sample preparation) and tries
to guarantee high quality for the subsequent process. So, in general, the checkpoints are
performed to ensure that the NGS succeeds and to have reliable and accurate final results [9].
We will review the primary measures used for each step in the NGS workflow. This section
is essential as we explain the data we will use in this project.

Nucleic acid extraction QC
After finishing the extraction of the molecule of interest, three main quality measurements

should be assessed: the concentration of the molecule, A260/A280 and A260/A230 ratios.
The concentration of the molecule is typically measured in nanograms (ng) and it has to be
more than 50 ng/ul.

The two ratios are used to check the nucleic acid purity. A protein absorbs light at 280
nm, so the nucleic acid absorbance at 260 nm must be approximately 1.8 times more than the
absorbance of a protein at 280 nm. On the contrary, if the absorbance ratio A260/A280 is be-
low 1.6, it can indicate that the nucleic acid is not pure enough. The other ratio, A260/A230,
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is another measure to validate the purity of the nucleic acid. If the ratio is below 1.8, it might
indicate the presence of non-proteins contaminants that absorb light at 230 nm.

As we can see in Figure 2.2, the nucleic acid extraction is repeated when the quality
requirements are not met.

Library preparation QC

When finishing the library preparation, we need to calculate the library concentration (i.e.,
the concentration of the collection of the DNA fragments) and the size of the fragments. If
they do not reach the established thresholds and there is not enough material to repeat the
library step, then the first step (i.e., the extraction process) is repeated. Otherwise, if there is
enough material, the library is prepared again.

In some NGS protocols of the laboratory (i.e., hereditary cancer), the library quality
metrics are not recorded per sample. Instead, before library quantification, the samples are
grouped into a pool, and then, the library is quantified for the pool.

Sequencing QC

In the sequencing stage, the following metrics [14] are assessed per each sequencing run:

• Cluster Density: The density of clusters detected by image analysis (in thousands per
mm2). There might be under-clustering or over-clustering.

• Clusters Passing Filter (PF): The percentage of clusters passing filtering. It should
be higher than 85%.

• Q30: The percentage of bases (i.e., A,C,G,T) with a quality score of 30 or higher.

• Yield: The number of bases sequenced which pass a specified filter.

Molecular Biology specialists must check all the above metrics to guarantee that the sequenc-
ing has gone correctly. If these parameters fail, we will need to repeat again all the samples
and sequence them again.

Bioinformatics analysis QC

Regarding the bioinformatics analysis, the next metrics are assessed:
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• The total number of reads per sample

• The average read length per sample

• The percentage of the GC content in the reads of a sample

• The percentage of duplicate reads per sample

• The mean coverage of a sample, that is, the average of how many reads cover the target
regions

• The coverage at 38x is the percentage of regions covered with more than 38 reads.

If some of these variables have a low quality in a sample, the complete NGS workflow will
be repeated from the extraction of the DNA to the sequencing.

As we can see, many quality variables are assessed in each of the NGS processes. However, as
stated in the Introduction and Motivation, there is no way to analyse these data retrospectively
nor have an integrated view of these parameters. For these reasons, having a repository
storing these data is necessary. To achieve that, we will implement a data warehouse. In the
next section, we explain the main concepts of DW.

2.4 Data Warehouse Concepts

The components of a data warehousing system are (1) the data warehouse, (2) the ETL
procedures, and (3) the exploitation tools, in other words, the data visualisation tools.

Before presenting the basic concepts of these components, we should understand the
difference between the traditional Online Transactional System (OLTP) and a DW. We will
also mention the DW as Online Analytical Processing (OLAP) [11], as a data warehouse
uses the OLAP system.

The main difference between them, as their names indicate, is their functionality; the
OLTP performs daily operations, whereas an OLAP system enables it to perform analysis.
Table 2.2 describes more differences between them according to different characteristics. For
instance, the OLAP system integrates heterogeneous data sources, while the OLTP system
usually works with isolated data sources.
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OLTP OLAP
Function Daily Operations Decision Support System

Data Sources Isolated data sources Integration of multiple data sources
Time Current Historical

Granularity Atomic Aggregated
Requirements Update statements performance Query performance

Table 2.2 Differences between OLTP and OLAP. Adapted from [11]
.

An OLAP system is subject-oriented, while the OLTP is application-oriented, meaning
that with the former, we can obtain information about one subject, whereas, with the OLTP,
we can only get the daily transactions of an organisation. Furthermore, DW is time-variant,
enabling to analyse of historical data, while the OLTP system only covers a specific period.

Overall, an OLAP system provides a decision support system with the advantages of
having integrated, summarised and historical data ready to be queried and analysed.

2.4.1 Multidimensional modeling

Data Warehouses and OLAP systems are based on the Dimensional Fact Model (DFM).
This model views the data in an n-dimensional space, usually named the data cube. This
type of design allows simple and intuitive formalism that helps the communication between
database designers and end-users. The data cube and multidimensional model are represented
by a star schema, which includes dimensions and facts. Next, we define dimensions and facts
and their main components.

Dimensions

Dimensions represent different perspectives to analyse the data. For example, if we want to
study our shop’s sales, a dimension would be the product; that is, we can analyse the sales
based on the different products we have in our shop.

A dimension consists of one or more levels representing real-world concepts and the
different granularities to study the data. Following the product dimension example, a level
would be the product itself, and its category will be another level. Each instance of a level is
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Fig. 2.3 Hierarchy of a product

called a member. Moreover, each dimension level can have a set of attributes that describe
its characteristics. The set of related levels is known as a hierarchy. Figure 2.3 shows an
example of the product hierarchy.

The level in a hierarchy that contains the most detailed data is called the leaf or child
level, whereas the higher level is called the root or parent. The dimensional levels follow
many-to-one associations.

Furthermore, a dimension might contain several hierarchies. There are different types of
hierarchies: balanced hierarchies, unbalanced, generalized hierarchies, parallel hierarchies
and non-strict hierarchies. The most typical is a balanced hierarchy, as all the levels are
necessary. For instance, a product only falls under one category, and a category is assigned a
minimum of one product.

Facts

The other essential element in the DFM model is Fact Tables. A fact table represents an event
within an organization/company. In our shop example, our fact table would be the Sales. The
fact table will be related to different levels. In our example, the sales table will be related to
the product hierarchy, as shown in Figure 2.4. The cardinality between them is one-to-many,
this means that each product can be related to many sales, but a sale can only have one product.

Each row in the fact table represents a primary event with dynamic properties evolving.
These dynamic properties are also known as measures and are relevant to the analysis.
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Fig. 2.4 Sales fact with measures and associated with product level.

Regarding measures, they must guarantee necessary summarizability; that is, a correct
aggregation of the measures should be done along the dimension hierarchies. There are three
conditions:

• Disjointness: the grouping of instances in a level for their parent in the next level must
result in disjoint subsets (e.g., a product should not belong to more than one category,
we will have the problem of counting double)

• Completeness: all levels must be included in the hierarchy, and each level must be
related to one parent in the next level

• Compatibility: ensure the correct use of the aggregation function (i.e., MIN, MAX,
SUM, AVG) depending on the kind of measure and the kind of dimension

The different measures are flow measures, in which we can apply all the aggregation
functions (e.g., number of items), level measures, in which the SUM aggregator must consider
time dimension (e.g., inventory) and finally, unit measures, where we cannot use the SUM
aggregator (e.g., exchange rate).

Finally, other relevant concepts regarding the data warehouse are the following:

• Star-schema: schema composed of a set of dimensions and one fact

• Snowflake: a star-schema with normalized tables for dimensions (each level is explicit
separately to avoid redundancies)

• Conformed dimensions: dimensions that are shared among facts

• Constellation or galaxy schema: a schema that contains more than one fact
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2.4.2 Extraction, Transformation and Loading

Extraction, Transformation and Loading (ETL) processes refer to the procedures of extracting
data from source systems, transforming into a target schema and loading it into the data
warehouse [19]. To do that, we need to start by selecting and inspecting the data sources. In
particular, we must evaluate the data sources selected by three primary levels: data quality,
data characteristics and fitness for the purpose.

When the data extraction is finished, we can start processing the data, in other words,
transforming the data. It consists of several steps, (i) selection of the variables, (ii) cleaning,
(iii) preparation and finally, (iv) integration.

Firstly, the selection of the variables will involve choosing which are the attributes of
interest for our analysis. Secondly, data cleaning mainly consists of improving the quality
of the data by improving the completeness and correctness of the data and for instance,
removing duplicate or inconsistent values, deleting or imputing missing data. Moreover, we
will need to check data constraints and rules as well. Then, we will need to prepare the data
by converting it to the adequate data types, normalizing some values or enriching information
with other data tables.

Note that all the mentioned operations can affect different levels of data. They can
perform changes to a field, individual columns, rows or the whole dataset. Finally, once we
have performed all the operations, we will have converted all the fields from the data sources
into the data warehouse format. In addition, we also need to ensure the ETL process quality
by checking the performance, reliability, auditability and maintainability.

In the development phase of the ETL, we can identify two flows: the data and control
flow. Data flow involves the operations that need to be performed over data. It includes the
data extraction, transformation and loading. They are executed as a pipeline of operators and
there is no strict order of execution.

On the other hand, the control flow is in charge of executing one or more data flows. It
manages the data processing. That is, first we will need to load the dimensional tables and
then the fact tables.
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State-of-the-art

Data warehouses have been typically associated to business processes, as they are used to
monitor the sales and other business-related events. Nevertheless, in the last years, data
warehouses have also been applied in the healthcare field. For instance, hospitals have
used data warehouses to store large amount amounts of clinical data, like demographics
or patients admissions [22]. Other examples in the healthcare are monitoring the facility
costs of procedures in a hospital [30]. In biological research, we can find some examples of
multidimensional models to analyse tumour samples or omics data by integrating several
in-house dataset as well as external research databases [12]

However, in the context of a medical laboratory, a typical data management tool is the
Laboratory Information Management systems (LIMS), a software that is used to assist sci-
entists and laboratory staff in daily laboratory operations[27]. However, the introduction of
new genomic technologies had forced the adaptation of these systems to NGS workflows [5].

There are several commercial and open-source LIMS that can be implemented as a solu-
tion for the management of laboratory procedures. Despite a large number of available tools,
implementing a LIMS is often a difficult task. Commercial LIMS tend to not fit the concrete
requirements and characteristics of the laboratory. Furthermore, one of the disadvantage of
commercial tools is that it also comes with a large cost. [16, 23]

For these reasons, laboratories implement in-house projects or adapt open-source solu-
tions to their settings and needs. Some of these tools provide quality control checkpoints
that allow the staff of the laboratory to evaluate the incoming quality of the samples and
the libraries [27]. For instance, Parkour LIMS [3] enables the automatization of NGS work-
flows by providing a user-friendly interface to enter and control data. Nevertheless, these
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systems, if implemented, are used to manage interactively the various steps of NGS workflow.

In our case, the proposed solution is an specialized multidimensional in-house solution for
the Molecular Biology CORE Laboratory as they do not have any similar tool that analyses
the NGS quality data.
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Methodology

This chapter will describe the process of designing a data warehouse using the multidimen-
sional model. Recall that our objective is to develop a data warehouse to store the data
generated from the QC checkpoints of the NGS workflow. More specifically, we divide this
chapter into the following sections:

• Section 4.1 describes a general overview of how to design a DW and the different
approaches available. We also describe the architecture of the DW.

• Section 4.2 summarizes the data sources analysis performed to select the most valuable
data for the DW.

• Section 4.3 defines the requirements collected from the meetings with the bioinfor-
matician and Molecular Biology CORE Laboratory clinicians.

• Section 4.5 explains the multidimensional model designed using conceptual and logical
schemas.

• Section 4.6 presents the Physical Design.

• Finally, section 4.7 shows the planned ETL design to implement the ETL system.

4.1 General overview of data warehouse design

A data warehose can be developed using the same phases of the development of an operational
database, that are, gathering the user requirements, designing the conceptual and logical
models, and finally, designing the physical schema to populate the data into the database. In
the case of a DW, three different methodological frameworks can be used: the data-driven
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approach, demand-driven approach and mixed approach.

The data-driven approach or also known as the supply-driven approach designs the
DW based on the analysis of data sources. The advantage of using this approach is that the
ETL procedures are more straightforward because every piece of information kept is directly
mapped to the source data. However, using this approach, the users’ requirements are not an
essential part of the design of the DW, meaning that some important information can be lost.

On the contrary, the requirements-driven or demand-driven approach starts with
the requirements definition. In this case, the users play a fundamental role in defining the
objectives and the information they want to store in the database. The mapping between the
requirements and the data sources is done when the ETL process is developed.

Another option is to use the mixed or hybrid approach, which takes advantage of both
techniques; data source analysis and requirements definitions are implemented in parallel.

In this project, we decided to use the mixed approach by simultaneously examining data
sources to model the schema and defining the user requirements to restrict the choices of
data variables. Using this approach, we will know which data should be used and where we
can find these data.

Fig. 4.1 Workflow of the DW system development

First, as we show in Figure 4.1, we start exploring the data sources generated from the
QC checkpoints. The data sources involve several heterogeneous files located in different
folders. To simplify this thesis, we will focus on the data available in a high-performance
computing cluster of the Molecular Biology CORE Laboratory. Although there are other
servers where the data is stored, we only focus on the cluster one.

Combined with exploring data sources, we collect the user requirements to know the
relevant information that needs to be loaded into the database and the analytical questions
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we could answer.

Once we have identified the essential processes and the queries of interest, we start the
database design. That is, the conceptual and logical schema design using the Dimensional
Fact model, which includes the facts, measures and dimensions explained in Section 2.
Afterwards, we translate the logical design into the physical schema, creating the tables.

In parallel with the steps above, we have selected the technology we will use for the DW,
the ETL, and the dashboard. We explain the Implementation in Chapter 5. Using the selected
tools, we design and implement the ETL. Finally, we also developed a dashboard to visualize
the data stored in the DW. In addition, it is important to point out that this project does not
finish here, as the system developed should be maintained and grow if needed.

The architecture of our data warehouse will follow what is commonly called a Two-layer
architecture. It means that it separates the data warehouse from the physical data of the
sources. Figure 4.2 shows a schematic version of the architecture used in this project.

Fig. 4.2 Two-layer architecture for the data warehouse implemented in this project.
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4.2 Data sources

In this section, we show all the data sources used in this project. Table 4.1 shows their
original name, format, description, owners and locations. Additionally, during the analysis
of these data sources, we have given manually a quality score from 0 to 5, being 0 it has a
very bad quality (i.e., a lot of inconsistencies or missing values) and being 5, a data source
with very good quality. Notice also that we will use a lot and very diverse datasets.

Data
Source

Format Description Owners Location Qual Used

Càlcul Dilu-
cions Miseq

Spreadsheets Information about DNA
metrics (i.e., DNA con-
centration, A280/A260,
A260/A230)

Lab.
staff

Shared
folder

0 No

DNA Quan-
tification

CSV files Information about DNA
metrics (i.e., DNA con-
centration, A280/A260,
A260/A230)

Lab.
staff

Shared
folder

3 Yes

MiSeq and
NextSeq Li-
braries

Spreadsheets Information about li-
braries that will be se-
quenced with the MiSeq
Instrument

Lab.
staff

Shared
folder

2 Yes

Runs Spreadsheet Data about all the runs
processed in the lab

Lab.
staff

Shared
folder

3 Yes

InterOp
Run Met-
rics

Binary files Information about run
sequencing metrics
(e.g., cluster density)

Bioinfo.
staff

Seq.
Output
Folder
&
Clus-
ter

4 Yes

InterOp
Run Infor-
mation

XML files Data about run sequenc-
ing metrics

Bioinfo.
staff

Seq.
Output
Folder
&
Clus-
ter

4 Yes
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Runs Plain
text/CSV

Information about runs
(e.g, protocol used). It
will be used as a lookup.

Bioinfo.
staff

Cluster 4-
5

Yes

Samples Plain text Information about sam-
ples (e.g., run, sex, diag-
nosis) It will be used as
a lookup.

Bioinfo.
staff

Cluster 4-
5

Yes

MultiQC
Data

CSV Metrics from the
FASTQ files

Bioinfo.
staff

Cluster 5 Yes

Coverage
Data

CSV Results from Coverage
Algorithm (i.e., mos-
depth)

Bioinfo.
staff

Cluster 5 Yes

Table 4.1 Summary table of the data sources

To choose the most appropriate data sources, we studied in detail the diagram shown in
Figure 2.2. We have performed a data profiling analysis for each dataset by assessing its
data quality and data characteristics (e.g., number of rows, columns, missing or duplicate
values). Moreover, the data profiling step will allow us to see if the contents agree with the
data definitions stated.

Note that, as mentioned above, we will not use the entire historical data generated by
the Molecular Biology CORE Laboratory during the last years. Even though it would be
interesting to collect all the data during the last years, for the limited time of development of
the thesis, we have selected only a subset of the data located in the cluster. For this reason, it
is probable that in some cases, we will find only information from 2022, as the cluster has
been implemented recently.

Note also that the variables we will define here are tightly related to those described in
Section 2 when explaining the data from QC checkpoints.

DNA Quantification files

This data source consists of several files, each of which includes information about the sam-
ples’ nucleic acid extraction procedure. In particular, it has the following columns: Código
de la muestra, Conc*5, Ratio 260/280, Ratio 260/230 and Date. That is, the concentration of
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the nucleic acid and the two absorbance ratio that measures the purity of the nucleic acid. To
simplify the data exploration, as all the files have the same columns, we have concatenated
them. So, in total we have 21,249 rows, this number represent the total number of extractions
in the lab.

We scored this data source’s quality with a 3 because we found some inconsistencies. For
instance, in the laboratory, it is established that the sample identifiers should have 9 digits.
However, in this dataset, we find that most identifiers have more than 9 digits, meaning they
have some prefixes and suffixes that should be removed.

There are duplicate sample ID values as some are repeated if they do not have enough
quantity or purity. The good thing about this data source is that it is complete, meaning there
are no missing values. Despite the issues stated, which will need to be solved in the ETL
part, we have selected this data source.

MiSeq and NextSeq Libraries Spreadsheets

The library spreadsheets are another data source belonging to the NGS workflow’s first stages.
In particular, we find two spreadsheets, one for libraries that will be loaded into the sequencer
MiSeq and another for the NextSeq sequencer. Although there is this differentiation, there is
no need to differentiate as we need the same information from both datasets. Note that they
have the lowest score in terms of quality. We will now see the main reasons.

Starting with the MiSeq libraries spreadsheet, we can find 5217 rows and 22 columns.
The columns are: DATA, DNA, Index-1, index-2, nanodrop, Qubit 50ng, Qubit 10ng, DNA
PCR, H2O PCR, 5ng/mL, Qbit llibreria, 350ng (pool), Nom RUN, Qubit Pool, Data Bioana-
lyzer, Bioanalyzer (pb), Imatge Bioanalyzer, Càlcul [nM], Pool [nM], Volum llib,Volum RSB,
and Unnamed.

Although the names of the columns are not clear enough, we have identified the most
relevant data inspecting it: DNA, Qbit llibreria, Nom RUN, Qubit Pool, Data Bioanalyzer,
and Bioanalyzer (PB).

We can say that the DNA column represents the sample id, the Qbit llibreria contains the
concentration of the library, Nom RUN contains the name of the run, Qubit Pool represents
the concentration of the library pool, the Data Bioanalyser is the data in which the library
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is quantified, and finally, the Bioanalyzer (PB) indicates the fragment size of the library.
Similarly, asin the other spreadsheet, in the NextSeq Libraries we have 3521 rows and 22
rows.

It is important to highlight that these data are entered manually by the laboratory staff, so
we should expect more errors than usual. Hence, the quality score we have given to this data
source is 2, as it contains a lot of missing values as well as different values, which we do not
expect. However, in the ETL step, we will try to select those rows that has all the information.

Runs Spreadsheet

Another manually-entered file is the runs spreadsheet. It contains information about the runs
that will be sequenced. In this case, it has 12,736 rows and 7 relevant columns: ’RUN ID’,
’USUARI / PANELL’, ’MOSTRES’, ’APARELL’, ’QUIMICA’, ’DATA RUN’, and ’TÈCNIC’.
This data file has a better quality then the previous one, as the data are entered more regularly.

InterOp Run Metrics and Information

Regarding the sequencing QC, we have data generated directly from the sequencer, including
binary and XML files. Therefore, they will have better quality as the data is generated
automatically. The only challenge with this data is that it is not readable directly. This
means that we will need to parse this data with a particular software from the company of the
sequencers: InterOp.

We can extract several metrics from the set of binary files, such as cluster density, cluster
PF, Q30, and yield, among others. Moreover, we can also extract the sequencing platform
information. If all the files required by the InterOp software are present, we won’t have any
missing values. In the real data we are selecting for the project, we have some missing XML
files, so we won’t be able to get the information of all the runs.

MultiQC Data and Coverage Data

As we explained in Section 2, one of the bioinformatics data analysis processes is converting
the raw sequencing data into short sequences called reads. The quality of these reads is
evaluated using the FastQC tool (i.e., the file format containing those reads is named FastQ).
This tool reports several metrics, such as the number of reads, the read length, the percentage
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of duplicate reads, and the percentage of GC content.

Finally, coverage calculation is another important QC in the bioinformatics data analysis.
The coverage is another descriptor of how well the sequencing has gone in the sample anal-
ysed. In this case, this information is generated using a program called Mosdepth [Brentp].
It indicates how many reads cover the target regions that should have been sequenced.

This data has good quality as for each analyses is generated automatically through the
bioinformatics pipeline.

Other data sources

We have also identified other data files that contain information about run data and sample
characteristics. These are files created during the bioinformatics data analysis and are used
to structure and report the results to the clinician. For instance, each of the sample files will
describe some information about a sample, such as the suspected diagnosis, the panel used,
and the sex, among other bioinformatics metrics.

4.3 Requirements

In this section, we summarize the requirements collected during the project’s initial phase.
We have defined them, considering the NGS workflow (see Section 2) and the meetings with
the bioinformatics specialists, clinicians and laboratory staff of the Molecular Biology CORE
Laboratory.

So we summarize the requirements based on the four QC points of the NGS workflow. In
each requirement, we define:

• the information of interest to the end-users,

• the current way they use currently to get this information, and

• analytical questions that could be answered with the development of the DW system.

Requirements for Sample Preparation Quality Control
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The relevant information in the Sample Preparation QC is nucleic acid quality and quan-
tity.

Currently, this information is located in several files, so it is not possible to find it easily
and quickly. Moreover, laboratory staff or clinicians cannot observe any pattern or trend over
time. For instance, if there is a decrease in the quality during the last days or months. In
addition, it would be interesting to study how these initial metrics affect the subsequent steps.

Some analytical questions that they are interested in:

• The trend of nucleic acids’ quantity and quality over the last period.

• The number of samples that have been repeated due to low concentration or low-quality
values.

• The distribution of the nucleic acid quality and quantity among all the samples or a
group of samples.

• Aggregated metrics measures (e.g., mean) grouped by type of samples, the sex, the
panel or the run.

Requirement: Library Preparation Quality Control

Regarding the QC of the Library Preparation, the relevant information is two-fold.

On the one hand, when the library is evaluated per sample, we need to keep track of
the concentration and size of the fragments. Currently, these data are stored in several
spreadsheets, being impossible to analyse and explore these data retrospectively. Similarly,
with the previous requirement, it takes work to access these data.

On the other hand, there are some protocols that, instead of doing the QC per sample, the
laboratory technicians first group some samples to create a pool. So the QC is performed
over this pool, in which the concentration and the fragments’ size are recorded.

Some analyses that they are interested in:

• The trend of library QC metrics over time

• The number of samples or pools repeated due to low QC metrics.
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• The relationship between the library QC metrics and the workflow’s subsequent steps.

• The difference between pools in terms of other QC metrics.

• The QC metrics distribution of all the libraries or pool processed.

• An analysis of QC metrics aggregated by the different protocols, panels or libraries.

Requirements for the Sequencing Quality Control

Sequencing QC data is another crucial piece of data for the end-users. It indicates how
the sequencing has gone, and it will give the first clue about the quality of the samples.

As seen in the data sources section, these sequencing quality metrics are not stored in
any database. If the users need to access this information, they need to go to the sequencing
output folder or ask the bioinformaticians. Notice that, for clinicians, this is highly inefficient.
Some analyses that are required by the end-users are:

• The tendency of sequencing QC metrics over time aggregated by protocol to analyse
the quality drop-downs.

• The distribution of the sequencing metrics among all the runs.

• The number of runs that are between the recommended metrics.

• The differences between the instruments available at the clinical lab.

Requirements for the Bioinformatics Analysis Quality Control

Finally, the bioinformatics QC data is the most well-structured one as it is generated from
computational tools when running the bioinformatics pipeline. In this case, there are two
important pieces of data: the raw “reads” and the alignment of these reads into the reference
genome. The metrics for reads are generated by the FastQC program, while the coverage
metrics are generated with the Mosdepth program [Brentp].

The reads metrics include the number of total reads, its length, the percentage of GC
content and the percentage of duplicates, whereas the coverage metrics involve the mean of
reads that align to the target regions and the percentage of bases that are covered with more
than 38 reads.

Some useful insights they would like to study are:
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• The tendency of the bioinformatics QC metrics.

• The total number of samples analysed aggregated by panels, diagnosis or departments.

• The distribution of these metrics among all samples analysed.

4.3.1 Requirements summary

Summarizing the requirements mentioned in the previous section, we can state that it is
required to build a visualization tool that enables:

• Having a quick overview of the activity performed and quality per year.

• Searching one sample or run to get all the related information from requested sample
or run.

• Comparing a specific sample or run with the other samples/runs analysed previously.

4.4 Business rules and relationship constraints

In this section, we define the data rules and relationships (Table 4.2) constraints that should
be considered during the design of the database.

1 Every laboratory process must have a day, month and year.
2 The sequencing process must have a timestamp.
3 The bioinformatics data analysis must have a timestamp.
4 The laboratory procedure involving the nucleic acid extraction should have the

concentration of the nucleic acid and two purity measures (e.g., A260/A280,
A260/A230).

5 A sample can be prepared (i.e., extracting the compound of interest) more than
once in the same day, in case there is not enough concentration or purity.

6 The laboratory procedure involving the library preparation should record the
concentration of the fragments and the size of the fragments.

7 The sequencing procedure should have the metrics (i.e., cluster density) pro-
duced by the sequencing of a run in a specific instrument.

8 The bioinformatics data analysis should have the metrics generated by the
bioinformatics algorithms (i.e., reads quality and coverage).
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9 Each sample must have a unique identifying number of 9 digits (e.g.,
229192348). Each sample should have a sex (e.g., female).

10 Each panel must have a unique name (e.g, HLA).
11 Each run must have a unique identifier (i.e., R2353).
12 An instrument must have a unique identifier and should have a name.
13 The model identifier must have a brand (e.g. Illumina).
14 A reagent kit must have a unique identifier, a kit name and the number of

cycles that it provides (e.g, 600).
Table 4.2 Data rules

1 The library preparation must be associated with one sample, one panel and
one run.

2 The sequencing procedure must be associated with one run, one instrument
(i.e., sequencer) and one reagent.

3 The bioinformatics data analysis must be associated with only one sample, one
run and one panel.

4 A run must be associated with only one protocol and one technician.
5 A sample must belong to only one CDB service and one suspected diagnosis.
6 An instrument must be associated with a model.
7 A reagent kit must be associated with only one instrument model, as the

reagents are specific for the instruments.
Table 4.3 Relationship constraints

4.5 Multidimensional model design

Once we have analyzed the data sources and the user requirements, we need to (1) identify
the dimensions and (2) the facts. As stated previously, we will follow the traditional database
design methodology to develop our DW. Hence, we will need to define the conceptual and
logical schema.

To help with the initial design process, we have followed 4 steps recommend in [19]:

1. Choose the business process
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The “business” processes we have identified are related to the QC stops of the NGS
workflow. They are the following:

• laboratory procedures, which involves the sample preparation QC and library prepara-
tion QC,

• sequencing QC and finally,

• the bioinformatics data analysis QC.

2. Declare the grain

Next, we define the grain of the business processes. In this way, it will help to know what
will measure each fact table.

• sample preparation QC: the quality of the nucleic acid extracted from a sample

• library preparation QC: the quality of the library of a sample

• sequencing QC: the quality of the run once the sequencing has finished

• the data analysis QC: the quality of the samples analysed

3. Identify the Dimensions

After determining the granularity of our analysis, we can identify the dimensions:

• Samples. They can be aggregated by different diagnostics and CDB services.

• Runs. They can be aggregated by laboratory protocol and technician.

• Panels. They represent the subset of genes that are studied. It can be aggregated by
type and brand.

• Time. It will represent the time in which the QC have been performed. It can be
aggregated by month and year

• Instruments. The instrument used in the sequencing step.

• Reagents. It represents the reagent kit used in the sequenced step.
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Each dimension will represent a different perspective of analysis.

4. Identify the Facts

The last step in the design is identifying the fact tables:

• Extraction Quality Control

• Library Quality Control

• Run Sequencing Quality Control

• Bioinformatics data analysis Quality Control

Most of the defined dimensions will be shared across the fact tables. In Table 4.3, we
can see their relationship in a Bus Matrix. The dimension shared by all fact tables is Time,
whereas the dimensions used in only one fact table are Instrument and Reagent. This is
because these concepts are only related to sequencing step.

Fig. 4.3 Bus matrix

Once we have identified the dimensions and fact tables, we can represent them into the
conceptual schema. However, there is not a standard way to represent the conceptual design.
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So, normally, it is only shown the logical schema.

Furthermore, it is important to note that this part of the project was not a straightforward
task. Several iterations were made during the design. We started designing an initial schema
and then refining it by checking the data availability and validating it with the end users.
Here, we will show only the final designed schemas.

We can find two main approaches to implement a data warehouse: the relational OLAP
(ROLAP) model or the Multidimensional OLAP (MOLAP) model. The former stores the
data in relational tables, whereas the latter data is stored in a multidimensional data structure,
such as arrays. Here, we will use the ROLAP system, as OLAP tools are supported for this
model as well. So, we have converted the conceptual schema into relational tables. We have
obtained the following logical schemas:

• A constellation schema for the laboratory procedures (Figure 4.4),

• A star schema for the sequencing process (Figure 4.5), and

• A star schema for the bioinformatics data analysis (Figure 4.6).

From the logical schemas designed and the bus matrix, we can see that all the fact tables
share dimensions, these are called the conformed dimensions. Therefore, we can create
the constellation schema. It is shown in Figure 4.7. Note though we have to adapt some
dimensions (e.g., Time dimension) in order to obtain the final schema.
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Fig. 4.4 Logical schema for laboratory processes
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Fig. 4.5 Logical schema for sequencing
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Fig. 4.6 Logical schema for Bioinformatic Analysis
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Fig. 4.7 Constellation schema

4.5.1 Dimension Tables

Sample Dimension

The sample dimension dimension table consists of a sample_id (i.e., a sequence of numbers
defined by the laboratory), a sex (e.g., Female or Male), a suspected diagnoses associated
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(e.g., CHMAOVI) and a CDB service (e.g., BGM).

The primary key of this dimension table is sample_id. When defining the primary keys
of dimension tables there are two possibilities: keep the original key or use a surrogate
key. IN this case, we have kept the original key, that is the sample_id. Surrogate keys are
recommended when rows in the dimensions are prone to changes. However, in this case, the
information will rarely change, so we make use of static information. In the case there is a
wrong sex assignment, for instance, we would simply replace the value.

Note also that these dimensions are not normalized, meaning that we do not use another
table to keep diagnosis and CDB service information. It is all in the same table.

This dimension is shared across three fact tables: Extraction QC, Library QC and Data
Analysis QC. In all of them, the relationship is one-to-many. This means that a sample can
be associated with different extractions, libraries and data analysis QC (e.g., because the
sample has been repeated due to low quality metrics). By contrast, a the sample QC, library
QC and data analysis QC must only be associated with one sample.

Panel Dimension

The panel dimension consists of the panel_id, a type and a brand. Similarly to the previous
dimension, the primary key is the original panel name (e.g, HLA, COVID).

The relationship between the facts tables in one-to-many, which means: When preparing
a library it can consists of only one panel, whereas a panel can be used in multiple library
preparations. This will mean that a library is prepared using, for instance, the hereditary
cancer (only genes associated with the hereditary cancer will be amplified). The same
happens in the data analysis QC fact table, an analysis can only be associated with one panel.
This means that when doing the bioinformatics analysis we have to use the tools to analyse it
with the panel.

Turn Dimension

The turn dimension was created due to the fact that Extraction QC and Library QC facts
tables do not have a timestamp. Hence, there would be the problem that we would sample
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processed at the day and we would not be able to differentiate them. So, we need to create a
fictitious value that can distinguish the different events, although they happen in the same day.

Run Dimension

Regarding the run dimension, we can find two levels: the protocol and the technician. The
primary key for this table is the run id (e.g, R2435) and it can only be related with one
protocol and one technician.

This dimension is shared among three fact tables: Library QC, Run Sequecing QC and
Data Analysis QC. The only fact table not related is the Extraction QC, as in the first stages
of the NGS workflow, we still don’t know which run is associated with.

The relationship between them is one-to-many:

• The library QC process can only be associated with one run, whereas one run can be
associated with multiple library QC events (e.g., due to repetition)

• The run sequencing QC can only be associated with only one run, but a run might be
sequenced multiple times (e.g., due to repetition)

• A data analysis can only be associated with one run, but a run can be associated with
many data analysis, as in a run there are multiple samples.

Time Dimension

The time dimension is separated into two subdimensions: the time dimension and the day
dimension. The reason for this is that, we do not have a timestamp for the extraction and
library QC processes. That is, we only have the day, month and year. Therefore, to solve that
we need to make explicit the table day dimension.

The primary key for the time dimension will be the timestamp and it will have a foreign
key to the day dimension. The primary key for the day dimension is the day_id. Their
relationship is one-to-many, which means that a day can have many timestamps, whereas a
timestamp belong to only one day.
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Instrument and Reagent Dimension

The Instruments and Reagent Dimension are only associated with the sequencing fact table.
The relationship between them is, as usual, one-to-many. The sequencing can only have
one instrument and one reagent, while the instrument and reagents can be used in several
sequencing processes.

The primary key for the instrument and reagent dimensions are the instrument_id and
the reagent_id, respectively. Moreover, we can see that both tables have a foreign key to
the model dimension. Note that this is because they share the instrument model dimension, as
one instrument belongs to one instrument model and reagents are specific for the sequencer
models.

4.5.2 Facts Tables

As we have already seen, we can find four facts tables: each related with a QC process of
the NGS workflow. All the fact tables have foreign keys to the mentioned dimensions, as
we can observe in the constellation schema of Figure 4.7. Moreover, each fact table has
some measures related to the quality control. Most of them are rate metrics, meaning that we
cannot use the SUM aggregator and we will need to use others, like the Average, the minimum,
the maximum or count.

4.6 Physical design

Once we have designed the logical schema we need to convert it to the physical tables. To do
that, we will use the technology explained in the next chapter. Basically, we will need these
physical tables to store the data extracted from the data sources. Moreover, we should have
in mind that, in more advanced stages of this project, that is when more data is loaded into
the DW, we will need to identify which are the most common queries performed and then,
create the indexes and materialized views to improve query performance.

4.7 ETL design

Developing the ETL plan starts with designing a plan that maps the data sources with the
target tables. Figure 4.8 shows the high-level plan. At the top of the figure we can find the



4.7 ETL design 49

data sources and at the bottom the target tables.

Fig. 4.8 High level ETL plan

Due to the diversity of data sources we can map only one or two sources to one target
table. Note though, in the right side of the figure there are three dimensions (i.e., panel,
instruments and reagent) that were not populated directly from the sources. Instead, as there
are relatively small, we have created them. The same happens with Time dimension, which
was created automatically.

We have designed the ETL based on the flows we defined in Chapter 2: the control and
the data flow. The control flow orchestrates the tasks, whereas the data flow manipulates the
data it self. Before implementing it, we have designed them in a conceptual level. We show
its design in Figures 4.9 and 4.10.

Regarding the control flow, we plan to populate the dimension tables in any order, except
for Time, Day, Instrument, Model and Reagent dimensions. They need to follow an order
of execution due to the references between them. The other dimensions can be loaded in
parallel.
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Fig. 4.9 Control Flow

The data flow will be responsible for manipulating the data sources we have presented in
Table 4.2. In most of the data source, we plan to extract the data, select the relevant attributes,
remove any missing or duplicate value. And then, transform the data into the correct data
types of the physical table, to finally, populate the corresponding table.

Fig. 4.10 Data flow
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Implementation

In parallel with the design described in the previous section, we needed to select a technology
to develop the DW, the ETL and the exploitation tool. This chapter describes the main
reasons for the selection of the technologies used in this project. Moreover, it also details the
development steps we have followed to implement the desired system.

5.1 Technology used

We have used different technologies for each of the components of our system shown in
Figure 4.2. Table 5.1 summarizes the main technologies used for each components. Note that
the implementation of all of them requires of a different language (i.e., SQL, Python and R).
The advantages of using different technologies in our system is that we are not committed to
one single technology, instead, as long as we are able to connect them, we can take advantage
of all capabilities of each technology.

System Component Technology
Data Warehouse PostgreSQL

ETL Python3
Dashboard RShiny

Table 5.1 Technology used in this project

In the following sections, we explain the main reasons for their selection.
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5.1.1 Using PostgreSQL for the data warehouse

As we decided to use a relational OLAP model, we needed to choose a relational database
management system (RDBMS) that allows to store the NGS quality data. There are plenty of
relational databases available. For instance, the most well-known are MySQL, PostgreSQL,
MariaDB, and Oracle Database. In our case, we have decided to use PostgreSQL. There are
several reasons that support this decision.

First, PostgreSQL is open-source, so it does not come with any extra cost for the project.
Second, PostgreSQL can be easily installed in the high performance cluster of the clinic
laboratory. Moreover, it is robust, simple to use and efficient, as it can store either small or
large data. Finally, comparing to other mentioned RDBMS, PostgreSQL supports more data
types and operations, (e.g., FULL OUTER JOIN operation). Additionally, it also support the
OLAP operations.

With these features, we choose to use this tool. So, we have used PostgreSQL to create
the target tables for the data warehouse as welll as to access the data stored by making queries
through the SQL Language.

5.1.2 Using Python3 for the ETL

There are many available tools, so choosing an ETL tool for the processing of our data has
been a challenging decision. The first decision to be made was if we will use user-friendly
GUI tool or a coded ETL.

Considering the large variety and the format of our data sources, we decided to use a
coded ETL as we will have a more flexible and direct control of the transformations we can
apply to our data sources. In relation to the selection of the programming language, we we
decided to use Python for two main reasons:

• It can connect to the PostgreSQL database.

• It supports several Python libraries that can simplify the operations performed to our
data.

In particular, we use the Pandas Data Analysis Library allows us to process/transform the
data files into data frames. In this way, using using simple commands, like .read_csv().
Other functions, like .loc[] or .apply(), have allowed us to select and transform the data.
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However, the Pandas Data Analysis Library is not the only library we have used in this
project. Table 5.2 summarizes all the Python libraries we have used for the ETL procedures.

Python Library Description
Pandas [24] It allows the manipulation of datasets in an easy way
Numpy [13] It helps with the creation of arrays and other Python data structures.

SQLAlchemy [4] It allows the connection from Python to the database
InterOp Illumina [1] It allows to obtain the metrics of the sequencing process

The ElementTree XML [2] It allows to parse XML data
Table 5.2 Python libraries used in the ETL process

From the table above, we can see that in order to load the data from Pandas DataFrames
to the Data Warehouse, we need to make the connection with a tool called SQLAlchemy.
This library allows us to load the Pandas’ DataFrames to the DW directly using one single
function .to_sql(DataFrame).

Another essential library, in particular for the sequencing data is the InterOp, a Python
module from Illumina that transforms the binary sequencing quality files into readable
metrics (e.g., cluster density, cluster passing filters, ...).

5.1.3 Using RShiny for the Dashboard

Finally, for the exploitation layer, we selected a technology named RShiny [8]. RShiny is an
open-source application for creating interactive dashboards based on the R Programming
Language. It is an easy and quick way to create user-friendly dashboards. The main reason
for the selection of this tool is that bioinformatics specialists from the laboratory are creating
other applications with RShiny, so afterwards, these applications can be integrated.

Similarly to the Python, we have used several libraries that help with the visualization of
the data, listed in Table 5.3. For instance, the ggplot [28] library allows to plot the data in
different ways (i.e., barplots, density plots, among others).
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R Library Description
RPostgres [29] They allow the connection to the data warehouse
ggplot2 [28] They allow to plot the data

shinydashboard [8] It facilitates the creation of the dashboard’s interface
Table 5.3 R libraries used to develop the dashboard

5.2 Development phases

This section describes the deployment steps we have performed. Figure 5.1 summarizes the
main scripts we have created in this project. Note that we have created four main folders,
which coincide with the components of the system shown in previous sections. They are the
the input_data_sources, data_warehouse, the ETL, and the dashboard 1.

Fig. 5.1 Tree structure of the folder

Moreover, we also have a logs folder in which we can validate if the ETL has gone
correctly and if the data have been loaded into the DW tables. In the next sections, we briefly

1All the code used in this project can be found in the following GitHub repository: link.

https://github.com/AinaMontalban/TFM_code
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describe the contents of each folder.

5.2.1 Input Data Sources

The input_data_sources folder contains a YAML file specifying the path to the data sources
needed for the ETL. For instance, for the Library QC Fact Table, we need two data sources
(as shown in Figure 4.8). Therefore, the variable of the YAML file will need the two paths as
parameters. It would be like the following structure:

library_qc:["/path/to/csv/MiSeq_Library","/path/to/csv/NextSeq_Library"]

We pass the YAML file as argument to themain.py script. In this way, the script will be
able to parse the paths of the data sources and then, execute the corresponding ETL functions.

5.2.2 Data Warehouse

In the data_warehouse folder, we have created two scripts: the connection.py and cre-
ate_DW_tables.py. As their name indicate, the connection.py scripts allows us to connect
to the PostgreSQL data warehouse, while the create_DW_tables.py creates the PostgreSQL
tables.

So, to use our system, the first step would be to pass the required arguments to make the
connection (e.g., the name of the database, the name of the owner) and then, execute the
creation of the tables. Note that this script will be executed only once, as we only can create
the target tables once.

5.2.3 ETL

The ETL folder contains all the scripts used to clean, transform and populate the data in the
warehouse. Moreover, the folder for the input data sources Following the ETL system’s data
and control flow concepts, we use a similar structure for our scripts. Recall that the control
flow refers to the orchestration of tasks. That is, it determines the order of execution, whereas
the data flows are in charge of transforming and integrating data.

Hence, the controlflow.py specifies the order of execution of our tasks:
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• Loading dimension tables before the fact tables to guarantee the constraints of the
foreign keys.

• Dimensions can be loaded in any order, except for time, instrument, and reagent
dimensions, which we will need to load after day and model dimensions, respectively,
as they have foreign key references.

• Facts can be executed in any order.

The data flow scripts consists of the operations for the manipulation the datasets used in
this project. As each table comes from different data sources, we have separated them into
the fact tables and the dimension tables scripts. The transformation of each dataset include
main operations described in Figure 4.10. Here, we briefly mention some of them:

• Extraction of the data. That is, using functions from the Pandas library, such as
.read_csv or .read_excel

• Selection of the relevant fields based on the user requirements and the NGS workflow

• Remove inconsistencies in the selected field. That is, we will remove the rows in which
we do not find what is expected.

• Removing missing when the attributes of the tables must be NOT NULL.

• Removing duplicate values if we need to guarantee the primary key constraints.

• Conversion of data types. (e.g., from a numerical value to a string data type).

• Enriching the data if possible by crossing with multiple sources

• Populating the data into the target tables.

In addition, as we have previously stated, some data sources, like the sequencing files,
include using other transformations.

5.2.4 Dashboard

Finally, the dashboard consists of two scripts:

• The ui.R, which allows to design the user interface. That is, the main structure of the
dashboard, including the definition of the titles, the panels, the buttons as well as the
location of the output plots.

• The server.R scripts connects to the DW and creates the plots that will be shown in the
interface.
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Results

In this section, we describe the final phase of this project, That is, the results of the exploitation
tool developed, which we show them in form of screenshots of the dashboard. We first explain
the structure of the dashboard and then how the end-users can use it to extract knowledge
and get new insights from the NGS workflows performed in the clinical lab.

6.1 Dashboard

The dashboard is divided into 5 tabs: Activity, Protocols, Runs, Samples, and Instruments.
Moreover, as we can see in Figure 6.1, we can select the Year we want to get the data. In the
next sections, we present the content of each tab.

Fig. 6.1 Tabs of the dashboard
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6.1.1 Tab 1: Activity metrics

In the first tab of the dashboard, we show the activity of the selected year. It consists of
two relevant information: the total number of runs that have been sequenced and how many
samples have been analysed during the selected year. This is shown in two boxes with
numbers as we can see in Figure 6.2.

Fig. 6.2 General activity of the lab during 2022

We have also added two main plots that show:

• The distribution of runs based on the NGS protocols. In this case, we can see that from
the data populated into the DW, we have more runs of the EX (i.e., Exome) protocol.

• The total number of samples analysed by panel. We can see that the greater number of
samples analysed we have used the panel Hereditary Cancer.

6.1.2 Tab 2: Protocols

In the second tab of the dashboard, we present the quality metrics over time of the protocols.
By choosing the protocol, a quality metric and an instrument we can have the main metrics
related to sequencing over the year.

In Figure 6.3, we can see the metric Cluster Passing Filter over time for the runs done
with the Exome protocol. In this case, we do not distinguish per Instrument and we use the
"All" option.
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Fig. 6.3 Protocols Dashboard Tab

By contrast, in Figure 6.4, we have selected one instrument (i.e., NextSeq 2000). So, in
the plot we can only see the tendency of the select instrument. Note that this sequencer was
incorporated in the lab in July, so we only have data since July.

Fig. 6.4 Selecting a instrument in the Protocols Dashboard Tab

6.1.3 Tab 3: Runs

In the Runs tab, we can search one run by writing the id of a run in the search box. On the
right side of the interface, the application will return the main metrics of the run in a table
format, and on the left side we can find a density plot showing the distribution of the selected
metric. In addition, we show a red line that indicates where is located the run specified. In
this case, we can see that it is a run that has a good Q30 quality compared to other runs.
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Fig. 6.5 Runs Dashboard Tab

6.1.4 Tab 4: Samples

In the Samples tab, we find the same structure as in the previous tab. However, instead of
searching runs, we can search samples. The table of the right side will show all the metrics
related to the sample and the plot of the left side will show the density plot of the metric
selected among all the samples. Again, the red line will indicate where is your sample.

Fig. 6.6 Samples Dashboard Tab
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6.1.5 Tab 5: Instruments

Finally, the last tab of the dashboard enables the comparison between instruments. In
particular, we can choose one or several instruments to compare the performance of them in
terms of the quality variables. For example, in the plot shown in Figure 6.7 we see two lines
representing each of them one instrument. We see that the red lines has better Q30 values
than the blue line.

Fig. 6.7 Instruments
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Conclusions

In this project, we have designed a data repository to store the data generated from the NGS
QC checkpoints. With the proposed solution, we enable the analysis and identification of any
potential issues or anomalies that could happen during the NGS protocols.

Developing a DW system has included several phases performed from September to
January. They all required several weeks to ensure the proper development of the proposed
solution. At the initial stage of the project, three essential tasks were key: First, understanding
all the steps carried out in an NGS workflow, including the processing itself and the QC stops.
Second, an exhaustive inspection and understanding of the data sources were very important
to know where the data was and which data we had available. Third, it was critical to capture
and understand the needs, that is, the requirements of the clinicians and bioinformaticians
from the Molecular Biology CORE Laboratory.

After the completion of these tasks, we were able to design a multidimensional model.
The multidimensional model consists of multiple facts and dimensions. In particular, we have
one fact per each QC stop of the NGS workflow. We have represented them using conceptual
and logical schemas. Then, we translated the logical schema to the physical schema, creating
PostgreSQL tables to implement them.

Afterwards, with a subset of the historical data from the lab, we developed the Extraction,
Transformation and Loading (ETL) procedures with Python scripts. Recall that we have
integrated data from multiple sources, including sequencing runs, laboratory procedures,
bioinformatics quality control tools, among others. Using Python as our ETL language has
allowed having major control over datasets being able to process and integrated the dispersed
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datasets into the target tables.

In the last stage of the project, we created a user-friendly application based on the most
important analyses requested by the experts in NGS of CORE Laboratory. It includes several
plots about runs, protocols and samples that can be used to explore the data stored in the data
warehouse.

Overall, we can say that we have demonstrated the feasibility of developing the DW
system in a real clinical application. In the following section, we propose the further steps
that can be done to continue with this project.
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Future Work

As we have seen during the project, developing a data warehouse is not a trivial task, and
several steps are required. A typical data warehouse project lasts for months and even for
years. So, this project does not finish here. We will continue working on it as further steps
can be taken. Next, we propose several tasks that can be done in order to maintain and
improve the system.

First, we can load more historical data into the system, specifically from old servers in
which the data was stored before 2022. We may need to adapt the ETL created to other data
sources. For example, the sequencing folders and bioinformatics analysis will need to point
to the old servers’ data paths. However, the main structure of the ETL will remain.

Combined with the loading of historical data, we can also adapt the ETL to populate with
recently created data in the lab (i.e., with new samples analysed). For instance, we could
automate the extraction and loading process into the data warehouse by executing the ETL
after the bioinformatics pipeline.

Moreover, we could also extend the designed model by adding more tables with relevant
information. During the project, we detected that some protocols had unique data not shared
by all protocols. For instance, in the sequencing of SARS-COV-2 (i.e., the COVID protocol)
or any other virus-related protocol, apart from the typical measures of concentration and
quality of the nucleic acid, there is another interesting variable that would be useful to load
into the data warehouse: the viral load. In this case, we will need to create a specialisation of
the extraction fact table to capture and analyse these data.
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Another extension of the model we could perform is the definition of the new metrics or
attributes to the fact and dimension tables. For instance, in the fact tables, we could create a
derived measure from the other measurements that define whether a sample has a good quality.

Another important task that should be done is guaranteeing system performance. To do
that, we will need to create indexes and materialised views.

Additionally, to help with the maintenance and quality of the ETL, it would be necessary
to structure and improve the data sources. On one side, if the data sources were organised
or at least located in the same place, it would be easier to extract the data and enhance the
ETL. Furthermore, if the data created manually were consistent and followed a structure, we
would guarantee the loading of high-quality data to the DW. There are tools like creating a
landing zone that can help reorganise the data before populating it to the DW.

Finally, regarding the last part of the project, the exploitation tool can also be extended
by creating summarised reports that help the clinician as well as with other queries that could
be useful to extract knowledge.



References

[1] (2022). Illumina InterOp Documentation. https://illumina.github.io/interop/index.html.

[2] (2022). xml.etree.ElementTree — The ElementTree XML API.
https://docs.python.org/3/library/xml.etree.elementtree.html.

[3] Anatskiy, E., Ryan, D. P., Grüning, B. A., Arrigoni, L., Manke, T., and Bönisch, U.
(2019). Parkour LiMs: High-quality sample preparation in next generation sequencing.
Bioinformatics, 35(8):1422–1424.

[4] Bayer, M. (2012). Sqlalchemy. In Brown, A. and Wilson, G., editors, The Architecture
of Open Source Applications Volume II: Structure, Scale, and a Few More Fearless Hacks.
aosabook.org.

[5] Blatter, T. U., Witte, H., Nakas, C. T., and Leichtle, A. B. (2022). Big Data in Laboratory
Medicine—FAIR Quality for AI? Diagnostics, 12(8).

[6] Blumenthal, G. M., Mansfield, E., and Pazdur, R. (2016). Next-Generation Sequencing
in Oncology in the Era of Precision Medicine. JAMA Oncology, 2(1):13–14.

[Brentp] Brentp. Brentp/mosdepth: Fast bam/cram depth calculation for wgs, exome, or
targeted sequencing.

[8] Chang, W., Cheng, J., Allaire, J., Sievert, C., Schloerke, B., Xie, Y., Allen, J., McPherson,
J., Dipert, A., and Borges, B. (2023). shiny: Web Application Framework for R. R package
version 1.7.4.9001.

[9] Endrullat, C., Glökler, J., Franke, P., and Frohme, M. (2016). Standardization and quality
management in next-generation sequencing. Applied and Translational Genomics, 10:2–9.

[10] Fung, J. L., Yu, M. H., Huang, S., Chung, C. C., Chan, M. C., Pajusalu, S., Mak, C. C.,
Hui, V. C., Tsang, M. H., Yeung, K. S., Lek, M., and Chung, B. H. (2020). A three-year
follow-up study evaluating clinical utility of exome sequencing and diagnostic potential
of reanalysis. npj Genomic Medicine, 5(1).

[11] Golfarelli, M. and Rizzi, S. (2009). Data Warehouse Design: Modern Principles and
Methodologies.

[12] Grand, A., Geda, E., Mignone, A., Bertotti, A., and Fiori, A. (2019). One tool to
find them all: A case of data integration and querying in a distributed LIMS platform.
Database, 2019:1–11.



68 References

[13] Harris, C. R., Millman, K. J., van der Walt, S. J., Gommers, R., Virtanen, P., Cournapeau,
D., Wieser, E., Taylor, J., Berg, S., Smith, N. J., Kern, R., Picus, M., Hoyer, S., van
Kerkwijk, M. H., Brett, M., Haldane, A., del Río, J. F., Wiebe, M., Peterson, P., Gérard-
Marchant, P., Sheppard, K., Reddy, T., Weckesser, W., Abbasi, H., Gohlke, C., and
Oliphant, T. E. (2020). Array programming with NumPy. Nature, 585(7825):357–362.

[14] History, R., Up, S., Analysis, S., Software, V., Availability, D., Data, L., Tab, A., Tab,
I., Tab, S., Tab, T. S., Tab, T. C., Tab, I., Files, I., and Assistance, T. (2014). Sequencing
Analysis Viewer Software User Guide. (October).

[15] Illumina Inc. (2017). Illumina sequencing introduction. Illumina sequencing introduc-
tion, (October):1–8.

[16] Junaid, S. and Jangda, Z. (2020). Successful deployment of a laboratory informa-
tion management system LIMs; striding towards modern, paperless labs. International
Petroleum Technology Conference 2020, IPTC 2020, (May 2021).

[17] Katsanis, S. H. and Katsanis, N. (2013). Molecular genetic testing and the future of
clinical genomics. Nature Reviews Genetics, 14(6):415–426.

[18] Kimball, R. (1996). The Data Warehouse Toolkit: The Practical Techniques for Building
Dimensional Data Warehouses. John Wiley Sons. Inc.

[19] Kimball, R. (2008). The Data Warehouse Lifecyle Toolkit: Practical Techniques for
Building Data Warehouse and Business Intelligence Systems. John Wiley Sons. Inc., 2nd
editio edition.

[20] Koboldt, D. C. (2020). Best practices for variant calling in clinical sequencing. Genome
Medicine, 12(1):1–13.

[21] Metzker, M. L. (2010). Sequencing technologies — the next generation. Nature Reviews
Genetics, 11(1):31–46.

[22] Misniewski, M. F., Kieszkowski, P., Zagorski, B. M., Trick, W. E., Sommers, M., and
Weinstein, Robert A., f. t. C. A. R. P. (2003). Development of a Clinical Data Warehouse
for Hospital Infection Control. Journal of the American Medical Informatics Association,
10(5):454–462.

[23] Padoan, A. and Plebani, M. (2022). Flowing through laboratory clinical data: The
role of artificial intelligence and big data. Clinical Chemistry and Laboratory Medicine,
60(12):1875–1880.

[24] pandas development team, T. (2020). pandas-dev/pandas: Pandas.

[25] Rehm, H. L., Bale, S. J., Bayrak-Toydemir, P., Berg, J. S., Brown, K. K., Deignan, J. L.,
Friez, M. J., Funke, B. H., Hegde, M. R., and Lyon, E. (2013). ACMG clinical laboratory
standards for next-generation sequencing. Genetics in Medicine, 15(9):733–747.

[26] Stonebraker, M. (2010). Sql databases v. nosql databases. Commun. ACM, 53(4):10–11.

[27] Tan, S. C., Neoh, H.-m., Ang, M. Y., Sharzehan, M. A. K., Omar, N., and Low,
T. Y. (2022). Management of Next-Generation Sequencing in Precision Medicine, pages
149–176. Springer Nature Singapore, Singapore.



References 69

[28] Wickham, H. (2016). ggplot2: Elegant Graphics for Data Analysis. Springer-Verlag
New York.

[29] Wickham, H., Ooms, J., and Müller, K. (2022). RPostgres: Rcpp Interface to Post-
greSQL. https://rpostgres.r-dbi.org, https://github.com/r-dbi/RPostgres.

[30] Wisniewski, M. F., Kieszkowski, P., Zagorski, B. M., Trick, W. E., Sommers, M., and
Weinstein, R. A. (2003). Development of a clinical data warehouse for hospital infection
control. Journal of the American Medical Informatics Association, 10(5):454–462.





Appendix A

NGS Sequencing visual support

Appendix Figure A in the next page.
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Fig. A.1 Visual representation of the sequencing phases [21]
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