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Abstract 

The digestive system is vital to the human body. Over many decades, scientists have been 

investigating the food breakdown mechanisms inside the stomach through in vivo human and 

animal studies and in vitro experiments. However, in vivo studies for gastric function are 

invasive and very difficult to perform, require strict ethics approval and specific technical 

skills, and it is hard to obtain detailed measurements. In vitro experiments are easier to perform, 

and more widely used, but further development is still required to better replicate the real 

stomach. Due to recent improvements in computing speed and algorithm development, 

computational modelling has become a viable option to investigate in-body processes. Such in 

silico models are more easily controlled to investigate individual variables, do not require 

invasive physical experiments, and can provide valuable insights into the local physics of 

gastric flow.  

There is a huge potential for numerical approaches in stomach modelling as they can provide 

a comprehensive understanding of the complex flow and chemistry in the stomach. However, 

to make sure the numerical methods are accurate and reliable, rigorous verification and 

validation are essential as part of model development. A significant focus of this work was on 

verifying and validating the components of the established models. Peristalsis is a key aspect 

of the digestion process because of its important role in transporting and mixing gastric content.  

In this thesis, an evaluation of Smooth Particle Hydrodynamics (SPH) and Finite Volume 

Method (FVM) models of kinematically prescribed peristalsis-like flow in a tube was 

undertaken. The dependency of the net volumetric flow rate of fluid on the amplitude ratio of 

the wall deformation is available from an analytical study. Comparisons showed that both 

models could achieve a high level of accuracy provided solver parameters, especially in SPH, 

were chosen carefully. The impact of the numerical parameters in both models affecting 

solution stability and accuracy are presented in detail.  

In the gastrointestinal tract system, the peristaltic waves are generated by the muscular fibres 

along the wall. To extend the study to peristaltic motion, a fluid-structure interaction (FSI) 

model was developed simulating wave propagation in a fluid-filled elastic tube. In the FSI 

model, FVM was used to perform the fluid flow analysis, finite element analysis (FEA) was 

used to conduct the structural analysis, and a coupling model was utilized to handle data 

transfer at the interface. According to the theoretical analysis, the wave propagation speed 

depends on the fluid properties and the wall material. The tube constraint has an influence on 
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the wave speed as well. The accuracy of the model was verified by comparing the calculated 

wave propagation speeds with theoretical values for many different parameter variations. 

Advice on the choice of structural element type was given and the axial stress and strain profiles 

of the structure were visualised. 

Numerical approaches can not only be used to simulate the digestion process in a real stomach, 

but they can also be used to assist in designing in vitro experiments. A FSI model was 

developed in this thesis, based on the verified FSI methodology, to study an in vitro intestinal 

peristaltic system designed by Professor Timothy Langrish and his PhD student Chao Zhong 

from the University of Sydney. The in vitro system consists of an elastic, semi-transparent and 

deformable chamber that is made of thermoplastic polyurethane (TPU), and four oscillating 

pistons, that mimic the peristaltic motion. The chamber was filled with water initially and 

fluorescein dye was injected into the system. As the pistons compressed the chamber, the 

transportation of the dye was analyzed via the fluorescein concentration and image colour 

analysis. The FSI model simulated this system, with the consideration of the deformation and 

stress introduced by the moving pistons, the support of the system from the chamber’s nearby 

bodies, and the fluid transport and mass transfer of the dye in the fluid. The dye concentration 

in the fluid was measured at different locations and the simulation results matched well with 

the experimental results in the base case. Further investigation is required for two other 

experimental cases, with different piston operating conditions, performed post-COVID, for 

which the simulation results match less well. The model results provide valuable insights into 

the dye mixing behaviour, velocity field and strain rate of the fluid, and von Mises stress in the 

elastic structure. 

The study of mass transfer is essential in the food digestion process, especially when gastric 

acid interacts with food and nutrients dissolve in the gastric system. The same research group 

led by Professor Timothy Langrish investigated mass transfer in a tablet dissolution process in 

a beaker and stirrer system. In this thesis, a FVM model was built based on this in vitro study 

and provided a comprehensive understanding of the fluid flow and mass transfer in the system. 

The predicted mass transfer coefficients from the simulation aligned well with the experimental 

values. The effect of the type and rotation speed of the stirrers was also investigated. Mass 

transfer from the tablet was found to be closely related to the Reynolds number of the fluid and 

the shear stress acting on the tablet. 
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In the past two decades, various numerical approaches have been applied to simulate the 

digestion process in the stomach. A major limitation of the traditional grid based FVM is the 

need to change the location of every node in the mesh when the geometry is deformed 

significantly, as occurs in stomach modelling. This remeshing process is very time-consuming 

and has held back stomach model development. In recent years, researchers started to use 

particle-based methods, such as SPH, to simulate the digestion process in the stomach. The 

main advantages of the particle-based method are its efficiency in dealing with deforming walls, 

representing solids dynamically coupled to the fluid, and tracking material transport without 

numerical diffusion. Therefore, SPH was used in this thesis to further develop an existing 

stomach model that was developed at the CSIRO. 

Firstly, a buoyancy-driven flow in a non-deforming stomach was simulated using the SPH 

method, embodied in the SPH code developed at the CSIRO. A FVM model was also 

developed, and its solution was used to compare with the SPH results. In the models, a water 

layer was placed above an oil layer initially. As the simulation started, the buoyancy effect 

driven by gravity caused the oil to float to the top layer and the water to sink to the bottom. 

The Rayleigh-Taylor Instability (RTI) was well-captured in the SPH model but not so clearly 

in the FVM model. However, numerical noise in the SPH is visible, together with incomplete 

phase separation. The different results between the two models were investigated and further 

improvement is required for both. However, both models show that the separation process 

happens rapidly (within 6 s) in the stomach geometry due to its special J shape.  

The successfully developed approach for flow in the non-deforming stomach was then applied 

to a stomach with a moving wall and acid diffusion using SPH. The contraction waves were 

applied to the stomach surface as time-varying accelerations of the mesh nodes. The fluid inside 

was prescribed to have a neutral pH of 7 initially and a pH of ~3 was set at the wall. The fluid 

was divided into five horizontal layers initially and its mixing behaviour was investigated. As 

the contraction wave moved along the stomach wall, the fluid started mixing and the acid near 

the wall diffused into the fluid. The visualisation of the fluid mixing and the acid diffusion was 

captured. Several parameter variations were tested. The fluid viscosity was found to have a 

significant effect on both mixing and pH changes in the fluid. Analysis showed that the mass 

transfer was advection dominated even with the highest viscosity fluid. The acid diffusion 

coefficient controlled the acid flux at the wall and therefore had a strong impact on pH changes. 

A 50% change in the contraction wave speed did not affect either mixing or pH changes 
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significantly. This model has not been verified or validated rigorously and therefore further 

investigation is required.  

In summary, the main contribution of this thesis is in the rigorous verification and validation 

of the two modelling approaches studied and the information provided on their strengths and 

weaknesses. 
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Chapter 1. Introduction 

Maintaining a healthy digestive system is vital as many health problems are related to the 

function of the stomach. Excess weight and obesity are high health risks worldwide, as they 

can lead to many diseases, such as diabetes, heart disease, stroke, and certain types of cancer. 

The World Health Organization also reported that around 39% of the world’s adult population 

were overweight, while 13% were obese in 2016, and the rates have tripled since 1975 [1]. 

Therefore, it is essential to understand the digestion process in the human stomach to prevent 

associated health risks and diseases.  

Researchers have investigated gastric digestion mechanisms by in vivo, in vitro, and in silico 

studies. In vivo studies involve living organisms and rely on animal studies and clinical trials. 

It is often believed that in vivo studies provide the most comprehensive insights compared with 

the other two. However, in vivo experiments for gastric function are invasive and very difficult 

to perform, require strict ethics approval and specific technical skills, and are hard to control 

for specific variables. In vitro studies are experiments performed outside of a living organism 

but within a controlled environment that mimics the stomach conditions. In vitro models have 

been developed intensively because of their good reproducibility without ethical issues [2-5]. 

Due to recent improvements in computing speed and algorithm development, the use of in 

silico models to investigate in-body processes has also become viable. Computational models 

can provide more detailed insights into the flow conditions, food mixing and breakdown 

mechanisms. Various in silico models have been developed to simulate numerically the gastric 

digestion process in the stomach as discussed later in Chapter 2.  

Tablet dissolution is an important topic in gastric digestion and is primarily studied by in vitro 

models. The rate of dissolution is closely related to the flow behaviour of the gastric system. 

Shear strain rates and shear stresses at the tablet surface are likely to be related to the mass-

transfer coefficients and the tablet release kinetics. This concept can also be applied to the 

surface erosion effect in food disintegration, which can be characterised as a mass-transfer 

process [6, 7]. Therefore, it is important to also develop in silico models that can be used to 

assist with experimental interpretation and provide inputs into models of the complete digestion 

process. 



2 

 

1.1. Thesis aims  

This thesis is concerned with the modelling of flow inside the stomach and model systems used 

to study the digestion process using in silico models. Particular emphasis is given throughout 

on the tasks of model verification and validation that have often been overlooked in this 

application. As a starting point, a comparison between different methodologies is made and 

suitable models based on the results achieved are applied to both stomach simulators and 

stomach geometries. Tablet dissolution in a stirrer system is investigated by comparing results 

between in vitro and in silico studies to provide correlations between mass-transfer coefficients 

and flow behaviour. This thesis is divided into nine chapters to achieve the aims mentioned 

above and its structure is shown in Figure 1.1. 

 

Figure 1.1: Flow diagram of the thesis structure. 

Chapter 2 introduces the anatomy of the stomach, its mechanical properties and functions. It 

then reviews the literature on stomach modelling, including the gastric emptying patterns of 

different meal compositions, mathematical modelling of the digestion process, numerical 

methods for solving fluid mechanics problems and the developed computational stomach 

models. The capabilities and limitations of current stomach modelling are discussed in this 

chapter. 
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Chapter 3 evaluates the accuracy of two numerical methods: Smoothed Particle 

Hydrodynamics (SPH) and the Finite Volume method (FVM) when modelling a kinematically 

prescribed peristalsis flow, which is a feature found in most components of the gastrointestinal 

tract. The results achieved from both methods are verified against an analytical solution.  

Chapter 4 presents a validation study of wave propagation in a fluid-filled elastic tube using 

Fluid-Structure Interaction (FSI), which is an extension study of the peristalsis flow that closely 

related to the digestion process. The speed of the elastic wave calculated from the simulation 

is compared against the theoretical value. The effect of element type, wall properties and tube 

constraints are investigated. 

Chapter 5 reports on the simulation of an in vitro intestinal peristaltic system using FSI. The 

model is built based on an experimental model made of deforming elastic material. The model 

shows the fluid flow inside the system and the stresses and displacement on the structure. The 

time evolution of the concentration of an injected dye in the system is compared between the 

experiment and the simulation. This work demonstrates how in vitro models can be better 

understood, and potentially improved in function and physiological applicability, by using in 

silico modelling. 

Chapter 6 presents a Computational Fluid Dynamics (CFD) simulation of an in vitro beaker 

and stirrer system. The mass transport achieved by different stirrers is analysed in the 

simulation and compared with experimental results. The relationship between the Reynolds 

number of the flow and the shear strain rate around the tablet is examined to understand the 

dissolution process of a tablet with different stirrers. Such simulations demonstrate how in 

silico models can reproduce the mechanical and chemical processes that occur in the stomach 

to make nutrients and medicines available to the body. 

Chapter 7 presents numerical simulations of buoyancy-driven flow in a human stomach 

geometry using both the FVM and SPH approaches. A static stomach model is filled with fluids 

with different densities to investigate the buoyancy effect. The separation process is visualized, 

and the flow behaviour is discussed. The differences in the results achieved by the two 

numerical methods are discussed in detail.  

Chapter 8 extends the model developed in Chapter 7 to include motion of the stomach wall and 

acid mixing. The impact of fluid viscosity, acid diffusion coefficient and wave speed are 

investigated. Results in this Chapter have not been fully validated but point the way to future 

work. 
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Chapter 9 presents the conclusions arising from this thesis and some recommendations for 

future work.  
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Chapter 2. Literature Review 

This chapter provides a review of the flow and mass transfer phenomena important in the 

stomach with the aim of providing sufficient background that the essential components of a 

mathematical model can be identified. As a starting point, the main features and functions of 

the stomach are described, followed by a review of gastric emptying as this provides 

information of the end point to which a stomach model should be capable of predicting. 

Information on food behaviour, the role of acid and the impact of food type are discussed. It 

then identifies different mathematical modelling approaches that have been used to date, 

together with some of the important closure models that are utilised. Finally, this information 

is used to identify gaps in knowledge and to set the scene for the work to be presented in this 

thesis.  

2.1. Anatomy of the stomach 

2.1.1. Stomach structure 

In the digestion process, the food content first enters the digestive tract through the mouth. It 

breaks down inside the mouth and forms a lubricated bolus through mastication and chewing. 

The lubricated food bolus then enters the stomach from the oesophagus through the cardia.  

 

Figure 2.1: Different regions of the stomach.  

The human stomach is a J-shaped hollow organ consisting of four anatomic regions: the fundus, 

corpus (body), antrum, and pylorus (Figure 2.1). These four regions can be divided into two 
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functional areas, called the proximal stomach and the distal stomach. The proximal stomach 

(fundus and corpus) serves as a reservoir where undigested food is stored [8]. The distal 

stomach (antrum and pylorus) serves as a grinder to break down large food particles. It also 

acts as a pump, by generating peristaltic waves and promoting gastric motility [9, 10]. Partially-

digested food, called chyme, is formed after gastric digestion. The pylorus connects the 

stomach to the duodenum, where the partially digested food exits and flows into the small 

intestine [11].  

The stomach shape and volume varies among individuals depending on many factors, such as 

age, gender, body position, gastric content, and the surrounding organs. Csendes et al. [12] 

measured the volume of adult stomachs and found values in the range of 0.7-1.6 L. The long 

convex lateral border of the stomach has a higher curvature, while the shorter concave medial 

surface of the stomach has a lower curvature. The widest section of the stomach is at the fundus 

and it gradually becomes narrower towards the pyloric sphincter, which is the outlet. The total 

height of the stomach (from the uppermost point of the fundus to the bottom point of the 

antrum) is 20-22 cm. The distance between the bottom point of the antrum and the outlet is 

around 8 cm [13]. The pyloric sphincter acts as a valve with a diameter of 1 cm or less, and it 

only allows small particles to pass through during regular emptying. The geometrical 

characteristics of adult-sized stomachs after digestion are listed in Table 2.1 [13, 14].  

Table 2.1: The geometrical characteristics of adult-sized stomachs. 

Volume (L) 

Greater 

curvature 

length (cm) 

Lesser 

curvature 

length (cm) 

Widest 

section 

width (cm) 

Total 

height 

(cm) 

Outlet 

length 

(cm) 

Pyloric 

sphincter 

diameter (cm) 

0.7 – 1.6 26 - 31 ~ 15 ~ 10 20 - 22 ~ 8 < 1 

 

2.1.2. Stomach wall  

The stomach wall consists of four main layers of tissue: mucosa, submucosa, muscularis 

externa and serosa (Figure 2.2). Each layer contributes differently to the functional anatomy. 

When the stomach is empty, large folds are generated by the mucosa and the submucosa. These 

folds, called rugae, allow the stomach to expand [15]. In mechanical characterization analysis, 

layers are divided into the mucosa-submucosa section (mucosa and submucosa) and the serosa-

muscle section (muscularis externa and serosa). 
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Figure 2.2: The stomach wall anatomy. “Illustration from Anatomy & Physiology [16], 

Connexions Web Site.” by OpenStax College. License: (CC BY-SA 3.0). 

Mucosa is the innermost layer of the stomach wall, and it acts as a mucous membrane. It 

contacts the food directly, and its primary function is gastric secretion [15]. The second layer 

of the stomach wall is the submucosa, and its primary function is to support the mucosa. The 

third layer, the musclaris externa, consists of three sub-layers: the oblique layer, the circular 

layer and the longitudinal layer. The contractions of these smooth muscle layers aid in gastric 

motility. The serosa is the outmost layer that maintains lubrication between opposing surfaces 

by secreting serous fluid [15]. 

Due to individual variations, the overall stomach wall thickness varies from 2.8 to 4.2 mm. As 

the thickest layer among the four layers, the mucosa thickness alone ranges from 1.0 to 1.6 mm 

[17]. The depths of the gastric glands and the gastric pits are 1.2 mm and 0.2 mm, respectively 

[18]. As a soft biological tissue, the stomach wall presents nonlinear viscoelastic properties. 

Due to the nonlinear relationship between stress and strain, the stiffness of the material changes 

when undergoing deformation. According to Jia et al. [19] and Zhao et al. [20], the deformation 

characteristics of the stomach tissue are distinct in different orientations (longitudinal and 

circumferential), locations (smaller curvature and greater curvature), regions (fundus, corpus 

and antrum). The stiffness comparisons are listed in Table 2.2 below. 

Table 2.2: Stiffness comparison of stomach wall material [19, 20]. 

Orientation Longitudinal > circumferential 

Region Corpus > antrum > fundus 

Section 
In fundus and corpus, mucosa-submucosa > serosa-muscle 

In antrum, serosa-muscle > mucosa-submucosa 

Curvature Greater > smaller 



8 

 

Stress-strain curves constructed by Zhao et al. [20] based on the mechanical properties of the 

gastric wall are shown in Figure 2.3. 

 

Figure 2.3: Stress-strain relationships of the stomach wall. F, fundus; C, corpus; A, antrum; 

circ, circumferential direction; long, longitudinal direction. Adapted from Zhao et al. [20]. 

The biomechanical properties of the wall are crucial in the digestion process because it is 

closely related to the contraction behaviour of the stomach wall [20]. Diabetic patients have 

lower material compliance (or higher material stiffness) than those with normal stomachs, and 

the difference appears in different regions [21].  

2.2. Gastric digestion 

Gastric digestion can be categorized into chemical digestion (gastric secretion) and mechanical 

digestion (gastric motility). Contact between bolus fragments with gastric secretions leads to 

chemical digestion reactions. Movements of the stomach walls create mechanical breakdown, 

through which the fragment sizes of the bolus components decrease, and the surface area of the 

fragments increase. The increased surface area accelerates the chemical reaction between the 

bolus and the gastric secretions, which lead to enhanced chemical digestion [13]. 

2.2.1. Chemical digestion and gastric secretion 

Chemical digestion in the stomach is mainly controlled by gastric juice. Gastric juice is secreted 

at a rate of 2-3 L per day in the cardia, with the secretion rate ranging from 1 mL min-1 (when 

fasting) to 50 ml min-1 (during food ingestion). With a pH value varying from 1.5 to 3.5, the 

main components of gastric juice include hydrochloric acid (HCl), potassium chloride (KCl), 



9 

 

sodium chloride (NaCl), digestive enzymes and water [15]. With a density close to that of water 

and a viscosity varying from 0.01 to 2 Pa.s, gastric juice is a non-Newtonian fluid with shear-

thinning behaviour [22]. Bicarbonate is also produced in the stomach to neutralize gastric acid. 

Mucus acts as a barrier preventing damage to the stomach wall caused by acidity. The pH in 

the stomach is around 2 when the stomach is empty and increases up to 6.5 after a meal. It 

takes 2 – 4 hours for the pH to return to its original value [15]. The primary function of gastric 

acid is to hydrolyse the carbohydrates and proteins inside the bolus and convert them into 

chyme [15]. 

Gastric secretions are produced in the gastric glands, which are in the mucosa of the stomach 

wall. There are three types of gastric glands: the cardiac glands, the fundic glands, and the 

pyloric glands (located in the antrum and the pylorus) [15], located in different regions of the 

stomach wall, as shown in Figure 2.4. Each type of gastric gland contains specific cells as 

summarised in Table 2.3.  All gastric glands contain mucous cells. The secretory products of 

mucous cells include mucus and pepsinogens. The mucus serves to protect the mucous 

membrane. Pepsin is transformed from pepsinogen through hydrolysis, and it is the primary 

enzyme for digesting proteins. The fundic glands occupy more than 75% of the mucosa [18]. 

The primary cells present in the fundic glands are the parietal and chief cells. Parietal cells 

produce hydrochloric acid (HCl) and gastric intrinsic factor. HCl is the main component of 

gastric acid, while gastric intrinsic factor is a glycoprotein vital for vitamin B12 absorption. 

Apart from pepsinogen, chief cells also produce gastric lipase, which is an acidic enzyme that 

eases the process of fat digestion. G cells exist in the pyloric glands, and gastrin is a hormone 

produced in G cells that aids in regulating stomach secretions. 

 

Figure 2.4: Gastric secretion regions. 
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Table 2.3: Gastric secretions produced inside the stomach [18]. 

Region Gastric glands 
Cells within the 

glands 
Secretions produced 

Cardia Cardiac (< 5%) Mucous Mucus, pepsinogen 

Fundus, corpus Fundic (> 75%) 

Parietal 
Hydrochloric acid,  

intrinsic factors 

Chief Pepsinogen, gastric lipase 

Mucous Mucus, pepsinogen 

Antrum, pylorus Pyloric (20 - 25%) 
Mucous Mucus, pepsinogen 

G Gastrin enzyme 

 

There are three phases involved in the regulation of stomach secretions: cephalic, gastric, and 

intestinal phases. Food sensations (through smell, taste, and even thoughts) can trigger gastric 

secretions in the cephalic phase. Signals of these sensations are sent from the brain to the 

stomach via the nerves. Cells in the gastric glands then receive signals and release mucus, 

hydrochloric acid, intrinsic factor, and gastrin. The gastric phase is triggered when the food 

enters the stomach. During this period, a large amount of gastric secretion is produced and 

mixed with the food. When the stomach distends, stretch receptors stimulate the gastric glands 

to produce hydrochloric acid and pepsinogen. Gastrin is produced as well and leads to 

additional hydrochloric acid production. The intestinal phase is the final phase when gastric 

secretions are inhibited, and it is triggered when the chyme exits the stomach and enters the 

duodenum. The inhibition is primarily controlled by the pH of the chyme. When the pH drops 

to 2 or below, hormone secretions, including cholecystokinin and gastric inhibitory 

polypeptide, are produced to inhibit the acid secretion release [23].  

2.2.2. Mechanical digestion and gastric motility 

Along with chemical digestion, the food bolus breaks down into chyme by mechanical forces 

inside the stomach. There are two types of mechanical forcing by the stomach walls: tonic 

contractions and antral contractions [16], as shown in Figure 2.5. The tonic contractions 

produce slight indentations of the gastric wall, which allow the stomach to adjust itself to the 

changing volume [24]. During gastric emptying, more muscular tonic contractions happen in 

the upper part of the stomach.  

The antral contractions are a series of peristaltic waves, called antral contraction waves 

(ACWs). The parameters of the ACWs, such as contraction frequency, propagation velocity, 

propagation direction, maximum amplitude and life span, are determined by the pacemaker 
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potentials. The origin of the pacemaker activity is the network of interstitial cells of Cajal 

located at the higher curvature gastric wall [25].  

 

Figure 2.5: Gastric contractions in the stomach. 

After 20 to 30 minutes of meal ingestion, ACWs are initiated from the pacemaker [26]. They 

originate from the upper part of the stomach wall and pass through the antrum, towards the 

pylorus. The gastric contents are mixed and ground during this process, which can last for hours 

depending on the food content. ACWs are initiated 2.6 – 3.2 times per minute from the 

pacemaker and propagate towards the pylorus with a velocity (𝑐)  ranging from 0.22 to 

0.33 cm s- 1. The wavelength (λ) varies from 1.2 – 1.8 cm, and the occlusion (1 - ε/D, while 

ε/D is the occlusion diameter to antral diameter) changes from 60% to 90% throughout the 

process [26]. The occlusion pattern of ACWs is shown in Figure 2.6. 
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Figure 2.6: Occlusion pattern of ACWs. 

There are two main motility patterns during gastric digestion in the developed computational 

stomach models [14, 26, 27]: propulsive and retropulsive motion, as shown in Figure 2.7. The 

ACWs travel from the pacemaker toward the pylorus, causing propulsive motion. During the 

propulsive process, stresses induced in the fluid apply differential stresses to the food 

particulates, causing the food bolus inside the stomach breaks down into chyme. After gastric 

mixing, the chyme enters the small intestine through the pyloric ring. The pyloric ring works 

as a control valve for gastric emptying as it only allows particles with a diameter of less than 

2 mm to pass through. If the chyme is not small enough, it is pushed back to the corpus for 

continued mixing. This push-back behaviour causes retropulsive jet-like motion, which is a 

backward movement related to the occlusion pattern. However, it needs to noted that the 

retropulsive behaviour is likely only applicable to a very low viscosity, Newtonian fluid (like 

water) as this behaviour is not observed in the in vitro studies with high viscosity fluids. 
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Figure 2.7: Motility patterns inside the stomach. 

 

Another pattern of motion observed is circular motion (also called eddy motion) [14]. It occurs 

mainly between successive ACWs and is related to the width of the waves. The circular motion 

is relatively small compared with the other two motions.  

2.3. Gastric emptying of liquids and solids 

Gastric emptying happens when the chyme exits the stomach and flows into the duodenum 

along with the ACWs [11, 28] and it is regulated by both the stomach and the duodenum [16]. 

The gastric emptying rate is primarily affected by individual biological differences and meal 

compositions. Biological differences mainly include age, gender, body weight, diseases, 

depression, stress, and blood glucose level [29]. Some studies suggest that females and elders 

have a slower average emptying rate, probably due to weaker antral contraction waves [29-32]. 

However, other studies argue that the influence of these biological differences (age, gender, 

and body weight) was insignificant [33-35]. Therefore, the effect of these factors remains 

uncertain. Moreover, patients with functional dyspepsia have slower emptying rates than 

normal participants. After a standard meal (800 calories), the average final emptying time was 

248 minutes for the normal subjects and 359 minutes for functional dyspepsia sufferers [36]. 

Research also showed that depressed patients have slower emptying rates, while emotional 

stress accelerates the emptying process [37, 38]. 

While individual biological differences are difficult to compare, most studies focus on the 

effect of the features of the meal ingested. The gastric emptying profiles of liquids, digestible 

solids, indigestible solids, and fats are distinctive. Gastric factors also include volume, density, 
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viscosity, caloric content, temperature, acidity, and the texture of the food ingested [39-42]. In 

general, the gastric emptying time of solids in a meal is much longer than that of liquids in a 

meal, mainly because extra time is required initially for solid degradation [33, 40, 43].  

2.3.1. Liquid emptying 

According to Elashoff et al. [40], the gastric emptying profile for liquids follows an exponential 

curve. It is assumed that liquid emptying largely depends on the pressure gradient in the 

stomach regulated by the fundic pressure and controlled by the pyloric ring opening [13]. The 

emptying rate of non-caloric liquids, such as water and isotonic saline, follows a first-order 

kinetics process and is proportional to the stomach's liquid volume [28]. The mathematical 

curve for the non-calorie liquids emptying pattern can be represented by a simple exponential 

equation, as given below [40]:  

𝑓 = 2−(𝑡/𝑡1/2) (2. 1) 

where 𝑓 is the volume fraction of the meal that remains in the stomach at time 𝑡, while 𝑡1/2 is 

the time when 50% of the meal has emptied.  

The estimated 𝑡1/2 for non-caloric liquids varies from 8 to 18 min due to individual variations 

among different patients [25]. However, liquid nutritional compositions alter the emptying 

patterns due to the feedback control regulated by the duodenum [29]. Water, which has no 

calorie content, has a 𝑡1/2  of 10 min [44]. The presence of nutrients in the liquids causes 

processes to be initiated that slow down the emptying rate because they need to be absorbed in 

the small intestine. Receptors in the duodenum provide a feedback mechanism that ensures the 

emptying rate is between 2 to 4 kcal min–1 caloric content [29]. Therefore, the emptying of 

low-calorie and high-calorie liquids do not follow the simple exponential equation [40]. Lavin 

et al. [45] showed that the half-emptying rate of lemon-flavoured drinks with sucrose (𝑡1/2 = 

86 min) or maltose (𝑡1/2  = 115 min) is slower than lemon juice alone with water (𝑡1/2  = 

39 min). The general emptying patterns of liquids with different calorie contents are shown in 

Figure 2.8 below.  
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Figure 2.8: Gastric emptying patterns of liquids with different caloric content. Adapted from 

Elashoff et al. [40].  

According to Jin et al. [46], the relationship between viscosity and gastric emptying is 

controversial. Shimoyama et al. [41] suggested that increased meal viscosity accelerated the 

gastric emptying process by avoiding the sudden outflow of caloric content and, therefore, led 

to a smoother emptying process. However, other studies found that increased viscosity delayed 

the emptying process [47, 48]. Sun et al. [49] found that the liquid temperature has an effect 

on emptying. Liquid at body temperature (37°C) has a higher initial emptying rate than cold 

drinks (4°C) and warm drinks (50°C).  

A summary of the meal features effect on liquid emptying is shown in Table 2.4 below. The 

half-emptying time comparison only applies to each feature as the meal compositions vary in 

different studies. 
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Table 2.4: Meal features that affect the liquid emptying rate. 

Feature Relationship Food t1/2 (min) Model 

Calorie content 
Negative 

correlation 

Lemon flavoured drinks 

in vivo – human [45] Without sugars 39 

With sugars 
86 (sucrose) 

115 (maltose) 

Dairy-based shakes 

in vivo – human [47] 100 kcal 27 

500 kcal 70 

Viscosity 

Positive 

correlation 

Enteral nutrition solution 

in vivo – human [41] Without pectin 258 

With pectin 195 

Negative 

correlation 

Locust bean gum (non-nutrient) 
in vivo – human [48] 

 
0.02 Pa.s 17 

1.1 Pa.s 19 

Dairy-based shakes 

in vivo – human [47] Thin 27 

Thick 41 

Temperature Related 

Orange juice 

in vivo – human [38] [49] 
4°C 19 

37°C 14 

50°C 18 

 

2.3.2. Digestible solid emptying 

Solid emptying is much slower than liquid emptying due to the extra time required for particle 

disintegration, called the lag phase. As the pyloric ring only allows particles with a diameter of 

less than 2 mm to pass through, large particles contained in the solid meal need to break down 

before exiting the stomach. A widely used mathematical curve shown below is used to 

represent the rate of digestible solid emptying [40]. 

𝑓 = 2
−(

𝑡
𝑡1/2

)
𝛽

(2. 2)
 

As mentioned, 𝑓 is the volume fraction of the meal remaining in the stomach at time 𝑡, while 

𝑡1/2 is the time when 50% of the meal has emptied from the stomach. 𝛽 is a parameter that 

affects the duration of the lag phase, which depends primarily on the physical properties of the 
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meal. Large particles in the meal prolong the lag phase, while small particles of less than 2 mm 

in diameter can exit the stomach directly.  

For a mixed solid-liquid meal, the solid volume fraction of the meal affects the emptying rate. 

Solid components dominate the lag phase while the liquid content of the meal is emptied 

promptly compared with the solids [50]. However, once the solid degradation finishes, the 

presence of the degraded solid components can speed up the emptying process [43]. The 

nutritional properties of the meal also modify the emptying rate. According to Camps et al. 

[47], it was evident that increasing the energy density slows the emptying process. Compared 

with a low-calorie solid meal, the lag phase of a high-calorie solid meal is much longer, as can 

be seen in Figure 2.9 [28]. Marciani et al. [48] and Camps [47] found that increased viscosity 

can increase the perceived fullness and may prolong the emptying process [42, 47, 48]. 

However, the effect of increased viscosity is less significant than the effect of increased calorie 

content.  

 

Figure 2.9: Gastric emptying patterns of solids with different caloric content. Adapted from 

Elashoff et al. [40]. 

Food structure has a significant impact on emptying time. Bornhorst et al. [51] proposed a food 

breakdown classification system to predict the breakdown behaviour of solid foods based on 

their initial hardness and the rate of softening. The initial food hardness was related to the food 

properties, including structure, physical properties, and chemical compositions. The changes 

in the hardness were due to the penetration and dissolution of acid and enzymes into the food 

matrix. The hypothesis was that the initial hardness of the food matrix was closely related to 

the moisture content and the cooking process. The softening rate correlated with the amount of 
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acid and enzymes that have entered the food matrix. Compared with hard food, soft food can 

be disintegrated much faster [13].  

Different food processing methods change the food structure and thus alter the nutrient release 

rate. Kong et al. [7] studied the food breakdown kinetics of raw and boiled carrots through an 

in vitro stomach model. The carrot foods matrix became softer and easier for the acid and 

enzymes to penetrate after boiling. Results showed that the half-emptying time of raw carrots 

was much longer than 6 min-boiled carrots. The hardness of the carrots decreased from 42 N 

to 5 N after boiling. The gastric emptying pattern of the raw carrot was like the solid emptying 

pattern, while the pattern of the 6-min-boiled carrot was closer to the liquid emptying curve. A 

similar study related to food processing was conducted by Urbain et al. [52] through an in vivo 

study. The half-emptying time of the homogenised egg meal was faster than cubed egg 

particles. Dried and roasted foods had slower emptying rates, potentially due to loss of moisture 

content and increased hardness. Fried pasta had a significantly slower emptying rate than non-

fried pasta [53]. The overall emptying patterns were not significantly different between raw 

and roasted almonds [54]. However, the protein content in the roasted almonds emptied slower 

than for raw almonds. Siegel et al. studied the effect of density by comparing the emptying rate 

of cooked chicken liver and egg, with similar nutrient content but different densities [50]. 

Results show that both the lag phase and half-emptying time increased with density.  
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Table 2.5: Meal features that affect the solid emptying rate. 

Meal features Relationship Food t1/2 (min) Model 

Hardness 
Negative 

correlation 

Carrot 

in vitro [7] 6-min boiled 15 

Raw 62 

Egg 

in vivo – human [52] Homogenized meal 71 

5 mm cubed particles 104 

Pasta 

in vivo – human [53] Non-fried 227 

Fried 317 

Almond 

in vivo – pig [54] Raw 
Similar, 

> 10 hr 
Roasted 

Density 
Negative 

correlation 

Egg 78 
in vivo – human [50] 

Cooked chicken liver 94 

 

2.3.3. Indigestible solid emptying 

The gastric emptying of indigestible solids is mainly related to particle size. If the size of the 

particles is smaller than 2 mm in diameter, they can directly pass through the pyloric sphincter 

and enter the small intestine and follow the emptying pattern of digestible solids. Larger 

particles do not follow the same pattern. Instead, those particles are expelled by the phase III 

activity, the last phase of the migrating motor pattern [25]. The phase III activity has the most 

forceful contractions at maximum amplitudes and frequencies, and it serves as a housekeeping 

function by evacuating any particles that remain in the stomach. Compared with hard particles, 

soft particles leave the stomach faster. However, when the particles are larger than 2 mm, 

neither the particle size nor the shape affects the emptying rate [55].  
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2.4. Composition of a standard meal 

According to Australian Dietary Guidelines [56], a healthy man aged 19-50 with average height 

and weight should consume two servings of grain food, three servings of vegetables, and one 

serving of meat for dinner. The total weight of a sample meal is 455 g with an estimated energy 

content of 1869 kJ. The nutritional information of the food is analysed through the Australian 

Food Composition Database [57]. The food and the corresponding analysed compositions are 

listed in Table 2.6 below. 

Table 2.6: A standard dinner meal for a healthy man aged 19-50 years. 

Food Serve size 
Weight 

(g) 

Energy 

(kJ) 

Moisture 

(g) 

Sugar 

(g) 

Starch 

(g) 

Protein 

(g) 

Fibre 

(g) 

Fat 

(g) 

Cooled 

white rice 

2 grain 

serves 
150 988 92.7 0.2 51.9 4.6 1.2 0.3 

Baked 

peeled 

carrots 

3 

vegetable 

serves 

225 403 193.5 17.1 1.1 1.6 9.2 - 

Grilled 

chicken 

breast 

1 meat 

serve 
80 478 53 - - 23.8 - 2 

 

The particle size distributions of the food in the sample meal are listed below in Table 2.7. The 

bolus size of white rice was measured by Hwang et al. [58] from 20 healthy volunteers, while 

the carrots and chicken breast measurements were from Jalabert-Malbos et al. [59] collected 

from 10 subjects. The food samples were collected after mastication. 

Table 2.7: Particle size distribution in the bolus after mastication of the sample meal. 

Particle size (mm) < 1.4  1.4 – 2.0 2.0 – 4.0 < 4.0 Median size, d50 

Cooked rice 65% 33% 1% - 0.32 

Carrot 32% 22% 36% 10% 1.90 

Chicken breast 46% 10% 30% 14% 1.60 

 

2.5. Gastric digestion of carbohydrates in the stomach 

Recently, more research has been conducted on the gastric digestion of different food 

compositions. Food components can be divided into two main categories: energy components 

and non-energy components. Energy components include carbohydrates (excluding dietary 

fibre), proteins and fats, all of which provide our bodies with energy sources. Non-energy 

components are dietary fibres, vitamins, minerals, and water. Although non-energy 
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components do not contain energy, they are still essential for human health. It should also be 

noted that although some dietary fibres are carbohydrates, they cannot be absorbed and are not 

defined as energy sources. Micronutrients, vitamins and minerals are released during the gastric 

digestion of macronutrients (carbohydrates, proteins, and fats).  

Carbohydrates are the primary energy source for human bodies. There are simple and complex 

carbohydrates. Simple carbohydrates are referred to as sugars, while complex carbohydrates 

are polysaccharides. Both starch and dietary fibres contain polysaccharides. A key concept in 

carbohydrate digestion is the glycaemic index (GI). It ranks how quickly carbohydrate-

containing foods are transformed into glucose. The glucose contents absorbed by the human 

body raise blood glucose levels. Apart from the glucose contents, how the foods are cooked or 

prepared also alters the GI value. Apart from sugars, starch and dietary fibres, glycogen 

contains glucose. Glycogen serves as the glucose storage source in the human body. When 

glucose is in excess in our body, it is stored as glycogen. 

2.5.1. Gastric digestion of sugars 

Simple carbohydrates can be divided into monosaccharides and disaccharides. 

Monosaccharides include glucose, fructose, and galactose. Disaccharides include maltose 

(consists of two glucose molecules), sucrose (consists of glucose and fructose) and lactose 

(consists of glucose and galactose). During gastric digestion, monosaccharides are absorbed 

directly across the membrane of the small intestine. As for disaccharides, they need to be 

broken down chemically into monosaccharides first. Common foods that contain sugars are 

listed in Table 2.8 below.  

Table 2.8: Foods that contain sugars. 

Sugars Glucose Fructose Galactose Maltose Sucrose Lactose 

Foods 
Fruit, honey, and 

some vegetables 

Fruits, honey, 

root vegetables 

Milk and 

dairy foods 

Malted 

grains 

Sugar 

cane 
Milk 

 

When swallowed, sugars pass through the stomach quickly. Their digestion and absorption 

processes happen in the small intestine. 

2.5.2. Gastric digestion of starch 

Starches are the most consumed type of carbohydrates. They are a mixture of two polymers: 

amylose and amylopectin, both of which are formed from glucose. The size of most starches 
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varies from 1 μm to 100 μm [60]. The molecular weight, molecular structure, and amylose to 

amylopectin ratio of different starches are related to their absorption and energy release rate. 

Starch digestion begins in the mouth when reacting with salivary amylase produced in the 

mouth. Starch is hydrolysed into simple carbohydrates (sugars) when it reacts with amylase. 

The partially digested starch enters the stomach, where solid foods break down into smaller 

particles through mechanical motion. The remaining starch digestion process happens in the 

small intestine when reacting with enzymes. Some studies suggested that the digestion of 

starch-based foods is controlled by the rate of hydrolysis by amylase [61, 62]. Some examples 

of gastric emptying times of starchy foods are given in Table 2.9.  

Table 2.9: Gastric emptying time of starch-based foods. 

Meal features Relationship Starch-based food 
𝒕𝟏/𝟐  

(min) 
Model 

Particle size 

Longer emptying 

time as the particle 

size increases 

Wheat-based 

in vivo – pig [63] 

Semolina 88 

Softening rate 

Shorter emptying 

time as the softening 

rate increases 

Couscous 160 

Pasta 360 

Starch source Hard to compare 

Rice-based 

Couscous 150 

Noodle 213 

Grain 233 

Bran layer 
Longer emptying 

time with bran layer 

Cooked rice 

in vivo – pig [39, 64] Brown rice 229 

White rice 227 

Starch content 

Longer emptying 

time as the amount 

of starch content 

increases 

Starch-contained meal 

in vivo – horse [65] Low starch content 93 

High starch content 143 

 

2.5.3. Gastric digestion of dietary fibres 

Dietary fibres are a type of carbohydrate that enzymes cannot digest. Although dietary fibres 

do not provide energy, they can benefit human health in various ways. By increasing the 

volume occupied in the stomach, dietary fibres can promote satiety and reduce appetite without 

increasing the caloric content.  
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There are two main kinds of dietary fibres: insoluble fibres and soluble fibres. Insoluble fibres 

mainly include lignin, cellulose, and hemicellulose. They are water-insoluble and less 

fermentable than soluble fibres. Soluble fibres include pectin, gums, and β-glucans. They can 

bind with water, oil, and oil-in-water emulsion and then turn into viscous gels [66]. Such fibre-

bound mixture will be excreted without being absorbed by the body. Moreover, some soluble 

fibres can delay glucose absorption in the small intestine by decreasing nutrient diffusion rates 

[66].  

Most fibre-rich foods contain both types of fibre. Fibres commonly exist in fruits, vegetables, 

wholegrain foods, and legumes. In carrot pomace, 96.1% of the dietary fibres are insoluble 

fibres (51.6% cellulose and 32.2% lignin, 12.3% hemicellulose) while only 3.9% are soluble 

fibres (3.88% pectin) [67]. Carrot dietary fibre's water-binding and oil-binding capacities are 

18.6 g water/g and 5.5 g oil/g, respectively [68]. 

2.5.4. Gastric digestion of protein 

Proteins are constructed from various types of amino acids. When digested, proteins are broken 

down by the pepsin in the stomach into polypeptides. Polypeptides will then enter the small 

intestine and decompose into amino acids.  

Protein digestion starts from the mouth, where mastication and chewing promote physical 

breakdown. Partially digested protein then enters the stomach. Pepsinogen is produced by the 

mucous cells in the stomach wall. Once secreted, it transforms into pepsin through hydrolysis. 

Pepsin is the main enzyme for protein digestion, breaking proteins into polypeptides in the 

stomach. Polypeptides then enter the intestine and decompose into amino acids by other 

enzymes. It is a much more complicated process than starch digestion in the stomach, as 

chemical and mechanical breakdowns are involved in protein digestion.  

The interaction between gastric pH, food structure, and buffering capacity of the meal is 

essential for protein digestion. The gastric pH significantly impacts protein digestion as it 

controls the pepsin activity. The presence of acid/base groups in the protein slows down the 

changes in pH [69]. This resistance is defined as buffering capacity, and it varies between 

different foods. The lag phase is used to measure the buffering capacity. A longer lag phase in 

protein digestion represents a higher buffering capacity in foods. Mennah-Govela et al. [70] 

observed in an in vitro study that foods with high protein content and large surface area had 

higher buffering capacity and thus a longer lag phase.  
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2.5.5. Gastric digestion of fat 

The main type of fats in foods are triglycerides, which consist of glycerol and fatty acids. A 

small amount of consumed triglycerides are digested in the stomach but most fat digestion 

occurs in the small intestine [71, 72]. The lingual lipase enzyme is released in the mouth when 

consuming fat. Gastric lipase is released in the stomach. Lingual lipase and gastric lipase break 

part of the triglycerides (up to 30%) into diglycerides and fatty acids in the stomach through 

lipolysis [71]. The remaining triglycerides and diglycerides enter the small intestine for further 

digestion.  

There are two types of fats in foods: saturated fats and unsaturated fats. Fatty meat, fatty 

poultry, whole-milk dairy products, butter and egg yolks are rich in saturated fats. Saturated 

fats are harmful to our body because there are strong relationships between high saturated fat 

consumption and several diseases, such as cardiovascular diseases, cancer, and bone diseases. 

The saturated fats carried in the blood (cholesterol) can block the arteries if they are in excess.  

Unsaturated fats commonly exist in avocados, tofu, olives and olive oils, peanut butter, 

vegetable oils, fatty fish, nuts, and seeds. They are ‘good fats’ mainly because of their lower 

melting points. By replacing saturated fats with unsaturated fats, they can be melted into liquid 

form more easily and reduce the blockage in arteries in the heart or other parts of the body.  

Compared with carbohydrates and protein, fat has the slowest emptying rate from the stomach 

[73]. Fat digestion and absorption can last for 16-24 hours. As shown in Figure 2.10, the 

stomach content stratifies into layers based on the material density typically creating a heavier 

solids layer at the bottom, which is below the pyloric opening (and therefore retained for 

processing), with a liquid layer above that has direct access to the pylorus for discharge. The 

fat layer floats at the top and also cannot access the pylorus until the stomach volume is much 

reduced. Therefore, the liquid layer is the closest to the outlet of the stomach and thus has the 

fastest emptying rate. In contrast, the emptying rate of fats (floating at the top of the liquid 

layer) and digestible solids (settled below the liquid layer) are much slower [25]. The operation 

of the stomach depends on the content structure and is controlled by density stratification. This 

is a critical aspect of the modelling and remains to be explored. 
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Figure 2.10: Food layering in the stomach. 

 

Armand et al. [74] measured the emulsion droplet size distribution in the human stomach and 

duodenum after fat ingestion. The test meal was composed of emulsified droplets of various 

sizes (0.1 μm to 100 μm). Most of the droplets in the test meal (~70%) were between 10 and 

100 μm in diameter. After ingestion, the median diameter decreased from 57 μm to 17 μm after 

1 hour but then increased to 42 μm after 4 hours. The proportion of the largest particle size (> 

100 μm) significantly decreased from 12% to 4% after 4-hour ingestion. Detailed size data are 

presented in Table 2.10 below. 

Table 2.10: Emulsion droplet size distribution in test meal and the stomach after 1, 2, 3 and 4 

hours of digestion [74]. 

Particle 

diameter 
Median 0.1 - 1 μm 1 - 10 μm 10 - 50 μm 50 - 100 μm > 100 μm 

Test meal 

 57 μm 1.6% 21% 35% 35% 12% 

Stomach content 

After 1 hour 17 μm 1.6% 44% 35% 14% 3.4% 

After 2 hours 38 μm <1% 12% 52% 35% 3.6% 

After 3 hours 52 μm <1% 8% 35% 53% 0.6% 

After 4 hours 42 μm <1% 12% 45% 40% 1.8% 

 

2.6. Mathematical modelling of the digestion process 

Two main steps are involved in the solids digestion process: disintegration and dissolution [29]. 

Disintegration happens when the food structure is fractured, and large food particles break into 

smaller particles. Once the food structure is no longer intact, gastric secretion penetrates the 

food matrix, causing the entrapped nutrient ingredient to dissolve into solution [51]. 
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2.6.1. Disintegration theory of solid foods 

Kong and Singh [7] suggested that the disintegration of food particulates is related to surface 

erosion and tenderization (texture softening). Surface erosion happens when the gastric fluid 

causes forces (normal, frictional, and shear forces) on the food surface. The erosion rate 

depends on the food structure strength and the mechanical force applied. The tenderization 

starts from the food surface and gradually penetrates towards the core of the structure, resulting 

in liquid uptake and temperature exchange inside the food matrix. 

 

Figure 2.11: Surface erosion and tenderization effect in food disintegration. Adapted from Kong 

et al. [7]. Copyright (2022), with permission from John Wiley and Sons. 

Raw carrots were softened more significantly when digested in 37℃ gastric juices compared 

with in 21℃. Results showed that the softening effect dominated the digestion process of raw 

carrots when soaking them in gastric juice at 37℃. As shown in Figure 2.11, the tenderization 

front moves faster than the surface erosion. The internal mass loss potentially leads to increased 

porosity which increases diffusion and conduction rates. 

Food processing strongly affects the strength of the food structure. The disintegration process 

of cooked carrots was very different from that of raw carrots. The structure of cooked carrots 

was softened before being digested. Therefore, the erosion rate dominates the disintegration 

process for cooked carrots. The process was affected significantly by the applied force in the 

stomach.  
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2.6.2. Diffusion model 

The Noyes-Whitney equation [75] is a fundamental model when calculating the dissolution 

rate of a substance in a liquid medium.  

𝑑𝑀

𝑑𝑡
= 𝐴

𝐷

𝑑
(𝐶𝑠 − 𝐶𝑡) (2. 3) 

where 𝑀is the mass dissolved, 𝑡 is time, 𝐴 is the surface area of the solute particle, 𝐷 is the 

diffusion coefficient, 𝑑 is the thickness of the concentration boundary layer at the surface of 

the dissolving substance, 𝐶𝑠  is the saturation concentration of the solute, and 𝐶𝑡  is the 

concentration in the bulk solvent at time 𝑡.  

The dissolution rate increases when the particle surface area (𝐴) increases. It means that when 

a large particle breaks down into smaller particles, the dissolution rate can increase 

dramatically. The diffusion coefficient (𝐷) is associated with the solvent viscosity. Physical 

movement, such as stirring and agitation, decreases the thickness of the concentration boundary 

layer at the surface of the dissolving substance (𝑑) and thus, can also accelerate the dissolution 

process. The saturation concentration of the solute (𝐶𝑠 ) is related to temperature and pH. 

Depending on the solute and solvent relationship, the pH change can either increase or decrease 

the dissolution rate. If the solute is ionizable, it will dissolve completely in an acidic solution. 

However, if the solute is a weak electrolyte, the dissolution rate is variable with a peak achieved 

at a certain pH, depending on the solute and solvent equilibrium. 

2.7. Computational analysis 

Computational analysis refers to the computer-based calculation that is increasingly used in all 

fields, especially in engineering and science. It is used to solve complex mathematical problems 

which cannot be solved analytically. With the growth of computing power, computational 

simulation has been applied broadly to solve complex real-life problems [76]. For systems 

where traditional experiments are time-consuming and expensive to conduct, computational 

simulation becomes a powerful tool to provide insightful results [76].  

2.7.1. Computational Fluid Dynamics (CFD) 

CFD uses numerical analysis to predict fluid flows by solving the Navier-Stokes equations 

(NSE) based on mass, momentum, and energy conservation [76]. Four CFD methods have been 

applied to stomach modelling: Finite Volume Method (FVM) [14, 27, 77-80], Lattice 

Boltzmann Method (LBM) [26, 81, 82], Smoothed Particle Hydrodynamics (SPH) [83] and 
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Moving Particle Semi-Implicit Method (MPS) [84]. FVM and LBM are mesh-based methods, 

while SPH and MPS are particle-based.  

Finite Volume Method (FVM) 

FVM is a mesh-based CFD method in which the geometry is divided into a finite number of 

geometrical volumes (mesh elements) as shown in Figure 2.12. The NS equations are solved 

for each mesh element by applying Gauss’s theorem and then converting the partial differential 

equations to a set of coupled algebraic equations that are solved iteratively [76].  

 

Figure 2.12: Schematic diagram of a FVM volume discretization of a cubic mass of fluid. 

This method is dominant in solving CFD problems and is the backbone of commercial CFD 

software [85]. After solving the algebraic equations, the pressure, temperature, and fluid 

velocity components are determined within each volume. For problems that involve large 

deformation, the geometry can be re-divided or re-meshed as time progresses, and the 

computation can continue based on the new mesh [85]. More extensive computational efforts 

are required for re-meshing and mesh smoothing when irregular geometries or large 

deformation are involved [85] and there is numerical diffusion introduced when data are 

interpolated between meshes.  

Lattice Boltzmann Method (LBM) 

Most CFD methods solve the conservation equations of the fluid variables at a macroscopic 

scale (i.e., density, momentum, and energy), while LBM focuses on solving the conservation 

equations on a microscopic scale [86]. The principle of LBM is to develop kinetic models 

derived at a microscopic scale but that still obey the macroscopic fluid mechanics processes. 

There are two fundamental steps in the LBM algorithm: streaming and collision. At each 

timestep, each particle moves to one of its nearest nodes (streaming) and then particles at the 
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same node collide with each other (collision). Particle distribution functions are applied in the 

streaming step to predict the locations of the particles in an equilibrium state. A collision 

operator is introduced in this method to approximate the macroscopic equilibrium state. LBM 

is a highly parallel and efficient CFD method for fluid simulation [86]. It is particularly useful 

for simulating complicated flows and multiphase [86]. However, it has limitations in simulating 

geometries with complex boundaries and incompressible flow problems [86].  

Smoothed Particle Hydrodynamics (SPH) 

SPH is a mesh-free Lagrangian particle approach introduced by Gingold and Monaghan [87] 

for solving partial differential equations (PDEs). It has been applied across a broad range of 

fields because of its capability to represent complex deformations, the fracturing of continua, 

and complicated boundary interactions [88-90]. As a mesh-free method based on the 

discretization of the NS equations, it has been largely applied to solve solid and fluid mechanics 

problems with complex and time-varying geometries [91]. In this method, a moving set of 

particles are used to represent the continuum domain and equations of motion of the particles 

are constructed from the mathematics of the underlying physics. The particle properties are 

interpolated based on the properties of the neighbouring particles within a defined radius. There 

are two fundamental components in SPH: an interpolation kernel and particle approximation 

[92]. The kernel is used to interpolate or smooth the relevant properties of each particle and its 

nearby neighbours within the defined radius. The particle approximation is used to define the 

particle properties by reducing the governing PDEs to a set of ordinary differential equations 

(ODEs).  

Problems involving large deformation, moving boundaries, multiphase, and even collision can 

be simulated relatively easy using SPH [90, 92-94]. The tensile instability in SPH results in a 

clustering of particles and can lead to negative pressures in the fluid field [95], which  is hard 

to avoid in SPH and artificial stresses are usually needed to improve model stability [96]. 

Moving Particle Semi-Implicit Method (MPS) 

Like SPH, MPS is also a mesh-free particle method that solves the NS equations. This method 

has two main components: the kernel model and the particle interaction approximation model 

[97]. SPH applies an equation of state when calculating the pressure, whereas the MPS 

implicitly estimates the pressure. The two main models in this method are the kernel and 

particle interaction approximation models, as present in SPH [97]. A semi-implicit algorithm 

is employed in this method. A Poisson equation is used to calculate the fluid density by 
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enforcing the incompressibility condition. As a result, MPS has a longer simulation time but 

potentially could give more accurate results compared with SPH. As particle methods, they 

both have a higher potential in dealing with large deformation, moving boundaries, multiphase 

and collision problems compared with traditional grid based CFD methods. 

2.7.2. CFD methods comparison 

Each CFD method has its strengths and limitations in solving different fluid mechanics 

problems. A comparison of these methods is given in Table 2.11. FVM is a purely mesh-based 

method while SPH and MPS are purely particle-based methods. LBM is a hybrid as its solver 

is mesh-based but its methodology is based on the microscopic particle model. In summary, 

mesh-based methods are well-established and suitable for simple geometries and two-phase 

flow simulations. Particle-based methods are more novel approaches and well-suited for 

complex geometries, large deformation problems, and challenging multiphysics. In terms of 

stomach modelling, SPH and MPS have advantages in simulating the complex stomach 

geometry and the deforming wall motion but their solution may not be as accurate as FVM 

because of the tensile instability. 

Table 2.11: Advantages and disadvantages of different CFD methods. 

CFD methods Discretization Strengths Limitations 

FVM Mesh-based 
Gas flow 

Turbulent flow 

Complex geometries 

Moving boundaries 

Large deformation 

LBM Hybrid 
Gas flow 

Moving boundaries 

Incompressible flow 

Complex geometries 

Large deformation 

SPH Particle-based 

Complex geometries 

Moving boundaries 

Extreme deformation 

Gas flow 

Turbulent flow 

Tensile instability 

MPS Particle-based 

Complex geometries 

Moving boundaries 

Large deformation 

Gas flow 

Compressible fluid flow 

Turbulent flow 

Tensile instability 

 

2.7.3. Finite Element Method (FEM) 

FEM is the most widely used method for solving computational solid mechanics (CSM) 

problems [98-101]. The geometries are divided into a finite number of elements. Within each 

element, the solution is represented using a set of basis functions that represent the variation of 

the property over the element. The mass of each element remains unchanged. As the geometry 

deforms, the elements deform accordingly. Approximations are made by connecting all the 
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elements through a set of linear or nonlinear equations. A large matrix that contains data for 

the entire geometry is then produced based on interpolation over all the elements. The analysis 

is carried out by solving the matrix equation system. 

This method is commonly used for structural analysis due to its high efficiency in dealing with 

structural mechanics problems [98]. The primary advantage is that nodes can be placed along 

the boundaries. Therefore, geometries with complicated shapes, moving boundaries or free 

surfaces can be simulated efficiently as the elements can be tracked easily. However, the main 

drawback is that it has difficulty in dealing with geometries with large deformation [98]. Since 

the grid cells are attached to the geometry, the mesh becomes distorted when the geometry 

deforms significantly. It may lead to inaccurate or unstable solutions or even force the 

computation to stop, at which point re-meshing is required.  

2.7.4. Discrete Element Method (DEM)  

DEM is a numerical method for simulating granular flows at the particle level [102-107]. The 

main components of DEM include searching to find neighbours and explicit time stepping with 

force calculation based on the geometric overlap of the particles, and particles with boundaries, 

using a contact model. The position, velocities, spins and orientations of the particles are 

assigned during the initialization. During the simulation, the properties of each particle are 

updated based on conservation equations for linear and rotational momentum. This method can 

simulate the forces between particles of different shapes and properties and between particles 

and walls. The number of particles can be easily scaled up because the solution algorithm is 

ideally suited to GPU computing. DEM has been widely used to solve a range of engineering 

problems involving granular and discontinuous particle flows, especially in the mining and 

pharmaceutical industries. It can also be coupled with FVM, SPH and FEM to enable multi-

physics simulations, such a food particle motion within the fluid in the stomach. 

2.8. Computational stomach models 

In the past two decades, various computational techniques have been applied to model the 

gastric digestion process in the human stomach numerically. The first computational stomach 

model was developed by Pal et al. in 2004 using an LBM [14, 26]. The model was developed 

based on physiological data obtained from magnetic resonance imaging (MRI) images. A 

simplified 2D geometry was presented focusing on the peristaltic contraction waves inside the 

stomach. The gastric wall motion was simulated by adapting a moving boundary condition that 
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represented the ACWs [108]. The main finding was that ACWs generate strong movement, 

which contributes significantly to gastric mixing. Two main fluid flow motions were observed: 

the retropulsive motion and the circular flow motion between antral contraction waves 

(ACWs). Pal et al. focused more on gastric emptying in the study conducted later [109], 

suggesting ACWs also have an essential role in gastric emptying. The gastric mixing rate can 

be affected significantly by the gastric content. They demonstrated the potential of 

computational techniques in modelling the stomach system by making a pioneering attempt. 

Kozu et al. [77] developed a 2D model for simulating the geometry of the stomach antrum 

alone. The FVM was applied to develop the model. The properties of gastric fluid, yogurt and 

starch syrup with various concentrations were measured through experiments and applied in 

the simulations. Numerical simulations showed that the viscosity of the gastric content affects 

the flow pattern significantly. The wall movement was defined by the ACWs equations. The 

effect of the ACWs was reduced markedly with increasing viscosity. Pepsin was considered in 

the mass transfer simulations. Although the chemical effect of the gastric secretions was not 

simulated, the concentration change of pepsin during gastric mixing was modelled. The result 

showed that the gastric secretions could be mixed efficiently during gastric peristalsis. 

Additionally, this was the first model that involved gravity in the simulation. 

Ferrua and Singh [14] developed the first 3D stomach model to understand the gastric flow 

inside the stomach. With FVM, each node of the computational domain was repositioned as a 

function of time, based on the ACWs characteristics. The ACWs activities simulated were 

based on the MRI images observed by Pal et al. [26]. The model simulated a closed system 

fully filled with incompressible liquid content. Two main flow motions were identified: the 

retropulsive motion and the circular motion. The retropulsive motion was between the antrum 

and pyloric regions, while the circular motion was between the top and bottom regions. Two 

types of Newtonian fluids (water and honey) were simulated to study the effect of viscosity on 

gastric flow motion. The results showed that with a higher fluid viscosity, the formation of 

these two motions was diminished significantly, while the pressure was increased appreciably.  

Ferrua and Singh [22] used the same model as in [14] to investigate flow behaviour of gastric 

fluid with different viscosities and their effect on the motion of discrete food particles. The 

path of the food particles was predicted using an assumed empirical drag law to solve the force 

balance on the food particles, considering the dilute flow is in an infinite fluid and the particles 

being very small. The discrete particles were released at the cardia, which connects the 
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oesophagus and the stomach with a release speed of 0.2 m/s. The particle size varied from 0.4 

to 4 mm, with a median size of 1.9 mm. Three types of gastric fluid were simulated: two 

Newtonian fluids (water and honey) and a non-Newtonian shear-thinning fluid (tomato 

concentrate-like fluid). The fluid behaviour followed the Power-law model below.  

𝜂 = 𝐾γ̇𝑛−1 (2. 4) 

where 𝜂 is the dynamic viscosity, �̇� is the shear strain rate, and 𝐾 and 𝑛 are constants that are 

material specific. Results showed that particles remained suspended for a longer time within a 

viscous fluid. However, there was insufficient evidence showing any distinct differences 

between the Newtonian and non-Newtonian fluids studied.  

Based on the model developed by Ferrua and Singh [22], Xue et al. [27] focused on the effect 

of particle loading in the food mixture using discrete food particles. It was discovered that the 

flow pattern differed significantly with increasing particle loading. The study also investigated 

the effect of the density difference between the solid and liquid. The results showed that with 

a higher density difference, a more robust retropulsive motion was observed. The effect of 

ACWs were reduced when the particle loading was increased.  

Imai et al. [84] used the MPS method to study the effect of antral recirculation in the stomach. 

The effects of posture and content volume were investigated by including gravity and a free 

surface. It is the first model that involves a free surface representation. Five body positions 

(upright, prone, right lateral, supine and left lateral) were modelled. The antral recirculation 

was found to be the largest when both the antrum and corpus regions were filled with liquid. 

Moreover, the retropulsive motion was only generated when there was gastric content in the 

antrum.  

Miyagawa et al. [81] used the same 3D geometry as Imai et al. [84]. A multiple-relaxation-

time LBM was used in this model to simulate a single-phase liquid flow with a free surface and 

moving boundary [81]. This model focused on investigating the relationship between the 

Reynolds number and Strouhal number of the fluid flow and the liquid mixing efficiency in the 

stomach. The Reynolds number (Re) and the Strouhal number (St) were defined below. 

Re =
𝜌𝑉𝐷

µ
(2. 5) 

St =
𝐷

𝑉𝑇
(2. 6) 
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where 𝜌 and µ are the density and dynamic viscosity of the fluid, 𝐷 is the average diameter of 

the stomach geometry, 𝑉 and 1/𝑇 are the propagation speed and frequency of the contractions. 

The extent of flow separation and the gastric mixing efficiency increased as Re increased and 

St decreased.  

A multi-component mixture model was developed by Kamaltdinov et al. [78]. Instead of 

treating the fluid as a single-component liquid, different chemical components (hydrochloric 

acid, carbonic acid, and sodium hydrogen carbonate) were introduced into the model to study 

the acidity change. The mass concentrations of the mixture components were determined in the 

model. The study defined secretion zones for acid and sodium bicarbonate. The absorption rate 

of the chemicals through the stomach wall was also defined. By solving the concentration 

equations, the pH value at different regions of the stomach was estimated. In a later study, 

Kamaltdinov et al. [110] included food particles of different sizes in the model assuming the 

food and liquid could be treated as a homogeneous Newtonian fluid and the food particles were 

able to dissolve in the acid. The solid phases were tracked using the volume fraction of each 

particle size to represent different particle sizes. The chemical absorption rates of different food 

compositions were analysed for different food sizes, viscosity, and density. This study involved 

extensive chemical inputs, and secretion and absorption rates were implemented into the 

model. Instead of using a closed system, the pyloric sphincter remained open to the duodenum 

in this model. However, antral contractions were not considered in these two studies. 

A coupled biomechanical-smoothed particle hydrodynamics (B-SPH) model was built by 

Harrison et al. [83]. With the SPH method, a free surface was simulated with gravity 

implemented. By colouring the particles which represent the fluid, the gastric mixing pattern 

was visualized. The study focused on the effect of the stomach wall contraction behaviour and 

gastric content viscosity on gastric mixing. The gastric emptying rate was investigated by 

comparing the mass flow through the pyloric ring and the mass flow in the stomach. This model 

is the first model that simulated gastric emptying by using an open pyloric sphincter along with 

antral contraction waves. The rate of change of volume content of gastric discharge was found 

to be affected by the contraction behaviours and the gastric content viscosity. 

Alokaily et al. [79] developed a 2D model using the FVM and dynamic meshing technique. 

With the simplified geometry and the dynamic meshing technique, the authors were able to 

conduct a parametric study by varying multiple factors, including the density and dynamic 

viscosity of the fluid, the speed, width, and maximum relative occlusion of the fluid peristaltic 
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contraction waves. Compared with low-viscosity fluids, high-viscosity fluids experienced 

higher strain rates in the retropulsive jet and less mixing in the recirculation flow. In the model, 

the intensity of the retropulsive motion could be evaluated by its maximum velocity and jet 

length along the centreline. The maximum velocity and the jet length increased as the Reynolds 

number increased when the Reynolds numbers are larger than one. They were independent of 

Reynolds numbers when the Reynolds number was less than one.  

Ishida et al. [82] used the LBM to develop a gastric mixing and emptying system. The model's 

focus was to simulate the pyloric opening and closure to understand the importance of the 

pyloric function. Gravity and free surface tracking were implemented in this system. The 

results showed that when the pylorus was unable to close, negative emptying occurred due to 

the retrograde flow from the duodenum back to the stomach. When there was a slight time 

delay of the pyloric closure from the antral contraction, the emptying rate increased. However, 

as the time delay increased, negative emptying (backflow) occurred as well. This study 

provided some insights into the consequences of the malfunction of the pyloric ring. 

Skamniotis et al. [111] built a FEM model to simulate the breakdown of the solid foods inside 

the stomach model. The stomach geometry was simplified to an axisymmetric configuration 

without curvature. The breakdown model followed a viscoplastic-damage constitutive law. The 

mechanical properties of the solid foods were measured through experiments and applied in 

the model. The gastric wall was composed of a hyperelastic material that followed the van der 

Waals strain energy potential. It is the first model that simulated the properties of the gastric 

wall. Prescribed displacements were implemented at the wall. There was no fluid in the model. 

Instead, a large particle was used to represent the bolus. As the ACWs moved along the gastric 

wall, the bolus broke down. Based on the results, the authors emphasized the importance of 

including mechanical breakdown in digestion models. The contact between the gastric wall and 

the bolus also has a large impact on the breakdown behaviour.  

Li and Jin [80] developed a FVM stomach model focused on muscular movements and gastric 

secretion. The stomach wall movement was simulated using the technique of dynamics mesh. 

The upper part of the stomach wall was used as the gastric juice secretion region, which was 

treated as a porous medium to represent the wrinkled structure. Hydrogen ions were constantly 

produced from this region and released into the gastric content. Apart from simulating the 

ACWs, the terminal antral contraction (TAC) was considered in this model. The addition of 

TAC created strong retropulsive motion. By varying the pH, diffusion rate, dynamic viscosity 
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and emptying rate of the gastric content, different mixing patterns were observed in this study. 

In a later study, Li et al. [112] included food particles in the same model by assuming they are 

different fluid phases. The gastric content was assumed to be a mixture filled with different 

food species.  

Acharya et al. [113] proposed a multiphysics model that includes the muscle fibre properties 

of the stomach wall and the multiphasic components. The construction of the 3D geometry 

used circular and longitudinal muscle fibre orientations for each layer. A description of the 

multiphase flow solver is provided but the solution of the flow is not presented in detail in the 

study. The stomach wall was made of an elastic material. An immersed boundary finite element 

(IBFE) method was used to model fluid-structure interaction (FSI). A bolus entered the 

stomach due to gravity and mixed with the fluid content. The bolus was cylindrical in shape 

and was defined as a second fluid phase. The fluid motion and the movement of the bolus were 

observed.  

Lee et al. [114] studied the effect of body posture and stomach motility on drug bioavailability. 

A non-disintegrating and non-deformable pill was placed in the homogeneous fluid medium. 

The pill was assumed to be made of salicylic acid and had a higher density than that of the 

fluid. It settled at the bottom of the fluid due to gravity and gradually dissolved. The dissolved 

mass was assumed to be active pharmaceutical ingredient (API) and it was transported to the 

duodenum along with the fluid medium driven by the antral contractions. The overall liquid 

and dissolved API emptying rates were estimated by recording the fluid mass that passed 

through the pylorus. By varying the gravity direction, the effect of the body posture was 

examined. Results showed that body posture has a crucial effect on the dissolved API emptying 

rate but not on the overall liquid emptying rate.  

Kuhar et al. [115] used the same model as Lee et al. [114] to study the effect of stomach motility 

on food hydrolysis and gastric emptying. A sharp-interface immersed boundary method (IBM) 

solver was used to represent the deforming wall. Protein hydrolysis was simulated in this model 

by considering first-order catalytic reaction kinetics between protein and pepsin, which was 

secreted from the proximal stomach. The pH value was assumed to be constant. A long duration 

of simulation was performed in this study to capture the gastric hydrolysis process. 

A detailed comparison of all the discussed models is given in Table 2.12, which contains the 

fluid properties used, the Reynolds numbers estimated based on the parameters, the 

components simulated (including particles, species, secretion, ACWs, gastric emptying, 
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gravity), and the simulated real-time. The pioneering stomach model was developed by Pal et 

al. [14]. Kozu et al. [77] presented the first model that included gastric species (pepsin for mass 

transfer). 3D geometries were used instead of 2D geometries starting from Ferrua and Singh 

[14]. Discrete particles were later introduced to the model by Ferrua and Singh [22].  

Free surface is easier to implement in the particle-based CFD methods (SPH and MPS), as seen 

in Imat et al. [84], Miyagawa et al. [81], Harrison et al. [83], and Ishida et al. [82]. The 

development started with single-phase fluid simulation with various densities and viscosities. 

Later, Kamaltdinov et al. [78] developed a multi-component mixture model that involves 

comprehensive gastric secretion mixing but without ACWs. Li and Jin [80] implemented 

gastric secretion from the upper part of the stomach wall and tracked the pH changes in the 

gastric content. Lee et al. [114] simulated the dissolution of API from a pill in the gastric 

system. Kuhar et al. [115] implemented protein hydrolysis in the model. Most models did not 

implement the food breakdown or stomach wall characteristics, except for Skamniotis et al. 

[111] and Acharya et al. [113]. However, the structure of the bolus was relatively simple 

compared with real solid food particles which have different cell structures and compositions. 

Besides, no fluid flow was simulated or presented in these two models. Due to the long 

computational times, the simulated real-time of all developed models was no more than 16 

minutes, which is relatively short compared with the actual gastric emptying time, which 

requires at least 30 minutes. None of the developed models has been used to perform validation 

studies against any in vivo or in vitro data. The current state of computational stomach 

modelling is still in exploring the capabilities of different computational methods and has not 

reached the point of providing a comprehensive model yet.
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Table 2.12: Investigations of the developed stomach computational models. 

Method Geometry 

Fluid 

density 

(kg/m3) 

Fluid 

viscosity 

(Pa.s) 

Estimated 

Reynolds 

number 

Particle 

diameter 

(mm) 

Gastric 

species 

included 

Secretion ACWs 
Gastric 

emptying 
Gravity 

Simulated 

real-time 

Published 

year 
Ref 

LBM 

 

1000 1 0.1 – 0.4  - - - Yes - - 2 min 2004 
[26, 

109] 

FVM 

 

(antrum only) 

989 - 

1379 

0.73 - 

4760 

100 – 700 

(from 

paper) 

- 
Pepsin, 

NaCl, HCl 
- Yes - Yes 3 min 2010 [77] 

FVM 

 

1000 

0.001/ 

1/ 

2.33 

0.1 - 140 0.4 – 4 - - Yes - - 1 min 
2010, 

2011 

[14, 

22] 

FVM 

 

1000 1 0.1 - 3 2 - - Yes - - 1 min 2012 [27] 

MPS 

 

1000 1 0.1 - 10 - - - Yes - Yes 10 min 2013 [84] 
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Method Geometry 

Fluid 

density 

(kg/m3)  

Fluid 

viscosity 

(Pa.s) 

Estimated 

Reynolds 

number 

Particle 

diameter 

(mm) 

Gastric 

species 

included 

Secretion ACWs 
Gastric 

emptying 
Gravity 

Simulated 

real-time 

Published 

year 
Ref 

LBM 

 

- - 

0.1 – 30 

(from 

paper) 

- - - Yes - Yes 6 min 2016 [81] 

FVM 

 

1000 0.001 30 – 200 0.2 – 3.6 HCl, NaHCO3 
HCl, 

NaHCO3 
- Yes - 14 min 

2017, 

2018 

[78, 

110] 

SPH 

 

1000 

0.01/ 

0.1/ 

1 

0.1 - 50 

 
- - - Yes Yes Yes 3 min 2018 [83] 

FVM 
 

1000/ 

1360 

0.001 - 

10 

0.01 – 

100 

(from 

paper) 

- - - Yes - - 10 min 2019 [79] 

LBM 

 

1000 
0.001 - 

10 

0.1 – 30 

(from 

paper) 

- - - Yes Yes Yes 10 min 2019 [82] 
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Method Geometry 

Fluid 

density 

(kg/m3)  

Fluid 

viscosity 

(Pa.s) 

Estimated 

Reynolds 

number 

Particle 

diameter 

(mm) 

Gastric 

species 

included 

Secretion ACWs 
Gastric 

emptying 
Gravity 

Simulated 

real-time 

Published 

year 
Ref 

FEM 

 

- - - 25.6 - - Yes Yes - 32 s 2020 [111] 

FVM 

 

1000 0.001 50 - 1500 - H+ H+ Yes Yes Yes 10 min 2021 
[80, 

112] 

FEM 

 

900/ 

1000 

0.01/ 

1 
- - - - - Yes Yes - 2022 [113] 

FVM 

 

1000 0.001 - 10 
Salicylic 

acid 
- Yes Yes Yes 3 min 2022 [114] 

FVM 

 

1000 0.001 100 - 700 - 
Pepsin, 

protein 
Pepsin Yes Yes Yes 16 min 2022 [115] 
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2.9. Conclusions and gaps in knowledge to be addressed 

It is evident from the review presented above that although much has been achieved, there 

remains much left to be done on stomach modelling, including integration of comprehensive 

models of food breakdown and chyme chemistry, and most importantly verification and 

validation of the computational models. The following key points have emerged from this 

review and an attempt will be made to address them in this thesis.  

Firstly, Harrison et al. [83, 116] and Sinnott et al. [117-119] have presented the capability of 

the SPH model in simulating the digestive system. The strengths of SPH are its ability to 

represent flexible geometry and the free surface, to combine with DEM particles and to handle 

chemistry. This novel approach provides huge potential in modelling complicated stomach 

behaviour. However, this method has not been used widely in the digestive area, and its 

solution stability and accuracy need to be explored, verified, and validated.  

Secondly, the elastic properties of the stomach wall are very important to the digestive function 

as the stomach is a hollow organ. Additionally, many in vitro models involve complicated 

mechanical means to generate motion. However, FSI studies in this field are very limited and 

require further investigation. The selected method also needs to be validated before being 

implemented into in silico stomach modelling. It is at present unclear whether this is best done 

in a FVM or SPH framework, the answer to which will most likely depend on the application. 

Thirdly, in vitro studies are widely used in gastric mixing studies, but the flow patterns are 

usually difficult to quantify in an experimental setup. In this case, computational simulation 

can be used to facilitate the study by predicting and visualizing these patterns. Furthermore, 

when particles are involved, shear stresses on the food particles can easily be determined 

through simulations. It is therefore a goal of this thesis to investigate suitable numerical 

methods for this process and to validate them. 

Finally, many components of the digestion process in the stomach remain to be developed. 

These essential components include gastric emptying, gastric secretion, integration of the 

material properties of the gastric wall, food particle mixing, calculation of the stresses on the 

particles, and food breakdown behaviour. In silico models can be very time-consuming and 

computationally demanding, especially when complicated components are involved. However, 

with the rapid development in computational power nowadays, in silico models have become 

more reliable and efficient. Therefore, there is a huge potential in the future for computational 

stomach models to provide a better and more comprehensive understanding of the complicated 
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human gastric digestion process. It is a key aim of this thesis to provide guidance on the pro 

and cons of the FVM and SPH approaches as a basis for this task moving forward. 

In the next chapter, the process of model verification is started by comparing simulation results 

from SPH and FVM models with an analytical solution for peristaltic flow in a tube. 
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Chapter 3. Evaluation of SPH and FVM Models of 

Kinematically Prescribed Peristalsis-like Flow in A Tube  

An early version of work in this chapter was presented as a poster at the Food Structure 

Digestion & Health International Conference held virtually on November 16th to 19th, 2021. 

The bulk of this chapter is published as X. Liu, S.M. Harrison, P.W. Cleary, D.F. Fletcher, 

“Evaluation of SPH and FVM models of kinematically prescribed peristalsis-like flow in a 

tube”, Fluids, vol. 8, p. 6, 2023, doi: 10.3390/fluids8010006. 

3.1. Introduction 

Peristaltic flow arises when a series of contraction and expansion movements propagate along 

elastic tube-shaped structures. The fluid and/or solid content inside moves along with the wave 

as it propagates. In physiology, peristaltic waves are generated by the longitudinal and circular 

muscular fibres along the wall [120]. This motion is essential in the digestive system for its 

role in transporting and mixing food/nutrients in the gastrointestinal tract (GIT) [83, 118, 121]. 

The peristaltic motor patterns in the human gut are very complex and governed by multiple 

mechanisms and factors, including muscle activity, the thickness of the muscularis, and muscle 

tissue characteristics (elasticity, contractility, extensibility) [122].  

In vivo studies provide the most relevant insights into the digestion process due to the 

complexity and inter-person variabilities of the digestion system. Researchers usually use 

animal models to study digestion because human subjects are not easy to recruit, experiments 

are hard to perform and get measurements from and complex ethical approval is required [5]. 

Even though animal models are often used as an alternative to humans [39, 54, 63, 64], they 

do not necessarily accurately reflect the human situation and still require strict ethics approval 

and specific technical skills. Therefore, in vitro models (e.g., test tube-based or similar) are 

designed to replicate the digestion process. These experimental studies are constructed with an 

aim to replicate the fluid flow conditions, shear stresses and complex chemistry in the GIT. 

Detailed reviews of in vitro digestion models are provided by Bornhorst and Singh [5], Dupont 

et al. [2] and Hur et al. [123]. In vitro models allow control of many factors that cannot be 

controlled in the in vivo system [5], which affords a better systematic understanding of 

individual factors. 

However, these experimental systems can be hard to design to replicate local flow and 

concentration fields that occur in the body and can be very hard to customise to represent in 
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vivo scenarios. With the massive improvements in numerical methods and computing power 

over the last few decades, in silico methods have the huge advantage that local data can be 

obtained for all variables, such as velocity, pressure, and species concentration [80, 83, 117-

119, 124, 125]. Therefore, if a suitably accurate computational model of an in vivo system can 

be constructed, the in silico results can provide insights into the in vivo system behaviour. 

Although the primary aim is to understand in vivo behaviour, in silico models can guide in vitro 

experimental design after being validated by data from the in vitro model. This synergistic 

approach is important in later chapters that utilise in silico models that benefit from the 

verification work performed here. Ultimately, the in silico and in vitro work will lead to in 

silico model that can model the full digestion process happening in the human stomach. 

In the past two decades, many numerical models of this process based on Computational Fluid 

Dynamics (CFD) methods have been developed. Models have been built for different parts of 

the GI tract, including the oesophagus [126], stomach [26, 83, 127] and intestine [117-119, 

124, 125, 128, 129]. These models provide valuable insights into the flow pattern of the 

digestion content, which is not easily quantified in both in vivo and in vitro studies. In the early 

developed models, single-phase fluid was simulated with various densities and viscosities. 

Recently, multiphase flow simulations (including with free surfaces and particles) have been 

implemented and improved by Sinnott et al. [118] and Harrison et al. [83]. Some models also 

include gastric secretion [80] and electrophysiology [128]. The developed models have 

demonstrated their capability and high potential in simulating this complex system but, to date, 

lack systematic validation for replicating physical outcomes. It is therefore important to verify 

and validate the components of established models to demonstrate their accuracy and stability.  

An analytical solution [130], described later, can be used to calculate the detailed peristaltic-

induced fluid motion for an idealised tube geometry. However, numerical analysis is needed to 

understand complicated systems, such as the intestine and the stomach, which involve the 

combination of fluid flow, free surfaces, complex boundary conditions, and solids content. The 

capability of SPH in simulating the digestion model has been demonstrated in the intestine 

models developed by Sinnott et al. [117-119, 124, 125, 129] and the stomach model developed 

by Harrison et al. [83]. However, the developed models have not yet been validated or verified 

against any experimental data or analytical solution. Peristaltic flow is a fundamental 

component of all these models, and it is therefore useful to validate computational models for 

this process and then to perform additional validation as more physics is added, knowing that 

the underlying flow model is well validated.  
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The main aim of this chapter is to validate the accuracy of the Smooth Particle Hydrodynamics 

(SPH) method when applied to the peristaltic motion of a single-phase Newtonian fluid. 

Although it is not a validation study for the stomach, once the model is validated for the simple 

peristaltic system, it will provide a high level of confidence for stomach modelling, where 

peristalsis is involved. The Finite Volume method (FVM) is also employed in the study and 

acts as a comparison approach. Compared with the novel mesh-free SPH method, FVM is a 

traditional mesh-based method that has been well-established for decades [85]. By comparing 

the performance of both numerical methods, their accuracy and efficiency can be explored. 

3.2. Analytical solution  

Several studies have investigated flow in a tube during simplified peristalsis driven by a 

moving wall [120, 130-132]. Under constrained flow conditions the flow field and pressure 

distribution can be calculated from the amplitudes of the wall deformations only. In this study, 

the analytical solution of Shapiro et al. [130] is used to validate the numerical models of 

peristalsis. A continuous sinusoidal wave train moving in one direction along the tube axis with 

a constant speed is used to determine the instantaneous shape of a moving boundary wall on a 

tube of uniform initial diameter. The applied motion generates a volumetric flow which can be 

compared with analytic results. An illustration of the fluid-filled tube with the deforming wall 

is shown in Figure 3.1.  

 

Figure 3.1: Illustrations of tube geometry used in the peristalsis verification model.  

 

In the simulations, the wavelength 𝜆 of the imposed wave is specified, which is related to the 

wavenumber by:  

𝑘 =
𝑎 

𝜆
(3. 1) 
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where 𝑎 is the radius of the tube. Using these definitions, a Reynolds number can be formed as 

𝑅𝑒 =
𝜌𝑎𝑐

µ
×
𝑎

𝜆
(3. 2) 

where 𝑐 is the speed of the imposed wave, µ is the dynamic viscosity and 𝜌 is the fluid density. 

The analytical model assumes a continuous train of waves and inertia-free fluid flow, which 

requires two criteria to be met. Firstly, the wavenumber (𝑘), which is the ratio of the radius to 

the wavelength, should be close to zero, as it is assumed to be zero in that analytical solution. 

Under this condition, the transverse velocities and pressure gradients are negligible compared 

with their longitudinal counterparts. Secondly, the Reynolds number (𝑅𝑒), which gives the 

ratio of inertial to viscous forces must be close to zero, as it is again assumed to be zero in the 

analytical solution. 

From Fung and Yih [120], the equation for the imposed peristaltic waves is: 

𝑏(𝑥, 𝑡) = 𝑎𝜙 sin 2𝜋 (
𝑥 − 𝑐𝑡

𝜆
) (3. 3) 

where 𝑏(𝑥, 𝑡)  denotes the wall deformation in the radial direction, 𝑥  is the longitudinal 

location, 𝑡 is time and 𝜙 = 𝑏/𝑎 is the amplitude ratio, which is set to a range of 0.1 to 0.6, 

corresponding to occlusions of 10% to 60%, deemed to be sufficient given the purpose of this 

study.  

The effect of changing the amplitude ratio, 𝜙, on the fluid flow is investigated. In the analytical 

solution, the fluid is assumed to be incompressible. The fluid flows through the tube with 

constant static pressure at the tube boundaries. The dimensionless time-average volumetric 

flow rate (�̇�) is a good measure of the flow behaviour and is dependent on the amplitude ratio 

(𝜙) [130]: 

�̇� =
𝜙(4 + 𝜙)

2 + 3𝜙2
(3. 4) 

3.3. Numerical models setup 

3.3.1. Physiological parameters 

The physiological data for the human ureter [120] are used in the peristalsis model developed 

in this work. As shown in Table 3.1, the input parameters include the tube dimensions, the 

characteristics of the imposed motion and the properties of the fluid inside the tube. The 

amplitude ratios are set to be 0.1 to 0.6 for the comparison test case because 0.7 and 0.8 were 
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not achievable in the SPH model (see later). Both the wavenumber and Reynolds number need 

to be close to zero as required for the analytical solution and therefore the dimensions from the 

gastrointestinal tract are not used in this study. 

Table 3.1: Parameters used in the numerical models. 

Geometrical dimensions 

Radius 𝑎 0.001 m 

Length 𝐿 0.05 m  

Peristaltic waves characteristics 

Wave speed 𝑐 0.03 m/s 

Wavelength 𝜆 0.05 m 

Amplitude ratio  𝜙 0.1 – 0.6 

Fluid properties 

Dynamic viscosity 𝜇 0.01 Pa.s 

Density 𝜌 1000 kg/m3 

Conditions 

The ratio of tube radius to wavelength 𝑘 0.02 (close to 0)  

Reynolds number  𝑅𝑒 0.06 (close to 0) 

 

3.3.2. Peristaltic motion 

The nodes on the boundary are displaced radially according to the profile given by equation 3.3 

in both the SPH and FVM simulations. The wall location used in the simulation, 𝐻(𝑥, 𝑡), is 

determined from the imposed wave motion given by 𝑏(𝑥, 𝑡)  (equation 3.3) with a linear 

ramping equation applied to start the simulation gradually to prevent mesh distortion: 

𝐻(𝑥, 𝑡) = 𝑎 (1 + min (
𝑡

𝑡𝑖
, 1) × 𝜙 sin 2𝜋 (

𝑥 − 𝑐𝑡

𝜆
)) (3. 5) 

where 𝑡𝑖 is the ramp time, set to 𝜆/𝑐. Results before time 𝑡𝑖 are not included when calculating 

the averaged flow rate.  

The following equations are applied to convert the equations into Cartesian coordinates.  

𝜃 = tan−1 (
𝑧

𝑦
) (3. 6) 
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𝑦 = 𝐻(𝑥, 𝑡) cos(𝜃) (3. 7) 

𝑧 = 𝐻(𝑥, 𝑡) sin(𝜃) (3. 8) 

where 𝑦 and 𝑧 are the transformed coordinates in a Cartesian coordinate system. 

The problem described above is next set up and solved using both SPH and FVM so that the 

results can be compared for the same geometry, boundary conditions and fluid properties. 

3.3.3. SPH model 

In the SPH approach, the NSE are used to solve fluid dynamics problems, with particles 

representing discrete “lumps” of fluid, that are tracked in a Lagrangian framework. The 

formulation of the model results in a set of ordinary differential equations describing the motion 

of fluid particles [90]. More details of the method can be found in Monaghan [88, 133] and 

Cleary et al. [90, 124]. The CSIRO SPH code [134] is used in this study.  

To obtain values of quantities such as density and velocity at a given point, data must be 

obtained from the surrounding region. The interpolated value of a function 𝐴 at a point 𝒓, is 

the sum over all particles within a radius of distance related to ℎ from point 𝒓 [88]: 

𝐴(𝒓) =∑𝑚𝑏

𝑏

𝐴𝑏
𝜌𝑏
𝑊(𝒓 − 𝒓𝑏 , ℎ) (3. 9) 

where 𝐴𝑏 is the value of 𝐴 at 𝒓𝑏, 𝑚𝑏 is the mass of fluid particle 𝑏, and 𝑊 is an interpolation 

kernel function with a smoothing length of ℎ evaluated at a distance |𝒓 − 𝒓𝑏| from the position 

of interest. In this work, ℎ is set to be 1.2 times the initial particle separation distance, 𝛥𝑥. The 

concept of a smoothing kernel is shown in Figure 3.2 below. 
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Figure 3.2: Schematic representation of a typical kernel. Reprinted with permission from 

Cummins et al. [135]. Copyright 2022 John Wiley and Sons. 

The kernel is essential to the entire method as it is used for the calculation of both interpolated 

values and gradients. The effect of three different kernels is examined in this work for the same 

smoothing length.  

The dimensionless distance used in the kernel is defined as  

Δ =
𝑟𝑎𝑏
ℎ

(3. 10) 

where 𝒓𝑎𝑏 = 𝒓𝑎 − 𝒓𝑏, is the position vector between particles 𝑏 and 𝑎, and 𝑟𝑎𝑏 = ‖𝒓𝑎 − 𝒓𝑏‖. 

The quartic spline kernel [135] is used for the base case in this study  

𝑊(𝒓𝑎𝑏 , ℎ) =
1

20𝜋ℎ3

{
 

 
(2.5 − Δ)4 − 5(1.5 − Δ)4 + 10(0.5 − Δ)4, Δ ≤ 0.5

(2.5 − Δ)4 − 5(1.5 − Δ)4, 0.5 ≤ Δ ≤ 1.5

(2.5 − Δ)4, 1.5 ≤ Δ ≤ 2.5
0, Δ ≥ 2.5

(3. 11) 

The fifth-order Wendland kernel [135, 136] is also studied: 

𝑊(𝒓𝑎𝑏 , ℎ) =
7

85.336𝜋ℎ3
{
(2 − Δ)4(1 + 2Δ), 0 ≤ Δ ≤ 2

0, Δ ≥ 2
(3. 12)  

as well as the cubic spline kernel [133, 137]: 

𝑊(𝒓𝑎𝑏 , ℎ) =
1

𝜋ℎ3
{

1 −
3

2
(Δ)2 +

3

4
(Δ)3, Δ ≤ 1

1

4
(2 − Δ)3, 1 ≤ Δ ≤ 2

0, Δ ≥ 2

(3. 13)  
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A comparison of the kernel shapes is shown in Figure 3.3. To display them the dimensionless 

kernel 𝑊(𝒓𝑎𝑏, ℎ)ℎ
3 was plotted as a function of the normalized distance.  

 

Figure 3.3: Comparison of the kernels used in this work. 

From Figure 3.3 several important observations can be made: 

1. The value of any variable at a given point depends on all particle values inside a sphere 

of radius 𝑛ℎ centred on that point. In SPH this is usually referred to as a kernel having 

compact support with radius 𝑛ℎ. For the cubic and Wendland kernels 𝑛 =  2, and for 

the quartic kernel 𝑛 =  2.5. Therefore, for any given particle configuration the quartic 

kernel involves the summation of more particles over a greater spatial extent than the 

other two.  

2. The kernels give different relative weighting to particles closer to the point of interest. 

This impacts not only the value but also the gradients of variables. 

The gradient of the function 𝐴 is obtained by differentiating equation 3.9: 

∇𝐴(𝒓) =∑𝑚𝑏

𝑏

𝐴𝑏
𝜌𝑏
∇𝑊(𝒓 − 𝒓𝑏 , ℎ) (3. 14) 

The conservation equation for mass can then be formulated as [88, 138]: 

𝑑𝜌𝑎
𝑑𝑡

=∑𝑚𝑏

𝑏

𝒗𝑎𝑏 ∙ 𝛻𝑎𝑊𝑎𝑏 (3. 15) 

where 𝜌𝑎 is the density of fluid particle 𝑎, 𝑡 is time, 𝒗𝒂𝒃 = 𝒗𝒂 − 𝒗𝒃, is the relative velocity 

between particles 𝑎 and 𝑏. 
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The fluid pressure can then be calculated based on the particle density. Although the analytic 

solution is derived for an incompressible fluid, a weakly compressible approach is adopted here 

and is configured to have low compressibility. This approach is applied by introducing an 

equation of state of the form: 

𝑃 = 𝑃0 [(
𝜌

𝜌0
)
ϒ

− 1] + 𝑃off (3. 16) 

where 𝑃 is the fluid pressure; 𝑃0 is the pressure scale factor; 𝜌 is the particle density; 𝜌0 is the 

reference density, set to 1000 kg/m3 for water in this work; ϒ = 7, which is a material constant 

defined for water [139]; 𝑃off is a background pressure that is added to avoid negative pressure 

values.  

Weakly compressible SPH is designed for free surface flow prediction [88] with an essential 

component being the ability of diverging fluid (which has a negative pressure when calculated 

by equation 3.16 when 𝑃off  = 0 Pa) to create new free surface. In a fully enclosed expanding 

flow this will allow unphysical internal void formation. However, the analytical model assumes 

that the tube content is a single-phase fluid without internal free surfaces. The equation of state 

therefore needs to be adapted to ensure that 𝑃 >  0 throughout the tube and for the entirety of 

the simulation. This is achieved by including a pressure offset 𝑃off which is sufficiently large 

to guarantee that the pressure remains positive. Since the fluid dynamical force only depends 

on the pressure gradient, the addition of such a constant has no other effect aside from ensuring 

the positivity of the pressure. 

The effect of this offset pressure in the current work is very important, as shown in Figure 3.4. 

Without the offset pressure voids are created, which is not present in the single-phase flow 

being modelled here. A background pressure of 100 Pa is found to be sufficient to ensure P > 0 

and therefore inhibit this internal free surface generation and is used for all cases.  

𝑃off = 0 Pa 

  

𝑃off = 100 Pa 

  

Figure 3.4: Addition of a background pressure is used to prevent void formation. The contours 

show velocity, but the key point is the breakup of the fluid in the top picture is avoided when the 

offset pressure is present. 
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The pressure scale factor 𝑃0 in equation 3.16 is given by 

ϒ𝑃0
𝜌0

= 𝑐𝑠
2 = (10𝑉)2 (3. 17) 

where 𝑐𝑠 is the local speed of sound, which needs to be large enough to make sure the density 

variations are small and the fluid is close to incompressible, but it also needs to be low enough 

to avoid the need for very small timesteps [139] (see later); 𝑐𝑠 needs to be at least 10 times 

larger than the characteristic fluid velocity in the flow field (𝑉), which corresponds to a Mach 

number of 0.1 or smaller and gives a density variation of less than 1% [88].  

The conservation equation for momentum becomes:  

𝑑𝒗𝒂
𝑑𝑡

= −∑𝑚𝑏

𝑏

[(
𝑃𝑏

𝜌𝑏
2 +

𝑃𝑎
𝜌𝑎2
) −

𝜉

𝜌𝑎𝜌𝑏

4µ𝑎µ𝑏
(µ𝑎 + µ𝑏)

𝒗𝑎𝑏 ∙ 𝒓𝑎𝑏
(𝑟𝑎𝑏
2 + 𝜂2)

] ∙ 𝛻𝑎𝑊𝑎𝑏 +∑𝒇𝑎𝑘
𝑘

(3. 18) 

where 𝑃𝑎 and 𝑃𝑏 are the pressure of particles 𝑎 and 𝑏, 𝜇𝑎 is the viscosity of particle 𝑎, 𝜉 is a 

calibration factor associated with the viscous term, which is calculated during the simulation. 

The calculation of this factor is described in Cleary [140]; 𝜂 is a small parameter used to 

regularise the singularity when 𝒓𝑎𝑏 =  𝟎 . The term 𝒇𝑎𝑘  represents the particle-wall force 

between particle 𝑎 and wall particle 𝑘 and is present only near boundary walls (see [124, 135] 

for details). 

An explicit integration scheme [88] is used in the simulations. The timestep is governed by the 

Courant condition modified to account for the viscous term to ensure simulation stability. The 

details of the modification can be found in Cleary [134] and gives 

𝛥𝑡 = min
𝑎
(

0.5ℎ

𝑐𝑠 + 2𝜉µ𝑎/ℎ𝜌𝑎
) (3. 19) 

For this application, a constant spatial resolution h and a constant particle size are used. 

Adaptive resolution can be used to improve accuracy in regions of high wall deformation, but 

the simpler uniform resolution SPH is sufficient for the deformations of interest (𝜙 up to 0.6). 

For the base case simulation, a particle size of 0.10 mm is used to construct the domain in the 

SPH model. The tube is filled with 158,000 particles, representing the fluid content, with an 

initial spacing of 0.10 mm.  

The tube wall is represented by 66,000 SPH boundary particles with a particle size of 0.10 mm. 

The boundary particles are arranged with an equidistant spacing around the circumference and 

length of the tube. At each timestep, their position, velocity and normal vector are updated 
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using equation 3.5, which are functions of time. Interaction between boundary and fluid 

particles is calculated using a Lennard Jones penalty force in the direction of the wall normal 

vector and a no-slip boundary condition in the plane perpendicular to this [88]. The inlet and 

outlet of the tube are set to be periodic boundaries. The average volumetric flow rate is 

calculated based on the average velocities of the particles at the mid-plane of the tube.  

Once the velocity of the particles is known (from equation 3.18) their position can be updated 

using equation 3.20. 

𝑑𝒓𝑎
𝑑𝑡

= 𝒗𝑎 + 0.5 ∑
2𝑚𝑏

𝜌𝑎 + 𝜌𝑏
𝑏

(𝒗𝑏 − 𝒗𝑎)𝑊𝑎𝑏 (3. 20) 

The first term represents the usual dynamical behaviour, whilst the second is the XSPH 

smoothing term which is advantageous for solution stability [141]. Details of the solution 

process used by the CSIRO SPH code are given elsewhere [134]. 

3.3.4. FVM model 

In FVM, the mass and momentum conservation equations employed for incompressible flow 

with a moving mesh are [142]: 

𝛻 ∙ (𝒖 − 𝒖𝑔) = 0 (3. 21) 

𝜕(𝜌𝒖)

𝜕𝑡
+ 𝛻 ∙ (𝜌(𝒖 − 𝒖𝑔)⊗ 𝒖) = −𝛻𝑃 + 𝛻 ∙ 𝜇(𝛻𝒖 + 𝛻𝒖𝑇) (3. 22) 

where 𝒖 is the fluid velocity, 𝒖𝑔 is the velocity of the moving mesh, 𝜌 is the fluid density, 𝑡 is 

time, 𝜇 is the dynamic viscosity, and 𝑃 is the pressure. 

The FVM model is developed using Ansys Fluent, version 2022R2. Using the Ansys 

SpaceClaim Meshing tools, the geometry is split into 68,000 hexahedral elements. Figure 3.5 

shows the computational mesh generated on the tube in the longitudinal and transverse 

directions. The mesh is swept between the inlet and outlet faces. Two inflation layers are placed 

on the boundary. The minimum orthogonal quality of the generated mesh is 0.64, and the 

maximum skewness is 0.69. The undeformed cell volume varies from 1.2 × 10-12 to 

3.9 × 10-12 m3, which is equivalent to cell sizes of 0.11- 0.16 mm.  
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Figure 3.5: Computational mesh for the undeformed tube in the transverse and the longitudinal 

directions. (Only a short section of the longitudinal mesh is displayed.) 

 

Figure 3.6 shows the computational mesh in the transverse direction for the deformed tube 

when 𝜙 = 0.6. The original element aspect ratio is 3:1 (Figure 3.5). The volume of the cell is 

maintained when deformed and therefore the aspect ratio of the cells changes. When deformed, 

the aspect ratio is roughly 2:1 at the widest section (Figure 3.6b) and 6:1 at the narrowest 

section (Figure 3.6c), which is well inside the acceptable range for the Ansys Fluent solver. 

 

(a) entire length 

 

(b) expansion section 

 

(c) compression section 

Figure 3.6: Computational mesh for the deformed tube in the transverse direction.  

The tube wall is prescribed to have a no-slip boundary condition. A diffusion-based method is 

used to distribute the boundary motion uniformly throughout the interior mesh with the number 

and connectivity of the mesh cells remaining constant. The inlet and outlet of the tube are set 

to be periodic boundaries. The initial values for the gauge pressure, 𝑥, 𝑦 and 𝑧 velocities are 

set to zero.  
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The transient, pressure-based solver is used with the laminar flow assumption. The SIMPLE 

[143] algorithm is used for pressure-velocity coupling, with the first-order implicit transient 

scheme. Gradients are determined using the least-squares cell-based method, the pressure is 

determined using a second-order method, and the bounded second-order upwind scheme is 

used for the momentum equation. A time step of 0.01 s is chosen after assessing the timestep 

effect upon results. The simulation is run for 8,000 steps for each amplitude ratio. The 

maximum iteration number for each time step is set to 20, with 5 iterations typically being 

needed for convergence. Convergence is deemed to have occurred when the locally-scaled 

root-mean-square (RMS) residual values for continuity and the three velocity components are 

below 10–5.  

The mass flow rate passing through the mid-plane of the tube is recorded during the 

simulations. The mass flow rate is then converted to a volumetric flow rate and integrated over 

time to retrieve the time-mean volumetric flow rate (𝑄). The integration process is conducted 

using Matlab R2020a.  

3.4. Simulation results 

Figure 3.7 shows the axial velocity contours on the mid-longitudinal plane for a single 

wavelength and different amplitude ratios for both models. In the FVM, nodal values are 

interpolated onto a longitudinal cross-sectional plane and in the SPH model data from adjacent 

particles (which are disordered) are interpolated onto the plane. As the amplitude of the wave 

increases, larger deformation results in faster flow through the tube. The data show a larger 

region of positive flow in the expanded region and a smaller region of negative flow in the 

contracted region. The positive flow region becomes much larger than the negative region as 

the occlusion ratio is increased. The flow patterns achieved by both methods show good 

agreement. Visually the regions of high positive and negative velocity are slightly larger for 

the FVM results, principally because the gradients are higher so there is a smaller region of the 

duct occupied by transition values. 

The volumetric flow rate at the mid-plane from both models is recorded over time and is shown 

in Figure 3.8 for the six levels of contraction. The quartic spline kernel is used for the base case 

in the SPH model (see later). The overall patterns from both models are very similar. The 

periodic behaviour is established in both models after the ramp time has elapsed and the flow 

pattern is smooth for all amplitude ratios. 
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After the initial ramp-up period, there is a strong forward flow with a shorter period of reverse 

flow that becomes relatively less important as the amplitude ratio is increased. The reverse 

flow magnitude is sensitive to the applied wave amplitude ratio. At low amplitudes, the 

difference between the forward and backward flow is small making the net flow sensitive to 

this balance. However, as the wave amplitude is increased there is a significant increase in the 

forward flow which completely overwhelms the reverse flow. Both methods show very similar 

behaviour.



57 

 

𝝓 = 0.1 

 

 

 

𝝓 = 0.2 

 

 

 

𝝓 = 0.3 

 

 

 

𝝓 = 0.4 

 

 

 

𝝓 = 0.5 

 

 

 

𝝓 = 0.6 

 

 

 

Figure 3.7: Axial velocity contours at 5 s from the FVM model (top) and the SPH model (bottom), where 𝝓 is 

the amplitude ratio. 
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(a) 

 

(b) 

Figure 3.8: Volumetric flow rate at the mid cross-section over time: (a) SPH, (b) FVM. 

Figure 3.9 compares FV and SPH results for volumetric flow rates at different amplitude ratios 

over time. There is good agreement between the two methods for all the amplitude ratios 

studied. The volumetric flow rates at the two extremes are slightly different with the SPH 

model giving slightly higher extreme values compared with the FVM model for all amplitude 

ratios. However, as the amplitude ratio increases, this difference becomes proportionally 

smaller bringing the results closer together.
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Figure 3.9: Volumetric flow rate at the mid cross-section over time from both models. 
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The dimensionless time-averaged volumetric flow (𝑉∗) recorded from both models is then 

calculated based on the time-mean volumetric flow rate (�̅�). 

𝑉∗ =
�̅�

𝜋𝑎2𝑐 (2𝜙 −
1
2𝜙

2)
(3. 23) 

The dimensionless results are compared with the analytical solution in Figure 3.10. The 

volumetric flows from both models match the analytical solution very well for all occlusion 

ratios. Both methods are very suited to this problem and give high and comparable accuracy. 

 

Figure 3.10: Comparison of computed dimensionless volumetric flow for the two numerical 

methods with the analytical solution.  

 

3.5. Sensitivity studies 

The influence of numerical parameters is tested here to examine the sensitivity of both methods. 

In the FVM method, the resolution of a simulation is checked by investigating the sensitivity 

of the results to both the computational mesh size and the timestep. In the FVM, if the solution 

is independent of these, the accuracy of the results is then determined by the order of the 

discretization scheme (typically for the convective term in the equation) and level of 

convergence (i.e., how well matrix equations are solved) [144]. Typically bounded second-

order differencing is used for the temporal and spatial derivatives (albeit that in some regions 

these must be modified to first order to preserve solution boundedness). This is a highly 
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researched topic and although a huge number of different schemes exist, most software uses a 

set that has been tried and tested [144]. 

The situation is much less well-developed in the case of SPH. This arises partly because there 

has been much less development of this method compared with the FVM but mainly from the 

difficulty of performing detailed mathematical analysis when the data are stored at the centre 

of disordered particles that can be arranged in an arbitrarily complex manner in space that 

evolves with the solution. Just as the results from the FVM depend on the computational mesh 

and choice of the differencing scheme, the SPH results depend on the particle size, choice of 

the kernel and initial particle separation as discussed earlier.  

3.5.1. SPH model 

Effect of initial particle arrangement  

It is non-trivial to populate an arbitrarily shaped region of matter evenly with SPH particles, 

which is the equivalent of generating a high-quality mesh in the FVM. Certain arrangements 

are thought to contribute to lower solution quality, for example when a line of particles is 

compressed perfectly along that line, they can exhibit an artificial resistance to compression 

followed by a buckling failure. In this work, the aim is to fill a cylinder evenly with a precise 

volume of SPH particles. Despite the tube geometry (Figure 3.1) being simple in shape, it has 

not been established which type of particle packing will lead to optimal results. Thus, three 

different particle-filling approaches are examined: a cubic arrangement, a cylindrical 

arrangement, and a hybrid of the two above. Here we describe the properties of each filling 

approach:  

(a) A cubic arrangement of particles with the centre of each adjacent particle located on a cubic 

grid that is spaced by the particle size in each of the Cartesian directions. 

(b) A cylindrical arrangement of particles with the particle centres one particle diameter apart 

in the longitudinal direction and arranged in concentric rings around the longitudinal axis 

of the cylinder that are spaced by one particle diameter and particles in each ring 

approximately one particle diameter apart on the circumference of the ring. 

(c) A hybrid of the above two approaches: a cylindrical arrangement of one ring of particles 

near the boundary surface and a cubic arrangement of particles within.  

The initial particle arrangements at a cross-section for the three cases described above are 

shown in Figure 3.11. The hybrid discretisation approach was used in the base case presented 

above. 
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(a) cubic   (b) cylindrical   (c) hybrid  

Figure 3.11: Initial particle arrangement for different assumptions. 

A cylindrical packing approach is the most obvious choice for fitting particles evenly but is 

likely to lead to circumferentially adjacent particles having artificial resistance to radial 

compression, rather than smoothly naturally re-arranging as randomly located particles would. 

A cubic packing is easy to implement for any arbitrary geometry but a poor initial alignment 

of fluid particles with boundary particles typically occurs and often leads to non-representative 

early results as boundary layers of particles are established. A hybrid of both methods where 

the external surface of the fluid closely matches the boundary surface, but the internal particle 

distribution minimises any risk of artificial resistance to compression may prove optimal and 

is used in the base case here for this reason. 

The volumetric flow rate history over time shows very similar results for the different initial 

particle arrangements. The only differences observed are during the ramp time, as shown in 

Figure 3.12. The flow pattern for the cylindrical arrangement is less smooth compared with the 

other two. For the 0.3 amplitude ratio case the cylindrical case also shows greater reverse flow 

than the other two. The ease of rearrangement of the particles as the tube contracts and expands 

causes these differences – with the cylindrical packing being harder to rearrange with the 

cylindrical shells of particles at each radius being able to resist deformation, as expected. The 

averaged flow rates resulting from the three approaches are compared with the analytical 

solution in Figure 3.13. Only small differences are observed, with all three approaches yielding 

high accuracy, as shown in Table 3.2. 
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Figure 3.12: Volumetric flow rate history during the ramp time for different initial particle 

arrangements. 

 

Table 3.2: Effect of particle arrangement in the SPH simulations. 

Arrangement 

Normalised 

flow rate 

Variation 

from 

analytic 

result 

Normalised 

flow rate 

Variation 

from 

analytic 

result 

Normalised 

flow rate 

Variation 

from 

analytic 

result 

𝜙 = 0.1 𝜙 = 0.3 𝜙 = 0.6 

Cubic 0.207 3% 0.540 5% 0.901 0.5% 

Cylindrical 0.197 3% 0.529 7% 0.903 0.8% 

Hybrid 0.207 2% 0.546 4% 0.904 0.8% 
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Figure 3.13: Effect of initial particle arrangement in the SPH model on the dimensionless 

volumetric flow. 

 

Effect of kernel choice 

The choice of the kernel is important in this study. A comparison between results obtained with 

different kernels is given in Figure 3.14. It shows that the results obtained using the quartic 

kernel give the best match to the analytic solution. The Wendland kernel shows slightly worse 

agreement, while the cubic kernel performs the worst of these three commonly used SPH 

kernels. Figure 3.15 shows the axial velocity contour at 5 s from the SPH models with different 

kernels. The quartic kernel provides the smoothest and least diffused pattern compared with 

the Wendland and cubic kernel, with this effect being most obvious in the 𝜙 = 0.1 case, where 

external forcing is the smallest. Therefore, the quartic option is the best kernel for this problem 

as it shows the smoothest result and the best agreement with the analytical solution. This can 

potentially be explained by the shape of the kernels, shown in Figure 3.3. Firstly, the quartic 

kernel has larger compact support (2.5ℎ instead of 2ℎ for the other two) so can resolve steep 

gradients better. Secondly, it appears that the greater emphasis placed on the nearest particles 

of the Wendland kernel compared with the cubic kernel is advantageous in this case. The 

quartic kernel and to some extent the Wendland kernel capture the boundary layer near the wall 

better (See Figure 3.15), which is important in resolving the overall flow field, which in turn 

determines the net peristaltic flux. 
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Figure 3.14: Comparison of dimensionless volumetric flow for the SPH models with different 

kernels. 

 

𝝓 = 0.1 

 

Quartic: 

Wendland:  

Cubic:  

𝝓 = 0.3 

 

Quartic:  

Wendland:  

Cubic:  
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𝝓 = 0.6 

 

Quartic:  

Wendland:  

Cubic:  

Figure 3.15: Axial velocity contour at 5 s from the SPH models with different kernels. 

 

Effect of fluid sound speed 

As shown in equations 3.17 and 3.19, the local sound of speed (𝑐𝑠) controls the pressure scale 

for the fluid flow and the timestep used in the model. In this work, a characteristic velocity, 𝑉, 

is estimated based on the wall wave speed (0.03 m/s). 𝑐𝑠 for 𝜙 = 0.1 is set to be 20 times the 

wave speed, making sure the density variation is less than 1%. A numerical convergence study 

is conducted on the fluid sound speed for the different amplitude ratios listed in Table 3.3. The 

results are shown in Figure 3.13. The chosen base fluid sound speed is acceptable as neither 

decreasing nor increasing this speed has an impact on the simulation results. 

Table 3.3: Tested sound speed for different amplitude ratios. 

𝒄𝒔 (m/s) 𝝓 = 0.1 𝝓 = 0.3 𝝓 = 0.6 

Base 0.60 0.68 0.79 

Lower (5% lower than base) 0.57 0.64 0.75 

Higher (5% higher than base) 0.63 0.71 0.83 
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Figure 3.16: Effect of the fluid sound speed on the net volumetric flow rate for changes in the 

sound speed. 

Effect of spatial resolution 

A test of convergence is performed on the spatial resolution used in the SPH model. The effect 

of four different particle sizes (0.15, 0.125, 0.1, and 0.0875 mm) is tested and the results are 

shown in Table 3.4. As the particle size decreases, the variation of the normalised flow rate 

from the analytic results decreases for the different amplitude ratio cases. As shown in 

Figure 3.17, the results for particle sizes of 0.1 mm and 0.0875 mm are very close, 

demonstrating that the solution is well converged and that 0.1 mm particle size is sufficient for 

accurate prediction, with its results being very close to the analytical solution. 

Table 3.4: Effect of particle size in the SPH simulations. 

Particle 

size 

(mm) 

Number 

of 

particles 

Normalised 

flow rate 

Variation 

from 

analytic 

result 

Normalised 

flow rate 

Variation 

from 

analytic 

result 

Normalised 

flow rate 

Variation 

from 

analytic 

result 

𝜙 = 0.1 𝜙 = 0.3 𝜙 = 0.6 

0.15 77,000 0.077 62% 0.333 42% 0.583 35% 

0.125 124,000 0.185 9% 0.444 22% 0.767 14% 

0.1 224,000 0.207 2% 0.546 4% 0.907 1% 

0.0875 320,000 0.197 2% 0.550 3% 0.903 1% 
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Figure 3.17: Dimensionless volumetric flow for different particle sizes. 

 

3.5.2. FVM model 

Mesh and timestep independent studies 

A simulation with a refined mesh is made to establish mesh independence. The number of mesh 

elements was increased from 68,000 to 240,000. The average element size decreased from 

0.15 mm to 0.1 mm. A smaller timestep, by a factor of 10, is used to examine the effect of 

timestep on the numerical results. The results of these analyses are shown in Figure 3.18. It is 

evident that the simulations are properly resolved using the original solution parameters.  
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(a) Mesh independence 

 
(b) Timestep independence 

Figure 3.18: Mesh and timestep independence studies on the FVM model.  

 

3.6. Extended simulations in FVM 

3.6.1. Extreme amplitude ratios 

In the comparison test case, the highest amplitude ratio is 0.6. Two extreme amplitude ratios, 

𝜙 = 0.7 and 𝜙 = 0.8 are also tested in the FVM model and show excellent agreement with the 

analytical solution. The volumetric flow rate for all cases is shown in Figure 3.19 and the 

integrated flow rate in Figure 3.20. These two extreme cases are not tested in the SPH model 

used for two reasons. Firstly, the use of uniform resolution formulation of SPH would 
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necessitate the use of a very small particle size to resolve the fluid in the regions of constriction 

that drive the flow for extremely high amplitude ratios. This type of model would be 

computationally prohibitive. An alternative approach for very high amplitudes would be to use 

an adaptive SPH method (where the resolution varies spatially in the same way as was done 

for the FVM). Secondly, the objective of this work is to verify the accuracy of a uniform 

resolution formulation of SPH in modelling peristaltic motion and therefore the main interest 

is to test typical occlusions that occur in peristalsis, which range from 0.1 to 0.6.  

 

Figure 3.19: Volumetric flow rate at the mid cross-section over time for 𝝓 = 0.1 to 0.8 for the 

FVM model. 
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Figure 3.20: Dimensionless volumetric flow for 𝝓 = 0.1 to 0.8 for the FVM model. 

 

3.6.2. Pressure rise for zero time-mean flow 

There is also an analytical solution for a case where the ends of the tube are closed, and the 

peristaltic waves generate a pressure rise [130]. This situation may arise in some in vitro 

experiments and this work was done for an experiment at the time. The simulation was designed 

for an experiment in which support was provided (see Chapter 5) and therefore this case was 

simulated in a closed system. In this case, the dimensionless pressure rise over a wavelength 

(∆𝑃) can be calculated as a function of the amplitude ratio (𝜙) [130]: 

∆𝑃 = 8𝜙2
1 −

1
16𝜙

2

(1 − 𝜙2)
3
2

(3. 24) 

Given the ease with which this could be set up in the FVM, it was used to simulate this system. 

The inlet and outlet of the tube are treated as no-slip walls. All the other aspects of the setup 

are the same as in the periodic comparison case. The area-averaged static pressures at both the 

inlet and outlet are recorded at each time step, and their difference is calculated. The pressure 

difference over time is shown in Figure 3.21 and the dimensionless value calculated using 

equation 3.24 is compared with the analytical solution in Figure 3.22. The latter shows 

excellent agreement between the FVM results and the analytical values across all amplitude 

ratios. There is a very strong effect of amplitude ratio on the pressure rise with the value for a 

ratio of 0.8 becoming slightly noisy. 
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Figure 3.21: Pressure difference at the mid cross-section over time in FVM for a closed system. 

 

Figure 3.22: Dimensionless pressure difference from the FVM compared with analytic values 

for a closed system. 

This case was not simulated using the SPH model as at this stage it was evident that it is not 

needed for future stomach modelling. 

3.7. Conclusions 

Two numerical methods, FVM and SPH, are used to solve a peristaltic flow problem and results 

from these are compared with the analytical solution. Simulation results show that both 

methods yield very good agreement with the analytical model results across the large range of 

occlusion amplitudes that are found in peristalsis. The moving wall boundary condition results 
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in flows in the forward and reverse directions. As the occlusion ratio increases the forward flow 

component increases much faster than the negative component resulting in a significant 

increase in the net flow rate.  

The results of both approaches depend on the resolution of the simulation and the numerical 

schemes used but with sufficient resolution, the methods tend to have an asymptotic result that 

matches the analytic model. The spatial resolution in the FVM model depends on the mesh size 

and in the SPH model it depends on the chosen particle size. Both methods gave resolution 

independent results. In the FVM model, the mesh was refined near the wall but in the SPH 

model a constant particle size was used, as this was deemed to be the best choice for future 

work, meaning the number of particles needed would become prohibitive to resolve higher 

occlusion ratios.  

The underlying methodology of the two solvers meant that different assumptions were made 

in the two approaches. The FVM model assumed incompressible flow, used implicit time-

stepping and solved a Poisson’s equation to determine the pressure field. The SPH method 

assumed a weakly compressible flow, and an explicit time integration method, which required 

a characteristic numerical sound speed to be set based on the expected flow velocities to obtain 

the pressure field. Despite these differences, both methods gave the same well-resolved 

solution for the cases presented. This work also highlights the very different experience that is 

needed for use of these complementary solution methods.  

The effect of different parameters used in the SPH model was discussed in detail, which 

provides a comprehensive basis for further development of the stomach model using SPH. This 

work also validated the FVM for deforming mesh simulations. In the next Chapter, the coupling 

of this FVM with an FEA model is validated for later use in modelling an in vitro digestion 

experiment. 
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Chapter 4. Verification of Fluid-Structure Interaction 

Modelling for Wave Propagation in Fluid-filled Elastic Tubes 

The bulk of this chapter is published as X. Liu and D.F. Fletcher, “Verification of fluid-

structure interaction modelling for wave propagation in fluid-filled elastic tubes”, Journal of 

Algorithms and Computational Technology, vol. 17, 2023, doi: 10.1177/17483026231159793. 

4.1. Introduction 

The pulse wave velocity (PWV) is the pressure wave propagation speed in a fluid-filled elastic 

tube. Experimentally the PWV can be determined by using pressure sensors placed at a known 

distance along a tube. In blood flow, PWV is considered clinically as a measure of the 

performance of the arteries' stiffness, which explains the large amount of work performed in 

this area. The equations relating to PWV have been developed for over a century. The most 

famous is the Moens-Korteweg equation [145, 146], developed in 1878. They found that PWV 

depends on not only the elastic modulus of the structure but also the geometrical dimensions 

of the tube and the fluid density. This equation is derived based on many assumptions and only 

accounts for the most important factors. A critical review of the equation is given by Lambossy 

[147]. Studies were carried out later by other researchers to provide more precise information 

on wave propagation characteristics [148-153]. Most studies focused on estimating the elastic 

properties of the arterial wall and calculating the velocity of the blood flow through the 

measured PWV. Bergel [154-156] modified the Moens-Korteweg equation by including two 

more parameters into the calculation, which are the Poisson’s ratio and the ratio of thickness 

to outer radius of the tube. This modification compensates for the inaccuracies introduced from 

the thin wall assumption of the Moens-Korteweg equation. 

In the calculation of PWV, the arteries are assumed to be constrained axially, meaning that tube 

elongation is not considered. Therefore, the effect of tube constraints is not considered when 

estimating PWV in the circulatory system. However, it has been shown that the wave 

propagation velocity is also related to the longitudinal support of the tube [157-161]. Different 

tube constraints can cause different fluid behaviours in an elastic tube. This finding is very 

important, particularly for the water hammer phenomenon in pipeline systems.  

In this study, an investigation of wave propagation in a fluid-filled elastic tube is carried out 

through numerical simulation. The modelling of fluid structure interaction (FSI) has been of 

interest for decades. It describes the coupling of fluid dynamics and structural mechanics. 
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When a fluid leads to deformation, this can be quite large or very small, depending on the fluid 

properties and the structural properties. If the structural deformation is large enough, the fluid’s 

behaviour will change to accommodate the deformation and coupling must be performed 

iteratively.  

The aim of this study is to verify the FSI coupling method before it is used in the FSI study 

presented later in Chapter 5. Also, it provides valuable insights when stomach wall coupled 

motion is implemented in any future study. In this study, the accuracy of an FSI model is 

verified by comparing the simulation results with theoretical values. Firstly, different structural 

elements are used to build the elastic structure, and their behaviour for various wall thicknesses 

is discussed. Secondly, the effect of the material properties, which include the wall stiffness 

and Poisson’s ratio, are analysed. Thirdly, some additional parameters that are not present in 

the PWV equations are tested in the numerical model. These parameters include the density of 

the wall material, the fluid viscosity, and the ramp rate of the pressure pulse. The effect of all 

parameters is studied for two different longitudinal restraint conditions.  

4.2. Analytical solutions 

4.2.1. Pulse wave velocity 

The transient propagation of fluid in a thin-walled elastic tube has been studied by many 

researchers. The most well-known equation is the Moens-Korteweg equation [145, 146] is 

𝑐0 = √
𝐸ℎ

2𝜌𝑅𝑖
(4. 1) 

where 𝑐0 is the wave speed, 𝜌 is the fluid density, 𝑅𝑖 is the inner radius of the tube, ℎ is the 

tube wall thickness, and 𝐸 is the Young’s modulus of the wall material. 

The assumptions made in the derivation of the equation are listed below: 

i. The tube is filled with incompressible and inviscid fluid. 

ii. The wall thickness is very small compared with the radius. 

iii. The wall material is elastic and isotropic. 

iv. The effect of the Poisson’s ratio of the wall material is not considered. 

v. The wall only deforms radially. 

Bergel [155] modified the Moens-Korteweg equation by including the effect of Poisson’s ratio 

through the wall thickness. This correction compensates for the inaccuracies resulting from the 
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thin-wall assumption in the original equation. Although this correction accounts for the effect 

of the Poisson’s ratio, it is still assumed that the length of the tube does not alter.  

The modified wave speed becomes 

𝑐1 = 𝑐0 × √
(2 − 𝛾)

(2 − 2𝛾(1 − 𝜈 − 2𝜈2) + 𝛾2(1 − 𝜈 − 2𝜈2) − 2𝜈2)
(4. 2) 

where 𝜈 is the Poisson’s ratio, and 𝛾 = ℎ/𝑅𝑜, which is the ratio of the wall thickness to the 

outer radius. 

The effect of 𝜈 and 𝛾 is visualised in Figure 4.1. The wave speed increases as 𝜈 and 𝛾 increase. 

When 𝜈  = 0 and 𝛾 = 0, 𝑐1  = 𝑐0 . When 𝜈  = 0.5 and 𝛾 = 0.2, 𝑐1  is 15% faster than 𝑐0 . This 

correction is significant, especially for blood flow in the arteries. For arteries, 𝜈 is close to 0.5 

and 𝛾  ranges from 0.1 to 0.13, corresponding to a 12% increase in wave speed when 

considering the correction. 

 

Figure 4.1: The effect of Poisson’s ratio and the ratio of wall thickness to the tube radius on 

Bergel’s correction. 

 

4.2.2. Effect of tube constraints 

In the derivation of both the Moens-Korteweg equation and Bergel’s correction, the elastic tube 

is not allowed to elongate. The effect of different longitudinal tube constraints was investigated 

by Wylie et al. [157] theoretically. The wave speed formulas are modified based on whether 

longitudinal motion is allowed. Different coefficients are used based on the ratio of the wall 
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thickness to the inner radius. When the ratio 𝑦 = ℎ/𝑅𝑖  is smaller than 0.08, the tube is 

considered to have a thin wall. Otherwise, the wall is treated as being thick. 

Case (a) - When the tube is anchored against axial movement throughout, the tube is not 

allowed to elongate. The axial unit strain, 𝜉𝑎𝑥𝑖𝑎𝑙 = 0. This scenario is the same as that used to 

derive equation 4.2. A different approximation is made to that of Bergel, and the following 

equations are derived. 

For a thin-walled tube, the wave speed is  

𝑐2 =
𝑐0

√1 − 𝜈2
(4. 3) 

 

For a thick-walled tube, the wave speed is  

𝑐3 =
𝑐0

√𝑦(1 + 𝜈) +
2(1 − 𝜈2)
2 + 𝑦

(4. 4)
 

Case (b) - When axial movement is allowed along the tube, the axial stress, 𝜎𝑎𝑥𝑖𝑎𝑙 = 0 Pa. The 

wave speed equations are written below.  

For a thin-walled tube, the wave speed is 

𝑐4 = 𝑐0 (4. 5) 

For a thick-walled tube, the wave speed is 

𝑐5 =
𝑐0

√𝑦(1 + 𝜈) + (
2

2 + 𝑦)

(4. 6)
 

A comparison between Cases (a) and (b) can be seen in Figure 4.2. When 𝜈 = 0, the wave speed 

of Case (a) equals that of Case (b). When 𝜈 = 0.5, the wave speed of Case (b) is around 11% 

slower than that of Case (a). This means that the wave speed becomes slower when axial 

motion is allowed. The difference increases as the Poisson’s ratio increases. 
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Figure 4.2: The effect of tube constraints on elastic wave speed as a function of Poisson’s ratio. 

 

4.2.3. Radial displacement 

In an elastic tube, when a pressure pulse is applied, the radial displacement along the tube can 

be calculated based on the simple equation below derived from the analytical solution of 

Womersley [150, 152]. However, this equation only applies when the tube is constrained 

axially. 

𝛿𝑟 =
𝑝(𝑧, 𝑡)𝑅2(1 − 𝜈2)

𝐸ℎ
(4. 7) 

where 𝑝(𝑧, 𝑡) is the pressure distribution at axial distance 𝑧, at time 𝑡. 

In the simulation, a linearly increasing pressure is applied at the inlet of the fluid domain. The 

pressure at the inlet follows the following equation: 

𝑝(0, 𝑡) = 𝑘𝑡 (4. 8) 

where 𝑘 is a constant.  

Therefore, when the tube is constrained axially the radial displacement at the inlet can be 

calculated from the equation below: 

𝛿𝑟0(t) =
𝑘𝑡𝑅2(1 − 𝜈2)

𝐸ℎ
(4. 9) 
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4.2.4. Effect of fluid compressibility 

The fluid is assumed to be incompressible in the Moens-Korteweg equation. By taking the fluid 

compressibility into account, the wave speed can be calculated using [147]: 

𝑐6 = √
1

𝜌 (
1
𝐾 +

2𝑅
𝐸ℎ
)

(4. 10) 

The relationship between 𝑐6 and 𝑐0 is: 

𝑐6 = √
1

(
𝜌
𝐾 +

1
𝑐0
)

(4. 11) 

where 𝐾 is the bulk modulus of fluid.  

The density of common fluids is of the order of 103 kg/m3, and the bulk modulus is of the order 

of 109 kPa. Therefore, 𝜌/𝐾 is very small compared with the inverse propagation speed, and it 

is reasonable to assume the fluid to be incompressible when calculating the wave speed. 

However, it should be noted that if gas is present in the fluid, the effect of the mixture 

compressibility becomes significant, and the wave speed can be reduced dramatically. Detailed 

calculations can be found in Kobori et al. [162] and Pearsall [158].  

4.3. Numerical model 

Ansys System Coupling 2021R1 is used to set up the fluid-structure interaction in this study. 

Ansys Fluent is used to perform the fluid flow analysis, while Ansys Mechanical is used to 

conduct the structural analysis. The geometry constructed is shown in Figure 4.3. 

 

Figure 4.3: Geometry of the numerical model: showing the fluid region (coloured in blue) and 

solid region (coloured in orange). 
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The parameters listed in Table 4.1 are used to construct the numerical model. The parameters 

include the tube geometry, the properties of the fluid inside the tube, and the mechanical 

properties of the wall material. 

Table 4.1: Parameters used in the baseline numerical model. 

Geometrical dimensions 

Radius 𝑅 0.002 m 

Thickness ℎ 0.0001 m 

Length 𝐿 0.08 m  

Ratio of wall thickness to outer radius  𝛾 0.048 

Ratio of wall thickness to inner radius  𝑦 0.05 

Wall properties 

Density 𝜌𝑠 1000 kg/m3 

Young’s modulus  𝐸 1 × 106 Pa 

Poisson’s ratio 𝜈 0.4999 

Fluid properties 

Dynamic viscosity 𝜇 0.001 Pa.s 

Density 𝜌 1000 kg/m3 

Pressure ramp rate 𝑘 35,250 Pa/s 

 

4.3.1. Fluid model 

Computational Mesh 

The fluid model is developed using ANSYS Fluent, version 2020R1. A size control of 0.5 mm 

is used to generate the mesh in the fluid domain, shown in Figure 4.4. It has 14,720 nodes and 

18,796 cells with 3 inflation layers. The minimum orthogonal quality of the mesh is 0.72, and 

the maximum skewness is 0.28. Mesh refinement tests showed this level of mesh refinement 

to be sufficient. 
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Figure 4.4: Computational mesh on the fluid domain. 

 

Conservation equations 

The mass and momentum conservation equations for incompressible flow with a moving mesh 

are given by equations (3.21) and (3.22) presented previously in Chapter 3. 

Setup  

The entrance of the tube is set as a pressure inlet with a linearly increasing pressure applied 

(equation 4.8). The exit is set as a pressure outlet (static pressure of 0 Pa). The no-slip condition 

is applied at the tube wall. A dynamic mesh model is enabled, which allows the shape of the 

domain to change with time. The diffusion-based smoothing method is chosen to diffuse the 

boundary motion throughout the interior mesh. The inlet and outlet of the tube are allowed to 

deform in the planes normal to the axial direction. The tube wall is set as a system coupling 

zone, which transfers data to and from the structural model. The simulated fluid properties are 

listed in Table 4.1.  

The second-order implicit transient, pressure-based solver is used to conduct the analysis. The 

coupled scheme is used, which means the momentum and pressure correction equations are 

solved in a fully coupled manner. Gradients are determined using the least-squares cell-based 

option, the pressure is determined using the second-order method, and the second-order upwind 

scheme is used for the momentum equation. Converged solutions are achieved when the 

residual values for continuity, 𝑥, 𝑦 and 𝑧 velocities are below 10–5. The residual values are 

calculated based on the locally scaled Root Mean Square (RMS) errors. 
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4.3.2. Mechanical model 

Element type and mesh 

Three types of elements can be used in Ansys Mechanical to construct the tube: shell, solid, 

and solid shell. Details are given in Table 4.2. Figure 4.5 shows the recommended selection 

criterion, which depends on the aspect ratio, γ. 

 

Figure 4.5: Element type selection criteria. Based on Akin [163]. 

 

Shell elements are two-dimensional (2D) and are only suitable for modelling thin structures. 

In a shell model, the structure is represented by a single plate at the mid-surface. Without the 

thickness dimension, shell elements cannot achieve precise stress and strain profiles through 

the wall thickness. Each node of the shell element has six degrees of freedom to compensate 

for the geometric limitation. In addition to the degrees of freedom in translation, the shell 

element has degrees of freedom in rotations. Therefore, shell elements can capture the bending 

behaviour at each node explicitly.  

Solid elements are well suited for modelling three-dimensional (3D) thick structures because 

they can simulate the stress and strain profile through the thickness. However, solid elements 

cannot capture bending behaviour due to the lack of degrees of freedom in rotations. Shear 

locking occurs when solid elements are used for thin walls. It means that the structure becomes 

artificially stiffer than its actual stiffness.  

Solid shell elements are designed for simulating thin structures. The solid shell model 

represents the solid structure using a single-layered solid element. The single-layered solid 

element allows the model to obtain the stress and strain profile through the thickness. Solid 

shell elements can overcome shear locking when their thickness is small enough due to their 

unique kinematic formulations [164].  
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 Table 4.2: Structural element comparison based on the Ansys manual [165]. 

 Shell Solid Solid shell 

Element 

code 

in Ansys 

SHELL181 SOLID185 SOLSH190 

Geometry 
 

 
 

Element 
4-node  

structural shell 

8-node  

structural solid 

8-node structural 

solid shell 

Degrees of 

freedom 

Six:  

translations and rotations 

in the nodal 𝑥, 𝑦, and 𝑧 

directions 

Three: translations in 

the nodal 𝑥, 𝑦, and 𝑧 

directions 

Three:  

translations in the 

nodal 𝑥, 𝑦, and 𝑧 

directions 

 

Different element types are used to build the same model to test their effect. An element size 

of 0.5 mm is used in all three models. The shell model is represented by a single plate. The 

solid model has three layers, while the solid shell model only has one. The cross-sectional mesh 

constructed with different element types are shown in Figure 4.6. The mesh statistics for the 

different structural models are summarised in Table 4.3.  

 

(a)                                            (b)                                            (c)  

Figure 4.6: Cross-sectional mesh on the structural domain for thickness of 0.1 mm (a) shell; (b) 

solid; (c) solid shell. 
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Table 4.3: Mesh statistics for the different structural models. 

 Shell Solid Solid shell 

Number of nodes in the model 4,502 18,032 9,016 

Number of elements in the model 4,480 13,440 4,480 

 

Equation of motion 

The equation of motion for a linear elastic, homogeneous, isotropic medium is given by [166]: 

𝜌𝑠
𝜕2𝒖

𝜕𝑡2
= 𝒇 + ∇𝝈 (4. 12) 

where 𝜌𝑠 is the instantaneous solid density, 𝒖 is the displacement vector, 𝒇 is the body force 

(henceforth ignored), and 𝝈 is the stress tensor. 

Using conservation of mass, the instantaneous density, 𝜌𝑠, can be related to the initial material 

density, 𝜌0, via  

𝜌𝑠 = 𝜌0det (𝐹) (4. 13) 

where det denotes the determinant and 𝐹 is the deformation gradient, which is defined by  

𝐹 = 
𝜕𝒖

𝜕𝑿
(4. 14) 

where 𝑿 is the location of the undeformed model. 

In addition, it is readily shown that the strain tensor, 𝒆, can be calculated from the displacement 

via  

𝒆 =  
1

2
(∇𝐮 + (∇𝐮)𝑇) (4. 15) 

For an isotropic media, the stress tensor is given by  

𝝈 = 𝜆tr(𝒆)𝑰 + 2𝐺𝒆 (4. 16) 

where 𝑰  is the identity tensor, tr denotes the trace of a tensor and 𝜆  and 𝐺  are the Lamé 

constants. However, it is usual to work with the Young’s modulus, 𝐸, and the Poisson’s ratio, 

𝜈, which are related to the Lamé constants as follows 

   𝜆 =  
𝐸𝜈

(1 + 𝜈)(1 − 2𝜈)
(4. 17) 
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   𝐺 =  
𝐸

2(1 + 𝜈)
(4. 18) 

where 𝐺 is the shear modulus (usually written as 𝜇, but 𝜇 is used for the fluid viscosity in this 

study). 

Using equations 4.14, 4.19 and 4.20, the equation of motion can be rewritten as  

𝜌𝑠
𝜕2𝒖

𝜕𝑡2
= (𝜆 + 2𝐺)∇(∇. 𝒖) − 𝐺∇ × ∇ × 𝒖   (4. 19) 

Setup 

The inner surface of the wall is set as a fluid-solid interface, which transfers information 

between the solid and fluid. Axial displacement is constrained in the structure. The material 

properties of the wall material are listed in Table 4.1. Large deflections are enabled to allow 

accurate calculation of the material deformation. The sparse matrix direct solver is used. 

4.3.3. Coupling model 

Setup 

Ansys System Coupling, version 2021R1, is used to couple the fluid and structural analyses. A 

two-way data transfer is performed at the interface. The pressure impulse at the inlet causes the 

fluid to flow along the tube. The force at the fluid interface is then transferred across the 

structural interface, causing the structural model to deform. The structural displacement 

information is then transferred back to the fluid domain. This is continued until convergence is 

obtained. 

The analysis setup for the FSI model is controlled in the System Coupling setup. The duration 

of the analysis was set as 0.006 s. A timestep of 0.0005 s was selected after assessing the 

timestep effect upon results. The maximum number of coupling iterations was set to 20, while 

13 were usually needed for convergence. Quasi-Newton stabilisation was activated to achieve 

convergence. This method is derived from an interface quasi-Newton coupling algorithm with 

an approximation for the inverse of the Jacobian (IQN-ILS) [167]. The initial relaxation factor 

applied during the start-up iteration was set to 0.01. The maximum number of time steps to be 

retained in the Quasi-Newton history was set to one. Data transfers at the interface were 

deemed to have converged when the globally scaled RMS of the residual values are below 

0.01. Ten cores of Intel(R) Xeon Bronze 3204, @1.90 GHz processor with 64 GB RAM were 
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used to run the model. Two cores were used for the Mechanical solver and eight cores were 

used for the Fluent solver during the simulation. 

4.4. Model verification 

4.4.1. Effect of structural element type and wall thickness 

The effect of the structural element type is examined by building the same model using 

different element types. Figure 4.7 shows the radial mesh displacement along the tube when 

using shell elements. The pressure impulse at the inlet increases over time, causing mesh 

displacement to gradually increase. The simulation ends before the wave reaches the end of the 

tube as it would cause reflections and disturb the profiles. All models show a very similar 

pattern.  

 

Figure 4.7: Radial mesh displacements along the tube with shell elements. 

 

The radial displacement at the inlet over time is recorded and compared with the theoretical 

results following equation 4.9. Results show a high level of accuracy for different wall 

thicknesses. 
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Figure 4.8: Radial displacements at the inlet compared with the analytical solution for various 

wall thicknesses with shell elements. 

 

The wave speeds are estimated by calculating the distance travelled by the wave over time. The 

calculated wave speeds for different structural models are shown in Figure 4.9. The simulation 

results from all models are very similar when 𝑦 is smaller than 0.1. The trends begin to deviate 

as the wall gets thicker. When 𝑦 > 0.1, 𝑐3 provides a better alignment with the solid and solid 

shell models compared with the shell model. These results are consistent with the structural 

element selection criteria shown in Figure 4.5. Solid shell and solid elements provide more 

accurate results when the wall is relatively thick. Moreover, the solid shell model and solid 

model produce very similar results. Therefore, the solid shell model is used to represent a solid 

model in the subsequent studies because it is much less computationally expensive.  
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Figure 4.9: The effect of wall thickness on wave speed for different element types. 

 

4.4.2. Mesh independence studies 

A mesh-resolution study was performed by reducing the element size from 0.5 mm to 0.25 mm. 

Simulation results are compared against the analytical propagation speed 𝑐1 as it provides a 

better result when 𝑦 is smaller than 0.1. Figure 4.10 shows that both models give the same 

solution, demonstrating mesh independence in both models.  
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(a) 

 

(b) 

Figure 4.10: Mesh resolution studies (a) shell model; (b) solid shell model. 

 

4.4.3. Timestep independence study 

A timestep independence study is presented in this section. A reduced timestep of 0.2 ms 

instead of 0.5 ms was tested. Figure 4.11 shows that the results are timestep independent in 

both models. 
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(a) 

 

(b) 

Figure 4.11: Timestep independence studies (a) shell model; (b) solid shell model. 

 

4.5. Discussion 

4.5.1. Effect of wall stiffness 

The tube is constrained axially 

The effect of wall stiffness is examined in the simulations and the results for the propagation 

speed are compared with the analytical value 𝑐1. As shown in Figure 4.12, both models show 
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good agreement. The wave speed increases as the wall stiffness increases and the data fit 

perfectly with equation 4.2. The radial displacement at the inlet for different wall stiffnesses 

fits very closely with equation 4.9. 

 

(a) 

 

(b) 

Figure 4.12: The effect of wall stiffness when the tube is constrained axially on: 

(a) wave speed; (b) radial displacement. 

 

The axial stress and strain profiles are shown in Figures 4.13 and 4.14, respectively. When the 

tube is constrained axially, axial strain along the tube is zero while the axial stress varies along 

the tube. These profiles match very well with the assumption of Case (a) from Wylie et al. 

[157]. 
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Figure 4.13: Axial stress profile when the tube is constrained axially, E = 1000 kPa. 

 

 

Figure 4.14: Axial strain profile when the tube is constrained axially, E = 1000 kPa. 

 

The tube is free to elongate 

When the tube is free to elongate, the simulated wave speeds are compared with the values for 

wave speed 𝑐4. Without the axial constraint, the wave speeds become slower, while the radial 

displacement becomes larger. The axial stress and strain profiles are shown in Figures 4.16 

and 4.17, respectively. The axial stress along the tube is zero, while the axial strain varies along 

the tube. These profiles also match well with the assumption of Case (b) from Wylie et al. 

[157].  
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(a) 

 

(b) 

Figure 4.15: The effect of wall stiffness on wave speed when the tube is free to elongate: (a) wave 

speed; (b) radial displacement. 
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Figure 4.16: Axial stress profile when the tube is free to elongate, E = 1000 kPa. 

 

 

Figure 4.17: Axial strain profile when the tube is free to elongate, E = 1000 kPa. 

 

4.5.2. Effect of Poisson’s ratio 

The tube is constrained axially 

The effect of Poisson’s ratio is examined when the tube is constrained axially. Figure 4.18 

shows that as the Poisson’s ratio increases, wave speeds from both models increase, following 

the trend of the analytic solution yielding the wave speed 𝑐1. When the Poisson’s ratio increases 

from 0 to 0.5, the wave speed increases by 15% in the shell model and 6% in the solid shell 

model. The radial displacement at the inlet with different wall stiffness matches well with 

equation 4.9. 
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(a) 

 

(b) 

Figure 4.18: The effect of Poisson’s ratio when the tube is constrained axially: 

(a) wave speed; (b) radial displacement. 

 

The tube is free to elongate  

When the tube is free to elongate, the Poisson’s ratio does not have a significant impact on 

either the wave speed or the radial displacement. When the Poisson’s ratio is increased from 0 

to 0.5, the wave speed for both models decreased by only 2%.  
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(a) 

 

(b) 

Figure 4.19: The effect of Poisson’s ratio when the tube is free to elongate 

(a) wave speed; (b) radial displacement. 

 

4.5.3. Effect of wall material density 

In the theoretical PWV calculation, the effect of the added mass, which is the wall mass and 

the fluid that moves with it, is not considered. In the study of Morgan and Ferrante [149], the 

effect of solid density was discussed. The study was then extended by Womersley [152], 

examining the effect of mass-loading of the solid. He stated that the wall material density only 
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affects the wave speed if the tube constraint allows longitudinal motion. Womersley [152] 

defined the term 𝐾𝑚𝑙 to include the effect of mass-loading and longitudinal constraint: 

𝐾𝑚𝑙  = (1 +
ℎ𝑠
ℎ
∙
𝜌𝑠𝑅𝑠
𝜌𝑅𝑖

) (1 −
𝑚2

𝑛2
) (4. 20) 

where 𝐾𝑚𝑙 is related to the wave speed, ℎ𝑠, 𝜌𝑠, and 𝑅𝑠 are the thickness, density, and mean 

radius of a tube that provides the added mass of the solid, 𝑚 is the natural frequency of the 

longitudinal constraint, and 𝑛 is the frequency of the pressure pulse.  

 If 𝑚 = 𝑛, 𝐾𝑚𝑙 = 0, the tube behaves as if there is no mass loading. If the longitudinal 

constraint is stiff enough to prevent any longitudinal motion of the wall, 𝑚 ≫ 𝑛 and 𝐾𝑚𝑙 →

−∞. In this case, the value of 𝜌𝑠 does not have any effect. However, if the constraint is not 

very stiff and leads to longitudinal motion, 𝐾𝑚𝑙 is related to the ratio of 𝜌𝑠/𝜌. In this section, 

the effect of the wall material density is estimated through numerical simulations. 

The tube is constrained axially 

When the tube is constrained axially, results for the effect of the wall material density are 

shown in Figure 4.20. The largest difference between the results is only 3%. Therefore, the 

wall material density does not have a significant impact on either the wave speed or radial 

displacement when the tube is constrained axially. 
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(a) 

 

(b) 

Figure 4.20: The effect of wall material density when the tube is constrained axially 

(a) wave speed; (b) radial displacement. 

 

The tube is free to elongate 

When the tube is free to elongate, the wall material density shows an effect on both wave speed 

and radial displacement, as shown in Figure 4.21. When the density increases from 1,000 kg/m3 
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to 10,000 kg/m3, the wave speed decreases by around 16%. It also has an impact on radial 

displacement. However, the radial displacement at the inlet is almost the same when the density 

increases from 5,000 kg/m3 to 10,000 kg/m3. 

 

(a) 

 

(b) 

Figure 4.21: The effect of wall material density when the tube is free to elongate 

(a) wave speed; (b) radial displacement. 

 

4.5.4. Effect of fluid viscosity 

The fluid is assumed to be inviscid in the PWV calculation to simplify the equations. However, 

the fluid viscosity affects the wave velocity significantly according to Womersley [150] and 

Bergel [154]. In this section, the effect of the fluid viscosity is examined through numerical 

simulation. 
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The tube is constrained axially 

Fluid viscosity has a significant impact on wave speed when the tube is constrained axially. 

There is a 10% difference when the viscosity is changed from 0.001 Pa.s to 0.1 Pa.s, as can be 

seen in Figure 4.22(a). However, the radial displacement remains the same when the fluid 

viscosity is changed (see Figure 4.22b).  

 

(a) 

 

(b) 

Figure 4.22: The effect of fluid viscosity when the tube is constrained axially 

(a) wave speed; (b) radial displacement. 
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The tube is free to elongate 

The wave speed is also affected by fluid viscosity when the tube is free to elongate, as seen in 

Figure 4.23(a). When the fluid viscosity is increased from 0.001 Pa.s to 0.1 Pa.s, the wave 

speed decreases by around 16%. The radial displacement decreases when the fluid viscosity 

increases up to 0.01 Pa.s, and then the effect is small (see Figure 4.23b).  

 

(a) 

 

(b) 

Figure 4.23: The effect of fluid viscosity when the tube is free to elongate 

(a) wave speed; (b) radial displacement. 
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4.5.5. Effect of pressure ramp rate 

The tube is constrained axially 

The effect of the pressure ramp rate is examined when the tube is constrained axially. As shown 

in Figure 4.24, the wave speeds remain the same in both models when the pressure ramp rate 

changes. The radial displacement results fit almost perfectly with the results from equation 4.9. 

 

(a) 

 

(b) 

Figure 4.24: The effect of pressure ramp rate when the tube is constrained axially 

(a) wave speed; (b) radial displacement. 
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The tube is free to elongate 

When the tube is free to elongate, the wave speed also remains unchanged when the pressure 

ramp rate is changed, as shown in Figure 4.25(a). The radial displacement at the inlet also 

increases in this case, as shown in Figure 4.25(b). 

 

(a) 

 

(b) 

Figure 4.25: The effect of pressure ramp rate when the tube is free to elongate 

(a) wave speed; (b) radial displacement. 
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4.6. Conclusions 

Model verification is crucial for simulation development. In this study, the accuracy of the 

Ansys System Coupling approach to model FSI of wave propagation in a fluid-filled tube is 

verified. The choice of structural element type is shown to be important when modelling 

different wall thicknesses and for moderately thick walls solid shells gave the best results.  

Specifically, if the ratio of the wall thickness to the tube inner radius is less than 0.1 (y < 0.1), 

shell elements perform best and above this ratio solid shell or solid elements are required. This 

corresponds closely with the limit set by Wylie et al. [157] of y < 0.08 for a tube to have thin 

walls. Where applicable, solid shells are preferred over solids due to their lower computational 

cost. 

The tube constraint has an impact on the axial stress and strain profiles of the elastic tube 

material, as presented and discussed in this study. The simulation results also show the effect 

of the tube materials, tube constraints and fluid properties, which are not readily available from 

theoretical studies.  

Importantly, it can be concluded that the solution methodology presented here is suitable for 

the simulation of a peristaltic mixing experiment that forms the subject of the next chapter. 
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Chapter 5. FSI Simulation of An In Vitro Gastric Digestion 

Model 

The modelling in this Chapter uses the unpublished experimental data of Chao Zhong, a PhD 

student working under the supervision of Prof. Tim Langrish at The University of Sydney. The 

experiments were developed and refined during the course of this thesis, as data were regularly 

shared and discussed between the experimental and modelling teams.  

5.1. Introduction 

The flow motion inside our digestion system is very complicated due to the complex geometry 

and gastric motility. Researchers have been using human or animal models to conduct in vivo 

studies, which are invasive and require difficult ethical approval [168, 169]. Apart from in vivo 

studies, many in vitro stomach models have also been developed to understand the complex 

digestion process [170-175]. Compared with in vivo models, in vitro experiments are easier to 

perform, more controllable, and more factors can be taken into consideration. However, the 

limitations of in vitro experiments lie in visualizing the flow pattern and understanding the 

mechanisms. In the past two decades, computational techniques have been introduced to model 

the gastric digestion process. Several in silico models have been developed to study the fluid 

mechanisms in the stomach as mentioned in Chapter 2. With the use of in silico models, the 

fluid flow can be visualized easily. They can also be used to optimize the experimental design 

based on the simulation results.  

In this study, a new approach is proposed using Fluid-Structure Interaction (FSI) to study the 

interaction between the fluid flow and the structural change in a digestion mixing system. The 

computational model is built based on a real in vitro intestinal peristalsis model made of a 

deforming transparent elastic material. Dye is injected into the experiment to explore the 

mixing behaviour. During the peristaltic motion, the location of the dye is tracked and 

compared in both models. 

5.2. In vitro model setup 

The in vitro model consists of an elastic, semi-transparent and deformable chamber that is made 

of thermoplastic polyurethane (TPU). Four pistons are used to compress the chamber, 

mimicking the peristaltic motion. The experimental setup is shown in Figure 5.1. Fluorescein 

dye is injected into the chamber from a long vertical tube at the left.  
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Figure 5.1: Experimental setup for the intestinal peristalsis system (courtesy of Chao Zhong). 

After the dye is injected, it moved along the elastic tube as the pistons compressed the chamber. 

In the experiment, the transportation of the dye is recorded via the fluorescein concentration 

and image colour analysis. The location of the dye is captured by the camera for the 

visualisation setup shown in Figure 5.2. The colour at five points along the centreline of the 

tube are recorded and converted to dye concentration by image analysis and colour calibration. 

 

Figure 5.2: Dye visualization setup in the experiment (courtesy of Chao Zhong).  

 

5.3. Numerical model setup 

The FSI analysis in this study is performed using Ansys System Coupling 2022R1. The fluid 

dynamics analysis is conducted using Ansys Fluent, version 2022R1, using the finite volume 
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method (FVM). The transient structural analysis is developed using Ansys Mechanical, version 

2022R1, using the finite element method (FEM). During the simulation, the Fluent and 

Mechanical solvers run simultaneously while data at the interface are transferred between them 

via System Coupling 2022R1. A flowchart of the FSI analysis is shown in Figure 5.3 below. 

 

Figure 5.3: Flowchart of the FSI analysis. 

 

5.3.1. Fluid model 

The fluid model is set up via the following steps: constructing the fluid geometry, generating 

the mesh, defining the boundary conditions and initial dye region, setting up the system 

coupling region, and choosing the solver.  

Geometry 

Ansys SpaceClaim is used to construct the fluid domain, containing the main mixing chamber 

and a riser tube. The riser tube contains a vertical part and a 90° bend connected to the chamber. 

In the experiment, a smaller tube inside the riser tube is used to inject the dye into the system. 

The location of the small inner tube is fixed using 3D-printed supports. The fluid flow domain 

and the 3D-printed support geometries are shown in Figure 5.4. 
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(a) front view 

 

(b) cross-sectional view 

Figure 5.4: Fluid flow geometry. 

 



109 

 

Computational Mesh 

Ansys Fluent Watertight Geometry meshing template is used to generate the mesh in the fluid 

region. It has 930,000 cells with a minimum orthogonal quality of 0.25. It comprised tetrahedral 

elements with inflation at the wall. The mesh sizing is chosen based on test cases conducted 

previously. 

 

Figure 5.5: Computational mesh on the fluid domain. 

Model description 

The transient, pressure-based solver is used to solve for turbulent flow. The Reynolds number 

is around 3,000 (see later), which means it is a turbulent flow, but the Reynolds number is low, 

lying within the laminar-turbulent transition regime. The SST k-ω model [176] is used to 

simulate the turbulent flow as it behaves well even at lower Reynolds numbers because of its 

ability to integrate to the wall.  

Conservation and closure equations 

The conservation equations for mass, momentum and species transport are listed below. 

Compressible flow equations are solved so that artificial compressibility can be used to make 

the solution more stable, as observed by La Spina [177], and was found to be especially 

important here when high pressures develop during convergence (see later).  

Conservation of mass for a compressible fluid flow gives: 

𝜕𝜌

𝜕𝑡
+ 𝛻 ∙ 𝜌(𝒖 − 𝒖𝑔) = 𝟎 (5. 1) 

where 𝜌 is the fluid density, 𝑡 is time, 𝒖 is the fluid velocity, and 𝒖𝑔  is the velocity of the 

moving mesh. 

The Tait equation of state is used to represent compressible liquids in Ansys Fluent. A 

nonlinear relationship between liquid density and pressure under isothermal conditions is 

applied: 

(
𝜌

𝜌0
)
𝑛

= 
𝐾

𝐾0
(5. 2) 
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where 𝜌0 is the reference liquid density, 𝑛 is the density exponent, 𝐾0 is the reference bulk 

modulus, 𝐾 is the bulk modulus at pressure, 𝑃, and is equal to 

𝐾 = 𝐾0 + 𝑛∆𝑃 (5. 3) 

where 

∆𝑃 = 𝑃 − 𝑃0 (5. 4) 

The density ratio is limited to a range: 

𝜌𝑟,min <
𝜌

𝜌0
< 𝜌𝑟,max (5. 5) 

where 𝜌𝑟,min is the minimum density ratio limit, and 𝜌𝑟,max is the maximum density ratio limit. 

Conservation of momentum gives: 

𝜕(𝜌𝒖)

𝜕𝑡
+ 𝛻 ∙ (𝜌(𝒖 − 𝒖𝑔) ⊗ 𝒖) = −𝛻𝑃 + 𝛻 ∙ 𝜇eff(𝛻𝒖 + 𝛻𝒖

𝑇) (5. 6) 

where 𝜇eff is the sum of the laminar and turbulent dynamic viscosities. 

The transport equations for the turbulence kinetic energy (𝑘) and the turbulence eddy frequency 

(𝜔) are [176]: 

𝜕

𝜕𝑡
(𝜌𝑘) + 𝛻. (𝜌(𝒖 − 𝒖𝑔)𝑘) = 𝛻. [(𝜇 +

𝜇𝑡
𝜎𝑘1

)𝛻𝑘] + 𝑃𝑘 − 𝛽
∗𝜌𝑘𝜔 (5. 7) 

𝜕

𝜕𝑡
(𝜌𝜔) + 𝛻. (𝜌 (𝒖 − 𝒖𝑔)𝜔) =

𝛻. [(𝜇 +
𝜇𝑡
𝜎𝜔1

)𝛻𝜔] + (1 − 𝐹1)2𝜌
1

𝜎𝜔2𝜔
𝛻𝑘. 𝛻𝜔 + 𝛼1

𝜔

𝑘
𝑃𝑘 − 𝛽𝑖𝜌𝜔

2 (5. 8)
 

where 𝜎𝑘1 = 1.176, 𝛽∗ = 0.09, 𝜎𝜔1 = 2.0,𝜎𝜔2 = 1.168,𝛼1 = 0.52 and 𝛽𝑖 = 0.075. 

The turbulence production rate (𝑃𝑘) is given by: 

𝑃𝑘 = 𝜇𝑡𝛻𝒖. (𝛻𝒖 + 𝛻𝒖
𝑇) (5. 9) 

The blending function, 𝐹1, is a function of both the near-wall distance and the local values of 

𝑘 and 𝜔; 

𝐹1 = tanh(Φ1
4) (5. 10) 

where 
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Φ1 = min(max (
√𝑘

𝛽′𝜔𝑦
,
500𝜈

𝑦2𝜔
) ,

4𝜌𝑘

𝐶𝐷𝑘𝜔𝜎𝜔2𝑦2
) (5. 11) 

𝑦 is the near-wall distance, 𝜈 the kinematic viscosity, and  

𝐶𝐷𝑘𝜔 = max(2𝜌
1

𝜎𝜔2𝜔

𝜕𝑘

𝜕𝑥𝑗

𝜕𝜔

𝜕𝑥𝑗
, 1.0 × 10−10) (5. 12) 

𝐹1 is expected to be 1.0 inside the boundary layer and zero outside. A second blending function, 

𝐹2, is used to explicitly limit the eddy viscosity inside the boundary layer (𝜇𝑡) [176] 

𝜇𝑡 =
𝛼1𝜌𝑘

max(𝛼1𝜔, 𝑆𝐹2)
(5. 13) 

where 𝛼1 is a constant, set to be 0.31. 𝑆 is the magnitude of the shear strain rate. 

The second blending function is given by; 

𝐹2 = tanh(Φ2
2) (5. 14) 

where 

Φ2 = max(
2√𝑘

𝛽′𝜔𝑦
,
500𝜈

𝑦2𝜔
) (5. 15) 

Conservation of species mass gives:  

𝜕(𝜌𝑌dye)

𝜕𝑡
+ 𝛻 ∙ (𝜌(𝒖 − 𝒖𝑔)𝑌dye) = 𝛻 ∙ (𝜌𝐷eff𝛻𝑌dye) (5. 16) 

where 𝑌dye  is the mass fraction for the dye species, and  𝐷eff  is the effective diffusion 

coefficient, given by: 

𝐷eff = 𝐷 + 
𝜇𝑡
𝜌𝜎𝑌

(5. 17) 

where the turbulent Schmidt number is set to the default value of 0.7. 

Model setup  

The compressible liquid has a reference density (𝜌0) of 1000 kg/m3, a reference bulk modulus 

(𝐾) of 100 kPa, a density exponent (𝑛) of 1, and a density ratio limit of 0.9 (𝜌𝑟,𝑚𝑖𝑛) to 1.1 

(𝜌𝑟,𝑚𝑎𝑥). It means that the density of the liquid (𝜌) can vary from 990 to 1100 kg/m3. The 
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species transport model is selected to simulate the mixing between the water and fluorescein 

solution (dye). Water and dye are assumed to have the same properties. The species diffusion 

coefficient (𝐷) is set to 4.2 × 10−10 m2/s. All walls are set to have no slip and no flux of dye. 

The boundary that is open to the atmosphere is set as a pressure opening (static pressure of 0 

Pa).  

A dynamic mesh model is activated to specify the system coupling zone. The diffusion-based 

smoothing method is chosen so that the boundary motion can diffuse uniformly throughout the 

interior mesh, which are deformed smoothly to maintain a high quality [142]. The deforming 

boundary cells are remeshed when the cell skewness is higher than 0.9. The region coloured in 

red in Figure 5.6 is set as a system coupling zone, which transfers data to and from the structural 

model.  

 

Figure 5.6: Coupling wall region for the fluid domain, shown in red. 

To set up the initial condition, the fluid domain is filled with water. Then a small region is 

patched with the dye, as shown in Figure 5.7. The regions in blue colour represent water, while 

the region in red colour represents dye. The initial dye concentration is 0.3 g/L with a total 

mass of 1.9 mg. 
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Figure 5.7: Initial dye region, with the dye shown in red. 

To record the dye concentration, five locations along the centreline of the tube are selected. In 

the experiment, the dye concentration at each location is measured through colour calibration. 

The TPU material used is not fully transparent and the clear colour observation range is tested 

to be 10 mm from the surface. Therefore, in the simulation, a line is drawn into the flow from 

each visualisation point. The average dye concentration along the entire line and 10 mm from 

the surface, as shown in Figure 5.8, are recorded every 0.1 s to accommodate the uncertainty 

in the experimental observation window. 

 

(a) 

 

(b) 

Figure 5.8: Monitors used to record dye concentrations  

(a) average over the entire line; (b) average over 10 mm from the surface. 
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Solution method 

The PISO pressure-velocity coupled scheme is used to solve the equations and the first-order 

implicit transient formulation. Gradients are determined using the least-squares cell-based 

option, the pressure is determined using the second-order method. The first-order upwind 

scheme is used for the density and turbulence variables. The second-order upwind scheme is 

used for the momentum equations and the dye concentration.  

Converged solutions are achieved when residual values for the continuity, 𝑥, 𝑦, 𝑧 velocities, 

turbulence quantities and dye mass fraction are below 10−3. The residual values are calculated 

based on the globally scaled Root Mean Square (RMS) value of the error vector. The maximum 

iteration number for each coupling step was set to 50, while usually 20 were needed for 

convergence. 

5.3.2. Structural model 

The first step of setting up the mechanical model is to define the material properties of the 

bodies. Connections are defined between the deformable body, supporting body, and pistons. 

The deformable body is then divided into a finite number of elements through meshing. After 

setting up loads and support, the analysis is made using the FEA solver. 

Geometry 

Ansys SpaceClaim is used to construct the structural domain. It is composed of three parts: the 

main body where the peristaltic motion occurred, four pistons that are used to compress the 

main body, and the supporting structure. The structural geometry is shown in Figure 5.9. The 

main body (coloured in green) is deformable. Both the pistons (coloured in purple) and the 

supporting body (coloured in pink) are treated as rigid bodies.  
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(a) 

 

(b) 

Figure 5.9: Geometry of the structure  

(a) with the supporting body (b) without the supporting body. 

 

Material 

Thermoplastic Polyurethane (TPU) is used to construct the deforming body of the model. 

Based on the results from mechanical testing by the experimentalists, the Young's modulus and 

Poisson's ratio of the material are set to 15.5 MPa and 0.45, respectively.  

Connections 

The main body of the system can be easily deformed by the pistons due to the elasticity of the 

TPU material. To hold the main body in place, it is crucial to define the connections between 

the main body and its nearby bodies properly. The connections between the main body and the 

pistons are defined as frictional with a frictional coefficient of 0, meaning that the contact 

surfaces can slide and separate without resistance. To hold the main body in place, the 

connections between the main body and the supporting bodies are set to be frictional with a 

frictional coefficient of 0.05. Both ends of the deforming geometry are constrained to avoid 

movement outside of the supporting body. These connections are summarized in Figure 5.10. 
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Figure 5.10: Connections between the main body and its nearby bodies. 

Augmented Lagrange and nodal detection methods are used for all contacts. Augmented 

Lagrange is a penalty-based formulation that follows the equation below 

𝑭𝑛𝑜𝑟𝑚𝑎𝑙 = 𝑘𝑛𝑜𝑟𝑚𝑎𝑙𝒙𝑝𝑒𝑛𝑒𝑡𝑟𝑎𝑡𝑖𝑜𝑛 + 𝝀 (5. 18) 

where 𝑭𝑛𝑜𝑟𝑚𝑎𝑙 is the finite contact force, 𝑘𝑛𝑜𝑟𝑚𝑎𝑙 is the contact stiffness, 𝒙𝑝𝑒𝑛𝑒𝑡𝑟𝑎𝑡𝑖𝑜𝑛 is the 

penetration distance, and 𝜆 is an additional term that makes the force less sensitive to the 

contact stiffness. The normal stiffness factor is chosen to be 0.01 N m⁄  in this model to ease 

the convergence difficulties. 

Mesh 

Virtual topology and body splitting are utilized before mesh generation, as shown in 

Figure 5.11. This approach allows for better mesh control so that the solid can be split into 

hexahedral elements which are preferred over tetrahedral elements in FEA. 

 

Figure 5.11: Virtual topology and body splitting applied to form the faces. 

Ansys Mechanical meshing is used to generate the mesh of the structure. Eight multizone mesh 

regions are defined following the virtual faces. The whole body is mapped with 4,100 
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hexahedral elements, with a maximum skewness of 0.87. It is evident in Figure 5.12 that a 

high-quality mesh has been produced. 

 

Figure 5.12: Mesh of the structural model. 

Equation of motion 

The behaviour of a linear elastic solid is given by the equation of motion (equation 4.21) 

presented previously in Chapter 4. 

Setup 

Remote displacements are placed on the pistons to simulate their movement. The compression 

distance of each piston is extracted from the experimental data, shown in Figure 5.13.  

 

Figure 5.13: Displacement distance of the pistons from the experiment. 

The displacement data are modified before being used in the simulation. After trial and error, 

it was found that the coupling simulation became unstable and required a much smaller 

timestep when no piston was contacting the main body. For the first 0.8 s, no piston is 

contacting with the main body in the experiment and is therefore not simulated, assuming no 
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dye is diffused without piston movement. The number of time points used is also reduced in 

the simulation to make the data smoother. The solver is able to interpolate the displacement 

according to the timestep. However, the critical time points are retained to capture the 

movement of the pistons. The modified temporal displacement of the pistons is shown in 

Figure 5.14.  

 

Figure 5.14: Displacement distance of the pistons used in the simulation. 

After modification, the total simulation time is 29.2 s. There are six cycles of data, around 5 s 

for each cycle. In the first cycle (0 – 5.1 s), pistons 2 and 4 started to compress the tube at 0 s, 

reaching the maximum displacement at 2 s, 9.6 mm for piston 2 and 17.0 mm for piston 4. Both 

pistons then gradually returned to their original positions. At 2.6 s, pistons 2 and 4 stopped 

contacting the deformable body while pistons 1 and 3 started to compress the body. At 4.5 s, 

both pistons reached their maximum distances of 7.0 mm and 8.5 mm, respectively. The first 

cycle finished at 5.1 s when all the pistons returned to their original state. In the next five cycles, 

the duration and maximum displacement are slightly different but followed the same trend as 

the first cycle. The maximum displacement of the pistons during the entire run is 18.8 mm, 

around half of the tube diameter.  

A system coupling zone is defined in the structural model. The region coloured yellow in 

Figure 5.15 is defined as the fluid-solid interface which exchanges data with the fluid model 

via System Coupling. 
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Figure 5.15: System coupling region of the structure. 

The direct solver is used to determine the structural deformation, with large deflection activated 

to accommodate the expected bending behaviour of the deformable body. 

5.3.3. System Coupling 

System Coupling, version 2022R1 is used to couple the fluid and structure interfaces. The 

simulation starts with the motion of the pistons on the deformable body.  

 

Figure 5.16: System coupling analysis data transfer between fluid and structural models. 

 

Setup 

The timestep setup for the FSI model is controlled in the System Coupling setting. With a 

timestep size of 0.1 s, the simulation ran for 292 steps, giving a total simulation time of 29.2 s. 

The maximum iteration number for each time step was set to 10, while usually 6 were needed 

for convergence. Quasi-Newton stabilization is activated for data transfer, with an initial 

relaxation factor of 0.05 and one retained timestep in the Quasi-Newton history. Data transfers 

at the interface converged when the globally scaled RMS of the residual values are below 0.01. 

Twelve cores of a computer having an Intel(R) Xeon Bronze 3204, @1.90 GHz processor and 

64 GB RAM are used to run the model. Fluent and Mechanical are allocated five and seven 

cores, respectively. An NVIDIA Quadro RTX 6000 graphic card (GPU) is utilized to accelerate 

the structural simulation process. The total simulation time for the FSI analysis is 88 hrs 

running on the above machine, with Fluent using 38 hrs and Mechanical using 50 hrs. 
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5.3.4. Convergence study 

The residual plots from the simulation model are presented to demonstrate the convergence of 

the coupled solution. The values over the first second are representative of the entire 

simulation. Figure 5.17 shows the residual history from the FSI model from 0 s to 1 s. 

Convergence is achieved when the residual value of the data transfer at each interface (six in 

total) are all below 0.01. It is shown in Figure 5.17(a) that a total of 65 iterations are needed 

for 10 coupling steps and therefore an average of six iterations is needed for each step. Figures 

5.17(b) and 5.17(c) show that the coupled solution is converged after each coupling step as the 

residual values are below 0.01. 

 

(a) iteration view (for simulation time from 0.8 s to 1 s) 
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(b) coupling step count view (for simulation time from 0 s to 1 s) 

 

(c) simulation time view (for simulation time from 0 s to 1 s) 

Figure 5.17: Residual history from the FSI model. 

Figure 5.18 shows the residual history from the fluid model. 200 iterations were needed in total 

for a simulation time of 1 s, which means that 20 iterations were used on average for each 

coupling step (0.1 s). At the end of each iteration, residual values for the continuity, x, y, z 

velocities, turbulence quantities and dye mass fraction are below 10−3. 
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Figure 5.18: Residual history from the fluid model for simulation time from 0 s to 1 s. 

The transient force acting on the coupling region is shown in Figure 5.19 with values lying in 

the range −0.05 - 0.01 N. It is evident that at each step the force is converging monotonically 

to a stable value at the end of each step. 

 

Figure 5.19: Force history from the fluid model for simulation time from 0 s to 1 s. 

The above analysis shows that the coupling scheme is working as expected with both individual 

solvers converging, as well as the coupling process. 
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5.4. Simulation results 

Data were extracted from the output files and plotted using Ansys EnSight 2022R1. 

Dye concentration and chamber displacement 

The dye flow in the fluid domain and the deformation of the main chamber in the first cycle (0 

– 5.1 s) are shown every 1 s in Figure 5.20. The top images present the dye flow, and the bottom 

images show the deformation of the deformable body. From 0 to 2 s, pistons 2 and 4 are 

compressing the tube and the dye started to spread out along the riser tube. From 2 to 2.6 s, 

pistons 2 and 4 began to lift, causing fluid to flow back into the main chamber. After the 

movement of pistons 1 and 3 from 2.6 to 5.1 s, more dye spreads out in the chamber. 
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(0 s)      (1 s) 

 

(2 s)      (3 s) 

 

(4 s)      (5 s) 

Figure 5.20: FVM predictions of dye concentration (top) and displacement on the chamber (bottom) in the first 

cycle.  
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After each cycle, more dye is pulled into the main chamber due to suction caused by 

decompression. Figure 5.21 shows the dye concentration at the end of each cycle. At the end 

of the simulation (29 s), the dye has spread to the middle of the main chamber. 

 

(5 s)      (10 s) 

 

(15 s)      (20 s) 

 

(25 s)      (29 s) 

Figure 5.21: FVM predictions of dye concentration at the end of each cycle. 

 

Fluid velocity field 

Figure 5.22 shows the fluid velocity magnitude field in the first cycle. The top images show 

velocity contour plots, and the bottom images present the velocity vectors. The highest speed 

inside the chamber is around 0.1 m/s at 3 s when the pistons lifted, and flow is returning into 

the chamber. Most of the fluid motion occurs in the first half of the chamber and does not reach 

the other end.  



126 

 

 

(0 s)      (1 s) 

 

(2 s)      (3 s) 

 

(4 s)      (5 s) 

Figure 5.22: FVM predictions of the fluid velocity field in the first cycle (Top: contour; Bottom: 

vector). 

 

Fluid strain rate changes 

Strain rate is closely related to food disintegration and dissolution in the digestion process. It 

describes the velocity gradients in the fluid flow. The fluid strain rate contour plots for the first 

cycle are presented in Figure 5.23. The top images show the side view, and the bottom images 

show the contact surfaces where the pistons are compressing. The strain rate inside the flow 

ranges from 0 to 60 s-1, which matches the strain rates in different digestion systems [4]. The 
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red colour in the figure represents values that are 60 s-1 or above. The values near the wall at 

the entry are much higher and reach up to 380 s-1. 

 

  

  

(0 s)      (1 s) 

  

  

(2 s)      (3 s) 

  

  

(4 s)      (5 s) 

Figure 5.23: FVM predictions of strain rate changes in the fluid in the first cycle (Top: side 

view; Bottom: contact surface view). 

 

Fluid density changes 

A weakly compressible liquid is used to solve the fluid flow to help with convergence. The 

changes in fluid density at 3 s and 5 s when compression and decompression happen can be 

seen in Figure 5.24. The density variation is less than 1% and therefore the fluid flow is very 

close to incompressible. 
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(3 s) 

 

(5 s) 

Figure 5.24: FVM predictions of fluid density in the system at 3 s and 5 s. 

 

Reynolds number and turbulence behaviour in the flow regime 

The Reynolds numbers are different in the riser tube and the main chamber and the maximum 

speed at each part are observed at different time. The peak flow speed in the riser tube is around 

0.25 m/s at 1 s, when the compression distances of the pistons are the largest, as shown in 

Figure 5.25. With a riser tube diameter of 13 mm, the Reynolds number is estimated to be 3,250 

for the riser tube at 1 s. Only a small effect of turbulence is observed at this time point as the 

turbulent viscosity ratio in the fluid is less than 3, as shown in Figure 5.26. 
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Figure 5.25: FVM predictions of velocity in the system at 1 s. 

 

Figure 5.26: FVM predictions of turbulent viscosity ratio in the system at 1 s. 

 

The peak flow speed in the main chamber is around 0.1 m/s at 3 s when the pistons are lifted, 

and flow is returning into the chamber, as shown in Figure 5.27. With a chamber diameter of 

37 mm, the Reynolds number is 2,960 at the main chamber at 3 s. The turbulent viscosity ratio 

in the system is much higher at this time point, as shown in Figure 5.28. Therefore, the fluid 

flow is turbulent which explains why the SST k-ω model, which is physically consistent at 

lower Reynolds numbers, is used to solve the flow. 
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Figure 5.27: FVM predictions of velocity in the system at 3 s. 

 

Figure 5.28: FVM predictions of turbulent viscosity ratio in the system at 3 s. 

 

von Mises stress  

The von Mises stress in the deforming structure is shown in Figure 5.29 at every second for the 

first cycle. The top images show the side view, and the bottom images show the view of the 

contact surfaces. The maximum von Mises stress in the deforming structure is 1.17 MPa at 

2.1 s. 
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(0.1 s)      (1 s) 

 

(2 s)      (3 s) 

 

(4 s)      (5 s) 

Figure 5.29: FEM predictions of von Mises stress in the structural model in the first cycle  

(Top: side view; Bottom: contact surface view). 
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5.5. Comparison between simulation and experiment for the base case 

The dye concentration at each location is compared between the experiment and simulation in 

Figure 5.30. At 2.3 s, the dye entered the main chamber, and its concentration is observed to 

rise rapidly in both the experiment and simulation, this being especially obvious at points 1, 2 

and 3. From 2.4 to 2.8 s, pistons 2 and 4 are lifting and causing expansion in the chamber. The 

dye flowed into the chamber and reached the first peaks at around 2.7 s. When pistons 1 and 3 

compressed the chamber from 2.7 to 4.8 s, fluid is pushed out of the chamber, and part of the 

dye exited the chamber and causing a concentration drop after the first peak. The experimental 

results and simulation results of the entire line matched very well for this pattern. The 

simulation results from 10 mm from the surface did not show these peak values as they are not 

capturing the data at the centreline of the tube, where the dye is injected. The simulation results 

showed a very smooth trend towards the end, representing continuous mixing in the chamber. 

The results from the experiment are still fluctuating, potentially due to the uncertainty of light 

capturing during image visualisation. Over the entire run, the magnitude of the dye 

concentration matches very well between the experiment and both simulation results. 



133 

 

 

 

 

Figure 5.30: Comparison of transient evolution of the dye concentration at the five measuring 

points between experimental and simulation results. 

 

5.6. Changed pistons operating conditions 

The operating conditions of the pistons were changed in some experiments and corresponding 

simulations are developed to compare the results. Two sets of changes are made to the piston 

motion: one with reduced frequency of the piston motion and one with reduced force acting on 

the pistons. 
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5.6.1. Effect of reduced frequency  

The frequency of the piston motion was reduced by removing the piston motion between 5 s to 

22.5 s in this test case. The displacement distance of the pistons from the experiment is shown 

in Figure 5.31, and the modified displacement used in the simulation is shown in Figure 5.32. 

 

Figure 5.31: Displacement distance of the pistons from the experiment for the reduced 

frequency case. 

 

 

Figure 5.32: Displacement distance of the pistons used in the simulation for the reduced 

frequency case. 

The comparison between the simulation results from the base model and the reduced frequency 

case is shown in Figure 5.33. The magnitudes of the initial peaks of the dye concentration in 
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each measuring point are similar. When there is no piston motion (5 s to 22.5 s), the dye 

concentration remains relatively constant. When the pistons start to compress the elastic tube 

again at 22.5 s, the magnitudes of the concentrations at points 1, 2, and 3 match with the second 

peak value in the base model.  

 

 

 

Figure 5.33: The comparison of transient evolution of the dye concentration at the five 

measuring points between the base case and reduced frequency case. 
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Comparison between simulation and experiment 

The simulation results are compared with the experiment results in Figure 5.34. Two sets of 

experimental data are plotted corresponding to two repeats with the same conditions. The 

values at measuring point 1 match well, with the experimental results lying within the range of 

the simulation results tracked from two monitoring methods. However, the simulation results 

at points 2 and 3 are higher than the values from the experiment. The differences are potentially 

caused by uncertainties in the experiment as the results from the two simulation cases are 

comparable. The elastic tube is not completely transparent and the lighting around the system 

is not distributed evenly, which could cause difficulty in the colour calibration test. The 

material of the elastic tube has degraded and changed colour over time, which would affect the 

calibration curves. This is an ongoing study, and these aspects still require further investigation. 
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Figure 5.34: Comparison of transient evolution of the dye concentration at the five measuring 

points between experimental and simulation results for the reduced frequency case. 

 

5.6.2. Effect of reduced force  

The force acting on the pistons was reduced in this test case. The resulting displacement is 

reduced to half of its original values. The displacement distance of the pistons from the 

experiment for this test case is shown in Figure 5.35, and the modified displacement used in 

the simulation is shown in Figure 5.36. 
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Figure 5.35: Displacement distance of the pistons from the experiment for the reduced force 

case. 

 

Figure 5.36: Displacement distance of the pistons used in the simulation for the reduced force 

case. 

The comparison between the simulation results from the base model and the reduced frequency 

case is shown in Figure 5.37. The dye concentration at each measuring point is approximately 

half of its original value. The entry of the dye into the chamber is delayed in this test case 

compared with the base model, due to the reduction in tube deformation. 
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Figure 5.37: The comparison of transient evolution of the dye concentration at the five 

measuring points between the base case and reduced force case. 

 

Comparison between simulation and experiment 

Similar to the reduced frequency case, the values at measuring point 1 match well between the 

simulation and experimental results. However, the experimental values at points 2 and 3 are 

much lower than the simulation results, which requires further investigation. 
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Figure 5.38: Comparison of transient evolution of the dye concentration at the five measuring 

points between experimental and simulation results for the reduced force case. 

 

5.7. Timestep independence study 

A timestep independence study was conducted on the reduced frequency case to examine the 

timestep effect. A timestep of 0.01 s is used to conduct the analysis and the results are shown 

in Figure 5.39. The values at each measuring point are similar and therefore the simulation 

results show that the timestep choice does not explain the differences between the experimental 

and simulation results. 
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Figure 5.39: Timestep independence studies on the FSI model.  

 

5.8. Conclusions 

A robust FSI model that can be used to simulate an in vitro intestinal peristaltic system has 

been developed. Simulation results, including the velocity and strain rate in the fluid domain 

and the stresses in the structure provide useful insights that helped improve the experimental 

design. The predicted strain rate from the fluid is within the typical range of that observed in 
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digestion models, which has demonstrated the utility of this system in the modelling digestion 

process. The simulated dye concentration shows good agreement with the experimental data in 

the base model, suggesting the model is a good representation of the physical system. The 

simulation model also shows consistent results when the piston operating conditions are 

changed. Further investigation is required to understand why the agreement between the 

experimental and simulation data is poor in the final two cases. 

In the next chapter simulation of a beaker and stirrer system is performed based on an in vitro 

study, investigating tablet dissolution in the fluid. 
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Chapter 6. Numerical Simulation of an In Vitro Beaker and 

Stirrer System 

The modelling in this Chapter uses the published experimental data from Langrish et al. [178]. 

Prof. Tim Langrish kindly provided the raw data and details of the experimental setup and 

operation, as well as helpful discussions on the analysis. The bulk of this chapter is published 

as X. Liu, C. Zhong, D.F. Fletcher, and T.A.G. Langrish, “Simulating tablet dissolution using 

computational fluid dynamics and experimental modelling”, Processes, vol. 11, p. 505, 2023, 

doi: 10.3390/pr11020606. 

6.1. Introduction 

From the mathematical modelling point of view, the solid digestion process can be 

characterized as following two steps, which are disintegration and dissolution [29]. In the first 

step, food particles break into small fragments and the entrapped nutrient ingredients are 

exposed to the gastric juice. In the second step, the nutrient ingredients dissolve in the gastric 

system. Currently, there is no published standard measurement for food digestion. However, 

the United States Pharmacopeia (USP) has introduced standard apparatus to perform 

dissolution tests for tablets and this is widely used in the pharmaceutical industry [179]. The 

USP principal can potentially be applied to the evaluation of the food digestion process. 

Therefore the study of dissolution is fundamental in both the food industry [3, 4] and the 

pharmaceutical industry [180, 181].  

Mass transfer is closely related to dissolution and is essential in the human digestion process 

and is closely related to the characteristics of the fluid flow and the composition of the food 

[6]. Langrish et al. [178] conducted an in vitro study to investigate the mass-transfer 

coefficients in a beaker and stirrer digestion system, that is similar to the USP apparatus, using 

benzoic acid tablets.  

There has been significant work in the past on the investigation of the dissolution of tablets in 

stirring apparatuses as various authors have modelled systems used to determine mass transfer 

rates. However, these were performed around 10 years ago, since which time there have been 

significant advances in CFD modelling.  

In 2003, McCarthy et al. [182] used CFD to model the US Pharmacopeia dissolution apparatus 

using an early version of the Fluent software to model steady, laminar flow in a 

hemispherically-bottomed vessel with a suspended paddle stirrer. The authors modelled the 
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entire system in a single frame of reference rotating at the speed of the impeller with counter-

rotating walls. This method has the unwanted effect of introducing artificial swirl and the low-

order schemes available at that time would have resulted in significant numerical diffusion. 

However, the results were in reasonable agreement with PIV data. No tablet was modelled 

initially so there are no shear stress data on the tablet surface. They added a tablet in some later 

runs and showed its effect on the flow. Later work [183] displayed streamlines that highlighted 

the predicted solid body rotation of the flow, which is expected in the absence of baffles, and 

gave more details of the wall shear stress on the tablet. 

In 2009, D’Arcy et al. [184] modelled laminar flow in a cylinder with a stirrer suspended from 

the top. The tablet was not modelled, but instead data were recorded on a 5 mm radius plane 

located 2 mm above the base of the vessel located on the centreline. They again used the single 

reference frame approach. 

Bai and Armenante [185] modelled a similar apparatus to McCarthy et al. using the same 

software and a similar approach. They extended the work to investigate off centre tablets using 

a multiple reference frame approach, in which the lower part of the vessel was modelled in a 

stationary frame with a horizontal interface between the frames.  

In this study, a CFD model is built based on the in vitro study conducted by Langrish et al. 

[178] to simulate the dissolution process. Compared with the experiment, simulation results 

provide more insight into the details of the fluid flow, including velocity field, turbulence 

characteristics, and strain rate in the fluid. Although detailed studies of the predicted flow field 

in the USP apparatus system have been conducted experimentally and numerically using CFD 

[185-191], the shear stress on the surface of the tablet was not always estimated or predicted in 

previous work. In addition, mass transfer was not modelled, so mass-transfer rates had to be 

inferred from calculated wall shear stresses. The dissolution behaviour between the experiment 

and simulation is analysed and compared, including the estimation of the mass-transfer 

coefficient, and the correlation between the Reynolds number and the Sherwood number. Three 

different stirrers are used with different rotation speeds, and their effects are investigated.  

6.2. In vitro model setup 

In the experiment, a 150 mL beaker was used and filled with 80 mL of water. Three different 

types of stirrers were used and placed at the centre of the beaker, rotating at different stirring 

speeds: 100 revolutions per minute (rpm) and 200 rpm. A supporting platform was 3D printed, 
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and a tablet was placed upon it. A sketch of the experimental setup is shown in Figure 6.1, and 

the dimensions of the different stirrers are shown in Figure 6.2. 

 

Figure 6.1: A sketch of the experimental setup of the beaker and stirrer system. Reprinted from 

Langrish et al. [178]. 

 

 

(a) 

 

(b) 

 

(c) 

Figure 6.2: Illustration of three different stirrers (a) stirrer 1; (b) stirrer 2; (c) stirrer 3. 
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6.3. Numerical model setup 

Geometry 

Ansys SpaceClaim was used to construct the geometry for the simulation. Figure 6.3(a) shows 

the solid bodies in the beaker: the supported platform (light blue), the stirrer blade (green), and 

the tablet (pink). Figure 6.3(b) shows the fluid domain, the bottom fluid domain (brown) was 

set to be a moving zone to allow the rotating motion to be simulated in the local reference 

frame. This is a significant advance over previous modelling, as large-scale transient structures, 

as well as flow interaction with the tablet support structure, can be captured correctly. 

 

(a)    (b) 

Figure 6.3: Geometry of the beaker and stirrer system and the fluid domain with stirrer 1 (a) 

the stirrer colored in green, the supporting frame colored in blue and the tablet colored in pink 

(sitting on a solid surface); (b) the stationary fluid domain colored in green and the rotating 

fluid domain colored in brown. 

 

Computational mesh 

The Ansys Fluent Watertight geometry meshing tool was used to generate the mesh in the fluid 

region. The generated mesh has 264,000 cells and comprises poly-hexcore elements with 

inflation at the walls. Ten layers of fine inflation were used on the tablet to capture the thin 

concentration boundary layer. The minimum orthogonal quality of the mesh is 0.38. A 

sensitivity study showed that this mesh gave sufficient resolution.  
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(a) 

 

(b) 

Figure 6.4: Computational mesh on the fluid domain with stirrer 1. 

(a) surface mesh; (b) cross-section of the mesh. 

 

Model description 

The transient, pressure-based solver was used to solve for turbulent flow. The SST k-ω model 

[176] was chosen as the turbulence model. The bottom fluid zone was set as a rotating zone 

with a vertical rotation axis, and the mesh motion was determined from the rotation rate.  

Conservation equations 

The conservation equations for mass and momentum with the sliding mesh model are given by 

equations 5.1 and 5.6 presented previously in Chapter 5. The conservation of species mass is 

given by equation 5.17. The transport equations for the turbulence kinetic energy and 

turbulence eddy frequency are given by equations 5.7 and 5.8.  
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Again, this represents a significant improvement over the cited works in that mass transfer rates 

can now be calculated based on a realistic species distribution and turbulence effects are 

captured in regions where they are important. 

Model setup 

The mixing vessel was filled with water, with a constant density of 998.2 kg m-3 and a constant 

viscosity of 0.001 Pa.s. The benzoic acid diffusion coefficient in water was taken from [192]. 

The tablet wall is assumed to have a constant benzoic acid mass fraction of 0.0328 [192]. The 

rotating speed of the moving fluid is 100 rpm or 200 rpm corresponding to the stirrer speeds 

used in the experiment. Each case was run for 20 s, which was sufficient enough to reach a 

steady solution. A timestep was selected to give 5° of rotation in a single step, which for 

200 rpm was 0.66 ms. An additional case was run with no rotation. 

Solution method 

The coupled pressure-velocity scheme was used to solve the equations with the bounded 

second-order implicit transient formulation. Gradients were determined using the least-

squares cell-based option, the pressure was determined using the second-order method. The 

second-order upwind scheme was used for all the transport equations, except those for 

turbulence that used the first-order upwind scheme. Converged solutions were achieved when 

residual values for the continuity, 𝑥, 𝑦, 𝑧 velocities and dye were below 10−5. The residual 

values were calculated based on the locally scaled Root Mean Square (RMS).  

6.4. Results and discussion 

6.4.1. Flow results from the simulation 

Mass fraction of benzoic acid 

The mass fraction contours of benzoic acid at 20 s with different stirrers and rotation speeds 

are shown in Figure 6.5. The benzoic acid is more distributed at a higher rotation speed with 

all stirrers. Stirrer 1 provides the most diffused mixing pattern, followed by stirrer 3, while 

stirrer 2 seems to be the least effective.  
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(i) stirrer 1, 100 rpm  (ii) stirrer 1, 200 rpm 

 

    

(iii) stirrer 2, 100 rpm  (iv) stirrer 2, 200 rpm 

 

    

(v) stirrer 3, 100 rpm  (vi) stirrer 3, 200 rpm 

Figure 6.5: CFD predictions of the benzoic acid mass fraction on the vertical middle cross-

section for different stirrers at different rotation speeds (100 rpm and 200 rpm) at 20 s. 

 

Velocity in the stirrer system 

Figures 6.6 and 6.7 show the fluid velocity for different stirrers at different rotation speeds. 

The velocity magnitude is much higher with stirrers 1 and 3 than with stirrer 2. The velocity 

magnitude ranges from 0 m/s to 0.4 m/s, which is of the same order of magnitude as in the 

previous studies conducted by D’Arcy et al. [184], Bai and Armenante [185, 188, 189], and 
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McCarthy et al. [183]. The complex eddy patterns generated by the stirrers are evident in 

Figure 6.7. 

 

    
(i) stirrer 1, 100 rpm  (ii) stirrer 1, 200 rpm 

 

    
(iii) stirrer 2, 100 rpm  (iv) stirrer 2, 200 rpm 

 

    
(v) stirrer 3, 100 rpm  (vi) stirrer 3, 200 rpm 

 

Figure 6.6: CFD predictions of velocity magnitude contour on the vertical middle cross-section 

for different stirrers at different rotation speeds (100 rpm and 200 rpm) at 20 s. 
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(i) stirrer 1, 100 rpm  (ii) stirrer 1, 200 rpm 

 

    

(iii) stirrer 2, 100 rpm  (iv) stirrer 2, 200 rpm 

 

    

(v) stirrer 3, 100 rpm  (vi) stirrer 3, 200 rpm 

Figure 6.7: CFD predictions of velocity vectors on the vertical middle cross-section for different 

stirrers at different rotation speeds (100 rpm and 200 rpm) at 20 s. 

 

Velocity above the tablet 

The velocity vectors in a horizontal plane located above the tablet are shown in Figure 6.8. 

Although the velocity in the system is higher with stirrer 1, the velocity above the tablet for 

stirrer 1 is similar to that of stirrer 3. The velocity above the tablet with stirrer 2 is very small 

compared with the other two.  
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(i) stirrer 1, 100 rpm  (ii) stirrer 1, 200 rpm 

 

    
(iii) stirrer 2, 100 rpm  (iv) stirrer 2, 200 rpm 

 

    
(v) stirrer 3, 100 rpm  (vi) stirrer 3, 200 rpm 

Figure 6.8: CFD predictions of velocity vectors above the tablet for different stirrers at different 

rotation speeds (100 rpm and 200 rpm) at 20 s. 

 

Fluid strain rate  

The patterns of the fluid strain rate are shown in Figure 6.9. The strain rate of the fluid ranges 

from 0 to 200 s-1 while it reaches up to 800 s-1 on the tablet, which is in line with the previous 

predictions of Bai and Armenante [185, 188], and some predicted strain rates for the USP II 

apparatus shown in Figure 5 of Baxter et al. [193]. The strain rate of the fluid is the highest 

near the tablet with stirrer 1, while it is the highest near the stirrer with stirrer 2. The strain rate 

is important as it controls mixing at the small scale and again illustrates the better performance 

of stirrer 1. 
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(i) stirrer 1, 100 rpm  (ii) stirrer 1, 200 rpm 

 

    
(iii) stirrer 2, 100 rpm  (iv) stirrer 2, 200 rpm 

 

    
(v) stirrer 3, 100 rpm  (vi) stirrer 3, 200 rpm 

 

Figure 6.9: CFD predictions of strain rate on the vertical middle cross-section for different 

stirrers at different rotation speeds (100 rpm and 200 rpm) at 20 s. 

 

Turbulence behaviour 

Figure 6.10 shows the wall 𝑦+ value on the tablet and stirrer for stirrer 3 rotating at 200 rpm, 

which is the case with the highest Reynolds number. The maximum 𝑦+ value in the domain is 

less than 7 overall and far less than unity on the tablet wall. Therefore, the first point away 

from the wall is located in the laminar sublayer and the turbulence equations are integrated to 

the wall rather than a log-law boundary profile being applied. This is important as it means the 

mass transfer boundary layer is calculated rather than an incorrect log-law being applied at the 

very low turbulent Reynolds numbers.  
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(a)      (b) 

Figure 6.10: CFD predictions of the wall 𝒚+ value on (a) the surface of the tablet; and (b) the 

surface of the stirrer and the base of the beaker for the stirrer 3 system with a rotation speed of 

200 rpm. 

Figure 6.11 shows the contours of the turbulent viscosity ratio in the fluid field. The ratio is 

highest with stirrer 1, followed by stirrer 3 then stirrer 2. With stirrer 1, the highest values are 

observed above the stirrer. With stirrer 3, the highest values are near the tips of the stirrer. 

However, in all cases the region around the tablet is unaffected by turbulence. 
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(i) stirrer 1, 100 rpm  (ii) stirrer 1, 200 rpm 

 

    

(iii) stirrer 2, 100 rpm  (iv) stirrer 2, 200 rpm 

 

    

(v) stirrer 3, 100 rpm  (vi) stirrer 3, 200 rpm 

Figure 6.11: CFD predictions of the turbulent viscosity ratio on the vertical middle cross-section 

for different stirrers at different rotation speeds (100 rpm and 200 rpm) at 20 s. 

The turbulence kinetic energy and the turbulent energy dissipation rate in the flow field are 

shown in Figures 6.12 and 6.13, respectively. The turbulence kinetic energy ranges from 0 to 

0.001 m2 s-2 and the turbulent energy dissipation rate range from 0 to 0.1 m2 s-3. These values 

are consistent with the values obtained in the previous studies conducted by Bai et al. [185, 

189]. When the rotational speed is 100 rpm, the values are small and close to zero. The 

turbulence levels are higher, consistent with the observed turbulent eddy viscosity ratio, when 

the rotational speed is 200 rpm and are present mainly in the region above the stirrers. The 

small spikes at the corners where the rotating and stationary frames meet, seen predominantly 



156 

 

for stirrer 2, are numerical artefacts that arise for some mesh configurations and are hard to 

avoid. 

 

    
(i) stirrer 1, 100 rpm  (ii) stirrer 1, 200 rpm 

 

    
(iii) stirrer 2, 100 rpm  (iv) stirrer 2, 200 rpm 

 

    
(v) stirrer 3, 100 rpm  (vi) stirrer 3, 200 rpm 

 

Figure 6.12: CFD predictions of the turbulence kinetic energy on the vertical middle cross-

section for different stirrers at different rotation speeds (100 rpm and 200 rpm) at 20 s. 
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(i) stirrer 1, 100 rpm  (ii) stirrer 1, 200 rpm 

 

    

(iii) stirrer 2, 100 rpm  (iv) stirrer 2, 200 rpm 

 

    

(v) stirrer 3, 100 rpm  (vi) stirrer 3, 200 rpm 

Figure 6.13: CFD predictions of the turbulent energy dissipation rate on the vertical middle 

cross-section for different stirrers at different rotation speeds (100 rpm and 200 rpm) at 20 s. 

 

It is evident from the results presented above that whilst there is some local turbulence in the 

vicinity of the stirrer and its discharge, the simulations suggest that mass transfer is occurring 

in the laminar regime. 
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6.4.2. Mass-transfer coefficient analysis 

From basic mass-transfer theory, the mass-transfer rate is related to the mass transfer area, mass 

transfer coefficient and the rate of concentration change as defined in equation 6.1. 

𝑑 𝑚𝑠𝑜𝑙

𝑑 𝑡
= 𝐴 𝑘 (𝐶𝑠 − 𝐶𝑏) (6. 1) 

where 𝑚𝑠𝑜𝑙 is the mass of benzoic acid transferred from the tablet to the bulk solution, 𝐴 is the 

interfacial area between the tablet and solution, taken as the sum of the top and side areas of 

the tablet here, 𝑘 is the overall mass-transfer coefficient, 𝐶𝑠 is the saturation concentration of 

benzoic acid at the tablet surface, and 𝐶𝑏  is the concentration of benzoic acid in the bulk 

solution, derived from the simulation results. Data from the last second of the simulation were 

used to calculate both 
𝑑 𝑚𝑠𝑜𝑙

𝑑 𝑡
 and 𝐶𝑏 . 

The mass-transfer coefficients are calculated from the simulation results based on equation 6.1 

and compared with the experimental results from Langrish et al. [178], as shown in Table 6.1. 

Both experiment and simulation agree that stirrer 1 provides the highest mass-transfer 

coefficients, followed by stirrer 3 and then stirrer 2. The values from the simulation are lower 

than the experimental values overall but within acceptable ranges. The mass-transfer 

coefficients range from 1.33 × 10−5 to 4.48 × 10−5 m s-1 in the experiment and from 6.33× 10−6 

to 2.89 × 10−5 m s-1 in the simulation. 

Table 6.1: Comparison of estimated mass transfer coefficients (m s-1) between experimental and 

simulation results. The experimental data are from Langrish et al. [178]. 

Speed 

(rpm) 
Stirrer 1 Stirrer 2 Stirrer 3 

 Experiment Simulation Experiment Simulation Experiment Simulation 

0 
5.21 × 10−6, 

4.55 × 10−6 
4.11 × 10−6     

100 
3.86 × 10−5, 

3.60 × 10−5 
1.74 × 10−5 

1.56 × 10−5, 

1.33 × 10−5 
6.33× 10−6 

2.23 × 10−5, 

1.94 × 10−5 
1.40× 10−5 

200 
4.48 × 10−5, 

4.33 × 10−5 
2.89 × 10−5 

1.87 × 10−5, 

1.48 × 10−5 
8.99× 10−6 

3.47 × 10−5, 

3.44 × 10−5 
2.32× 10−5 
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6.4.3. Dimensional analysis 

The mass transfer data are further investigated using dimensional analysis, including the 

calculation of the Reynolds number, Sherwood number, Schmidt number and power number.  

The Reynolds number for the tablet (𝑅𝑒𝑡) is the ratio of inertial forces to viscous forces in the 

fluid, defined by: 

𝑅𝑒𝑡 =
𝜌 𝑢 𝐿𝑡
𝜇

=
𝜌 𝑁 𝐿𝑠 𝐿𝑡
2𝜇

(6. 2) 

where 𝜌 is the density of the solution, 𝜇 is the viscosity of the solution, 𝑢 is the characteristic 

speed, defined as 𝑁 𝐿𝑠/2 in this study, 𝐿𝑡 is the length scale of the tablet which is taken as the 

tablet diameter (0.013 m), 𝐿𝑠 is the length scale of the impeller which is taken as the impeller 

diameter (0.034 m for stirrer 1, 0.020 m for stirrer 2 and 0.040 m for stirrer 3), and 𝑁 is the 

rotational speed of the stirrer (100 rpm or 200 rpm).  

The Sherwood number (𝑆ℎ) is the ratio of mass transfer by convection to the mass transfer by 

diffusion, defined by: 

𝑆ℎ =
𝑘 𝐿𝑡
𝐷

(6. 3) 

where k is the external mass-transfer coefficient, and D is the diffusivity of the benzoic acid in 

water. 

The Schmidt number (𝑆𝑐) is the ratio of momentum diffusivity (kinematic viscosity) over 

species diffusivity, defined by: 

𝑆𝑐 =
𝜇

𝜌 𝐷
(6. 4) 

The Ranz–Marshall correlation [194], which is widely used to predict the Sherwood number 

from a sphere, was used in Langrish et al. [178] to give a reference value. It is given by 

𝑆ℎ = 𝑎 + 𝑏 𝑅𝑒𝑡
𝑐 𝑆𝑐1/3 (6. 5) 

where 𝑎 = 2, 𝑏 = 0.6, and 𝑐 = 0.5. 

The correlations between the Reynolds number of the tablet and the Sherwood number for both 

the simulations and experiments with different stirrers are shown in Figure 6.14. The Sherwood 

numbers for tablet dissolution are of the same order of magnitude as that for spheres when 

correlated against the Reynolds number. The simulation results show good agreement with the 
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experimental data in that they capture the trends for all configurations. Differences can easily 

be explained by the fact that the magnetic stirrer in the experiment will not rotate perfectly 

centred on the axis but tend to wobble, causing improved mixing which is consistent with the 

excellent agreement in the stationary case. 

 

Figure 6.14: The relationship between the Sherwood number and Reynolds number achieved 

from experiment and simulation results. 

The performance of the stirrers can be examined based on the Reynolds number and power 

number of the impeller [195]. The Reynolds number of the impeller (𝑅𝑒𝑖) is given by 

𝑅𝑒𝑖 =
𝜌 𝑁 𝐿𝑖

2

𝜇
(6. 6) 

The power number (𝑁𝑝) is the ratio of external force exerted over the inertial force imparted, 

defined by:  

𝑁𝑝 =
𝑃

𝜌 𝑁3 𝐿𝑠
5

(6. 7) 

where 𝑃 is the external power to the stirrer. 

The power (𝑃) is determined from the torque (𝜏) derived from the CFD results based on: 

𝑃 = 𝜏 ∙ 2 π ∙ 𝑁 (6. 8) 
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Figure 6.15 shows the correlation between the Sherwood number and the impeller Reynolds 

number. It is found that the Sherwood number increases linearly with increasing impeller 

Reynolds number for different stirrers, meaning that the mass-transfer coefficient increases 

linearly with the increased rotational speed in this system with different stirrers. Stirrer 1 

performs best, whilst stirrers 2 and 3 follow the same trend. 

 

Figure 6.15: Sherwood number as a function of the impeller Reynolds number derived from the 

simulation results. 

Figure 6.16 shows the correlation between the Sherwood number and the average wall shear 

stress on the tablet, which ranges from 0 to 0.2 Pa for different stirrers and different rotational 

speeds. Typical correlations show that the Sherwood number increases as the wall shear stress 

increases and this is evident here too.  

 

Figure 6.16: Sherwood number as a function of the average wall shear stress derived from the 

simulation results. 
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Figure 6.17 shows the relationship between the power number and Reynolds number of the 

impeller for different stirrers and different rotational speeds. With stirrer 2, the Reynolds 

numbers are smaller than 2000, and the power number decreases with an increase in the 

Reynolds number showing laminar flow behaviour. With stirrer 1, the Reynolds numbers are 

in the range of 2,000 to 4,000 and the power number decreases slowly as the Reynolds number 

increases. With stirrer 3, the Reynolds numbers range from 3,000 to 6,000 and the power 

number only changes slightly when the Reynolds number increases. These results are 

consistent with those expected from compilations of data for many impellers [195].  

 

Figure 6.17: Power number as a function of the impeller Reynolds number derived from the 

simulation results. 

 

6.5. Conclusions 

This study presents CFD simulations of an in vitro beaker and stirrer system. The estimated 

mass-transfer coefficients from the simulation match well with the experimental results. Tablet 

dissolution and mixing behaviour of the system are influenced by both the type of stirrer and 

the rotation speed. The dimensionless mass-transfer coefficient (Sherwood number) correlates 

well with the Reynolds numbers and the shear stress on the tablet. The correlations between 

the power number and the Reynolds number are also presented for different stirrers and follow 

the expected trends. This work reinforces the utility of CFD simulation to provide additional 

insights into the digestion process, this time at the food particle scale. 

In the next chapter, we return to the comparison of the FVM and SPH approaches, this time 

addressing buoyancy effects in a real stomach geometry.  
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Chapter 7. Numerical Simulation of Buoyancy-Driven Flow in a 

Human Stomach 

An early version of work from this chapter was presented at the Australasian Fluid Mechanics 

Conference held in Sydney, Australia, 5-8 December 2022. A manuscript “X. Liu, S.M. 

Harrison, D.F Fletcher and P.W. Cleary, Numerical simulation of buoyancy-driven flow in a 

human stomach geometry: Comparison of SPH and FVM models” was submitted for publication 

in Applied Mathematical Modelling on 14 February 2023 and is currently under review. 

7.1. Introduction  

During food ingestion, low-density liquid such as oil floats over the remaining gastric content 

and forms an upper layer in the stomach, due to buoyancy as shown in Figure 2.10. Oils (or 

fats), which usually exist in the form of an emulsion, have the slowest emptying rate compared 

with other food components, such as carbohydrates and protein, from this low-density 

buoyancy effect because the stomach empties from the bottom [73]. The existence of a buoyant 

layer at the top of the stomach is not only important for digestion. The floating drug delivery 

system (FDDS) was developed based on this buoyant behaviour to prolong the gastric residence 

time [196, 197]. In FDDS, drug carriers have a bulk density lower than gastric fluids and 

therefore can remain buoyant in the stomach for a prolonged period. The drug is released slowly 

in the stomach at the desired rate. 

In the past two decades, various computational techniques have been applied to model the 

gastric digestion process in the human stomach numerically [14, 22, 26, 79, 81-84, 112, 114, 

115]. Some developed models have implemented gravity [81-84, 112, 114, 115, 198], but none 

have incorporated buoyancy-driven mixing or de-mixing between different phases despite the 

importance of density driven stratification to stomach operation. 

In this study, a thick oil layer is initially placed below a water layer of equal volume. Once the 

simulation begins, the buoyancy-driven flow behaviour is observed and analysed. The coupled 

Biomechanical-Smoothed Particle Hydrodynamics (B-SPH) model developed by Harrison, et 

al. [83] is used to investigate the buoyancy-driven gastric mixing between the oil and water 

phases in the human stomach. The multi-density flow was developed and validated using the 

SPH code in a previous study [124] and therefore the same methodology is applied in this 

study. A FVM model is also developed for the same mixing system and its solution is used to 

compare with the SPH results.  
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The aim of this study is to investigate the flow behaviour of the buoyancy-driven flow process 

in the stomach, including the initial growth of the flow instability, the separation of the fluid 

phases, the duration of the separation process, and the velocity of the fluids. Results are shown 

for both the SPH and FVM models. Sensitivity studies are conducted for both models and their 

results are compared.  

7.2. Numerical models setup 

7.2.1. Stomach geometry and gastric content 

The geometry used in the models has a generic stomach-shape that has been used previously 

by Harrison et al. [83] and is shown in Figure 7.1. Gravity acts vertically downwards, as shown 

in the figure. The modelled stomach has a volume of 580 mL, a total surface area of 0.04 m2, 

a fundus diameter of 80 mm and a greater curvature of 320 mm, which is within the range of 

adult stomach size [12, 199]. The dimensions of the geometry are 122 mm in height, 137 mm 

in width and 122 mm in depth. The orientation of the geometry is shown in Figure 7.2 and the 

descriptions are used later in the discussion of the results.  

 

Figure 7.1: The 3D anatomical model of the stomach geometry used in the present simulations. 
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(a) front view  

 

(b) side view 

Figure 7.2: Orientations and dimensions of the geometry. 

In a real human stomach, the wall can expand, which allows it to enclose a larger volume. The 

average gastric capacity of a human stomach is measured to be 750 mL [200]. In this study, 

the stomach wall is assumed to be rigid, and the total volume of the geometry is fixed. The 

timescale of the density driven flow (finishes with 6 s) is fast compared with the propagation 

time of an ACW along the stomach length (20 s per cycle) so the deformation and the density 

driven flow are relatively independent. On this basis the wall deformation was omitted for this 

study.  
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The stomach model is initially filled to 80% of its capacity with a total volume of 460 mL, 

comprising 230 mL oil and 230 mL water. The total height of the fluid is 88 mm, with an oil 

layer height of 46 mm and a water layer (which is in a wider section of the stomach geometry) 

with a height of 42 mm as shown in Figure 7.3. The velocity driven by gravity (up to 0.06 m/s 

as found in this study) is much faster than the velocity of the antral contraction waves (0.0022 

to 0.0033 m/s) [109], so this study was deemed to be worthwhile as a first step in combing 

multiple physics into the stomach model. The Reynolds number of the flow is estimated to be 

240, which means the flow is laminar. 

Although present in this system, the surface tension force was not included in either simulation. 

For the FVM, surface tension modelling is available through the continuum force method of 

Brackbill et al. [201] in which the surface force is converted to volumetric force over a small 

distance on either side of the interface. However, this method can lead to the production of 

random velocities, known as spurious velocities or spurious currents at the interface [202]. 

Attempts to include this force led to unphysical velocities, even when the hexcore grid was 

used.  The effect was small in the region of hexahedral elements but large in the transition 

layer. Unfortunately, these problems become even worse as the mesh is refined [202]. Although 

improvements have been made by changing the method of curvature calculation, they cannot 

be applied to complex geometry [203]. 

For SPH, a surface tension model is implemented in the code. In this case, it needs good particle 

resolution to capture the surface curvature [204]. Given the model is not viable in the FVM 

code and would require some work to test in the SPH code, it was decided to proceed without 

including surface tension effects explicitly. 

The properties of the two fluids are shown in Table 7.1. A modified water viscosity of 0.02 Pa.s 

is used to avoid the numerical instability of the SPH model (see later for details) and this 

viscosity is within the characteristic range of viscosity of the typical gastric content 

(0.01 to 2 Pa.s) [22]. The initial setup of the stomach model is shown in Figure 7.3, with oil 

placed at the bottom and water placed at the top. The density difference allows the oil to float 

to the top once the simulation begins. For analysis purposes, the fluid is divided into five layers 

of the same height. The flow behaviour in each layer is investigated but the layers division has 

no impact on the actual physical phases of oil and water.  
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Table 7.1. Properties of two fluid phases. 

Phase Density (kg/m3)  Viscosity (Pa.s) 

Water 1000  0.02  

Olive oil 909  0.074  

 

 

Figure 7.3: The initial layer setup of the gastric content with the water layer coloured in blue 

and the oil layer coloured in red. The marked layers are used later to capture data for model 

comparison. 

 

A residual swirling behaviour is observed in the top layer after the fluids have turned over, so 

data are captured to investigate this using a locally defined cylindrical coordinate system at the 

centreline of layer 5, as shown in Figure 7.4. The cylindrical coordinates (r, θ) are transformed 

from the Cartesian coordinate system (x, z) at the free surface. 

𝑟 = √(x2 + 𝑦2) (7. 1) 

𝜃 = tan−1 (
𝑧 − 𝑧0
𝑥 − 𝑥0

) (7. 2) 

where 𝑥0 , and 𝑧0 are the Cartesian coordinates at the midpoint of the free surface. 
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Figure 7.4: Illustration of the radial coordinate system set up in the top layer. 

 

7.2.2. Modelling approaches 

The fluid flow is governed by the NSE which apply to a mixture of fluids. Gas mixing occurs 

on the molecular level, so the NSE can be applied directly to the mixture, with the local 

composition determined by the species concentrations. However, for a mixture of fluids, such 

as oil and water, there are macroscopic fluid regions, with the potential for droplets of one fluid 

to be immersed in another. This situation is treated rather differently in SPH and FVM.  

The SPH method treats the fluids as a collection of particles that fill space and Lagrangian 

equations are solved to track the density, velocity and location of the particles. Each particle 

has a fixed composition so mass is conserved naturally by the scheme. As the particles move, 

the interface between the two fluids is moved. With no inherent numerical diffusion, the 

method is highly suitable for free surface flows.  

In the FVM, conservation equations are solved on a finite-size mesh which may contain one 

single fluid, droplets of one fluid inside another or an interface between the two fluids. To make 

the NSE suitable for this situation, ensemble averaging is performed and the concept of a 

volume fraction is introduced, in which the fraction of one fluid in a cell is determined [205]. 

For a value that is neither 0 nor 1, the cell has both fluids present but no information is available 

on the topology, i.e., droplets or a sharp interface. Not only is the detailed topology lost but a 

decision must be made on how to treat the momentum equation. If the problem is one in which 

there is an interface between two continuous fluids, the homogenous velocity assumption is 

made and a single velocity field is assumed. This is known as the Volume of Fluid (VOF) 

method [206] and is widely used for liquid pouring, wave motion and many other free surface 
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problems. However, if droplets are present in a continuous phase there is no slip between the 

phases and they cannot separate.  

This limitation is avoided, at additional computation cost, by solving separate momentum 

equations for each phase. This gives a model that applies in theory to any two-fluid situation 

provided suitable closure relations that are introduced by the phase averaging can be found. A 

specific version of these equations, known as Multi-fluid-VOF (or MVOF) [207], is used for 

free surface flows where the two phases can separate but a sharp interface is kept between the 

phases. The key closure model is the drag law, which is designed to control the velocities of 

the phases in an optimal manner when they are either mixed or exist as an interface. The MVOF 

approach is implemented in a test case as a comparison and its effect is discussed later. 

7.2.3. SPH model setup 

The CSIRO SPH code [90, 134] is used to simulate the oil-water buoyancy problem. The same 

model equations, with the addition of the gravitational force in the momentum equation, and 

solution procedure as described in Chapter 3 are applied here. The fluids are treated as being 

homogeneous and Newtonian, with no special treatment required to handle the two fluid nature 

of the flow. The weakly-compressible approach to solve the incompressible NSEs are again 

adopted here. Different from the setup used in Chapter 3, no offset pressure is needed in this 

study as the pressure is set to zero at the free surface and the hydrostatic pressure gradient 

ensures that the pressure always remains positive. The cubic-spline kernel is used in this work 

after assessing the effect of different kernels (see later). 

In the base simulation, a particle size of 0.6 mm is used to represent the fluids, resulting in 

2.0M SPH particles in total, with 1.0M particles for each fluid phase. The boundary at the 

stomach wall is represented by a triangulated surface mesh with an approximately equidistant 

spacing of nodes, as shown in Figure 7.5.  
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(a) surface mesh    (b) close-up of the mesh 

Figure 7.5: Images of the surface mesh used in the SPH base case (the yellow bar is 10 mm long 

in both images). 

 

7.2.4. FVM model setup 

As discussed earlier, the VOF approach [206] is the computationally simplest and cheapest 

approach to solve the two fluid separation problem when using FVM. In this approach, the two 

fluids are assumed to be separated by an interface within each cell, so that only one velocity 

field is needed and the presence of the two phases is tracked using a volume fraction. The 

conservation equations for mass and momentum for the VOF model are listed below:  

𝜕𝜌𝑚
𝜕𝑡

+ 𝛻 ∙ (𝜌𝑚𝒖) = 0 (7. 3) 

𝜕(𝜌𝑚𝒖)

𝜕𝑡
+ 𝛻 ∙ (𝜌𝑚𝒖⊗ 𝒖) = −𝛻𝑃 + 𝛻 ∙ (𝜇𝑚(𝛻𝒖 + 𝛻𝒖

𝑇)) + 𝜌𝑚𝒈 (7. 4) 

where 𝒖 is the fluid velocity, 𝜌𝑚 is the mixture density, 𝑡 is time, 𝑃 is the pressure, 𝜇𝑚 is the 

mixture viscosity and 𝒈 is the acceleration due to gravity. 

Finally, the mixture properties are calculated from the component properties via 

𝜌𝑚 = 𝛼𝑜𝜌𝑜 + 𝛼𝑤𝜌𝑤 (7. 5) 

and 

𝜇𝑚 = 𝛼𝑜𝜇𝑜 + 𝛼𝑤𝜇𝑤 (7. 6) 

The presence of the oil or water is determined using the following advection equation for the 

oil phase volume fraction 
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𝜕𝛼𝑜
𝜕𝑡

+ 𝒖 ∙ ∇𝛼𝑜 = 0 (7. 7) 

where 𝛼𝑜 is the volume fraction of oil. The volume fraction of water, 𝛼𝑤, is calculated from 

the constraint equation  

𝛼𝑜 + 𝛼𝑤 = 1 (7. 8) 

In the MVOF case the conservation equations for mass and momentum become: 

𝜕𝛼𝑖𝜌𝑖
𝜕𝑡

+ 𝛻 ∙ (𝛼𝑖𝜌𝑖𝒖𝑖) = 0 (7. 9) 

𝜕(𝛼𝑖𝜌𝑖𝒖𝑖)

𝜕𝑡
+ 𝛻 ∙ (𝛼𝑖𝜌𝑖𝒖𝑖⊗𝒖𝑖) = −𝛼𝑖𝛻𝑃 + 𝛻 ∙ (𝜇𝑖(𝛻𝒖𝑖 + (∇𝒖𝑖)

𝑇)) + 𝛼𝑖𝜌𝑖𝒈 + 𝑭𝑖𝑗 (7. 10) 

where 𝑖 = 𝑜,𝑤;     𝑗 = 𝑤, 𝑜. Together with the constraint equation (7.10), these form a closed 

set of equations. There is now one closure relation needed for the drag force per unit volume 

𝑭𝑖𝑗. As the topology of the fluid in a cell is not known this takes a symmetric form that blends 

smoothly between the limits of the two possible dispersed phases. Details can be found in [208]. 

The flow domain is reduced in height to contain only the two fluids without an air space above 

them. Therefore, the top surface is treated as a free-slip wall, meaning that there can be no flow 

normal to the wall and no stress is applied tangentially to the wall. 

Initial work applied a no-slip condition at the stomach wall, but this led to the initial phase in 

contact with the wall being trapped on the wall in a mesh-dependent manner. The simulated 

results depended on both the near-wall mesh size and topology. Inflation mesh trapped more 

fluid than polyhedral mesh at the wall. To remove this sensitivity and to reproduce the 

behaviour observed in the SPH model, the stomach walls are set to be free-slip. Even though a 

no-slip boundary condition is used in SPH, it behaves differently in both models. In SPH, the 

no-slip condition applies only at the wall while the centre mass of the particle, which is located 

away from the wall, is free to move. In FVM, the no-slip boundary condition is applied at the 

wall itself and causes fluid to be trapped at the wall.  

The initial values for the gauge pressure, 𝑥, 𝑦 and 𝑧 velocity components are set to zero. 

The FVM model is developed using ANSYS Fluent, version 2022R2. The Ansys Fluent 

Watertight geometry meshing tool is used to generate the fluid mesh. The generated mesh has 

126,000 cells and comprises poly-hexcore elements, with a single layer of inflation at the wall 

and several layers of polyhedral to join these together. The average cell size of the mesh is 
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1 mm, and the minimum orthogonal quality is 0.41. The individual cell size ranges from 0.003 

mm to 6.5 mm. Figure 7.6 shows the computational mesh on the surface and a cross-section 

through the stomach geometry. The effect of mesh type is discussed later by replacing the poly-

hexcore mesh with a polyhedral mesh in a comparison simulation. 

 

(a)     (b) 

Figure 7.6: Computational mesh on the fluid domain for the FVM,  

(a) surface mesh; (b) cross-section of the mesh. 

The transient, pressure-based solver is used to solve for laminar flow. To solve for the volume 

fraction in the VOF model, an explicit formulation is used to track the fluid interface. In this 

method, the volume fraction is advected in time and then a geometrical reconstruction 

algorithm is used to distribute the fluid, in any cell where the volume fraction is neither 0 nor 1, 

to be located next to the adjacent region of the same fluid [209]. The sharp interface option is 

selected with interfacial anti-diffusion enabled for the advection step in the above algorithm. 

The implicit body force correction is enabled in the formulation for stability [142], which adds 

an extra step in the pressure correction formulation to ensure that there is a partial equilibrium 

of the pressure gradient and gravitational forces [142]. The PISO pressure-velocity coupling 

scheme [210] is used to solve the flow equations. Time-stepping uses the first-order implicit 

method [142]. Gradients are determined using the least-squares cell-based option, the pressure 

is determined using the PRESTO method. The second-order upwind scheme is used for the 

momentum equations. A time step of 0.005 s is used after conducting a time step independence 

study, and the total run time for the simulation is 8 s. The maximum iteration number for each 

time step is set to 30, with 16 iterations typically being needed for convergence. Converged 

solutions are achieved when normalized residual values for the continuity, 𝑥, 𝑦, 𝑧 velocities 

and volume fraction are below 10-3. The residual values are calculated based on the globally 

scaled Root Mean Square (RMS) metric.  
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7.3. Simulation results 

7.3.1. SPH 

The visualisation of the buoyancy-driven separation process is shown in Figure 7.7 viewed 

along each of the axes. The simulation begins with the two fluids separated vertically in two 

quiescent layers. The water is shown in translucent blue, and the oil is shown in opaque red. 

From 0.0 to 0.5 s, the effect of buoyancy driven by gravity has initiated localized elevation of 

the less-dense oil to form small peaks at the interface on the left side of the stomach and some 

larger ripples are present in the middle of the interface.  

At 1.0 s, the effect is more pronounced as the small peaks increase in height and the larger 

ripples grow and form into round topped plumes, which is characteristic of a Rayleigh-Taylor 

Instability (RTI) [211]. The RTI was first investigated by Rayleigh [212] and Taylor [213], 

describing the instability of an interface between two fluids with different densities when the 

heavier fluid is placed above the lighter fluid. Similar RTIs have been captured in other work 

using SPH models [214-216].  

After 1.5 s, the plumes rise and form into strands, and the fluid connecting them to the main 

body of fluid becomes very thin causing formation of small droplets when they rupture, which 

then float to the free surface. From 2.0 s, this behaviour continues and some droplets gradually 

drift to the left. At the same time, a much more extensive bulk flow is observed on the right 

side, following the pathway of the strands and moves up along the front side of the stomach 

wall as shown in Figure 7.7(a).  From 2.5 to 3.0 s, this large mass of water forming the bulk 

flow travels up the front of the stomach as shown in Figure 7.7(b), and reaches the free surface, 

resulting in a swirling flow in the 𝑦𝑧-plane. This swirl is created as vertically travelling fluid 

interacts with the curved walls and the resulting pressure changes the flow direction.  

Between 3.0 and 3.5 s, the swirling flow of the liquid continues with most of the oil at the 

bottom flowing to the top along the front of the stomach wall. Most of the oil accumulates in 

the top half of the stomach from 4.0 s. After 4.0 s, the remaining oil slowly moves to the top 

but at a much slower speed. At 5.0 s, the flow is relatively quiescent again with some oil 

droplets remaining at the front wall and inside the water layer. 
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(a) front view [video]  

https://youtu.be/BDzT05rzzic
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(b) side view [video] 

https://youtu.be/nkbB3EKrUnk
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(c) top view [video] 

Figure 7.7: Visualisation of the buoyancy-driven separation process of the oil and water in the SPH model.  

https://youtu.be/T4BZUtIxbjs
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7.3.2. FVM 

The visualisation of the buoyancy-driven separation process in the FVM model is shown in 

Figure 7.8. In this case, the flow is visualised using the volume rendering option of Ansys 

EnSight which visualises data throughout the domain rather than colour just one phase as in 

the SPH graphics. This means that the phase interfaces look much softer compared with the 

very distinct interfaces in the SPH rendering. The fluid appears to be quiescent until 0.5 s. From 

0.5 to 1.5 s, small regions of oil move along the enclosing walls, separate from the bulk fluid. 

In the meanwhile, some oil starts to rise along the front wall. From 2.0 to 2.5 s, the dispersed 

oil floats and accumulates at the top and the oil along the front wall is pushed to the back by 

the curved shape of the wall, resulting in a bulk swirling flow. The remaining oil swirls in the 

𝑥𝑧-plane in the middle of the stomach during this period. From 2.5 s to 3.5 s, the remaining oil 

floats to the top and a swirling motion in the 𝑦𝑧-plane is observed as in the SPH model, but the 

strength of the swirling motion seems to be weaker in the FVM. The velocity then gradually 

dissipates from 3.5 s to 6 s and all the fluid is separated at 6.0 s.  
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(a) front view [video] 

https://youtu.be/ZtrrYkT4cJM
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(b) Side view [video] 

 

https://youtu.be/mUnK4JAnmB8
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(c) top view [video] 

Figure 7.8: Visualisation of the buoyancy-driven separation process of the oil and water in the FVM model.  

https://youtu.be/NlHXDuiA2dQ
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7.3.3. Comparison  

It is evident that the SPH simulation shows a much sharper oil-water interface and captures the 

buoyant plumes very well. The RTIs observed so clearly in the SPH calculations are absent in 

the FVM results. Despite the high-accuracy interface capturing scheme used in the FVM the 

interfaces are much more diffused. However, the FVM model performs better in the asymptotic 

regime when small residual regions of one fluid are immersed in the other fluid as the 

separation behaviour of these droplets is more physical, in that they separate in an expected 

manner. Beyond these differences the nature of the bulk flow that leads to the over-turning of 

the fluid layers with the oil moving upward as a coherent mass on one side of the stomach is 

broadly similar. 

The flow behaviours in both models are compared quantitatively by considering the time 

variation of the layer-averaged oil volume fraction, as shown in Figure 7.9. In both models, the 

growth of the instability becomes visible at around 1.0 s, but the turn-over behaviour in layer 

1 occurs more slowly in the SPH simulation than in the FVM. The initiation of flow instabilities 

is complex, especially for the RTI where there is an initial slow growth of the instability that 

accelerates rapidly in the non-linear phase. The FVM model introduces perturbations at the 

interface in the regions of polyhedral mesh which enhance the growth rate, which likely 

explains the faster formation of the RTI at the interface than was observed in the SPH model. 

However, the duration of the turn-over event is shorter once this flow behaviour is initiated in 

SPH, as shown in the layer 1 and 5 plots in Figure 7.9. In layer 2, the oil volume fraction 

decreases monotonically in the SPH results while some small peaks are observed from 2.5 s to 

4.0 s in the FVM plots.  

In layer 3, some small peaks are observed from 2.5 s to 4.5 s in SPH. During this time, some 

fluid continues to rotate until fully settled, which is caused by the effects of inertia. In contrast, 

for the FVM, there is a sudden increase in oil volume fraction at around 2 s when a large amount 

of oil enters layer 3, then the oil rapidly floats to the top and the oil volume fraction decreases 

to 0.3. In layer 4, the SPH change starts later but both methods predict a similar time for the 

transition from zero oil to being oil dominated.  

In layer 5, the behaviour is broadly similar to that of layer 1, except that the SPH result reaches 

a slightly lower asymptotic limit than that from the FVM. In the SPH model, the oil volume 

fraction in layer 5 does not reach 100% at the end of the simulation, as shown in Figure 7.9, 

which means some water particles remain in the top layer. The plot of the summed oil volume 
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fraction in Figure 7.9 shows that both methods have excellent global mass conservation 

properties. 

In SPH, the smoothed buoyancy force becomes less effective when the width of the fluid 

fragments is smaller than the kernel width, as the density difference is smoothed over the kernel 

diameter leading to a smaller magnitude which results in a reduced buoyancy force. The smaller 

the region of fluid the worse this effect becomes. At the same time, a weak numerically-induced 

surface tension force is present at the edges of the free surface (where they meet the stomach 

walls and so have high curvature) which is sufficiently strong to stabilize the motion of the 

fluid fragments in this region. The buoyancy force exerted by the fluid particles with a 

smoothed density is then in some cases insufficient to overcome the interface surface tension 

and therefore some of the fluid particles are not fully settled [204]. 

 

Figure 7.9: Oil volume fraction in each layer as predicted by the SPH and FVM models. 

Figure 7.10 shows the average flow speed for each layer as a function of time from both 

models. The results show similar average speeds in each layer. The maximum speed in both 

models is around 0.06 m/s and occurs in layer 4. As previously identified, the bulk separation 
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process in FVM starts earlier than in SPH. As discussed above, the difference in initiation time 

between the methods is hard to pinpoint as the flow is driven by instability at the interface. As 

the initial conditions and numerical resolution are different, the initiation and growth phases 

are necessarily different. The separation process finishes earlier in the SPH results with the 

FVM model showing some residual motion in layers 1 - 4 at 8 s.  

 

Figure 7.10: Average fluid speed in each layer as predicted by the SPH and FVM models. 

A net swirling behaviour is observed in the upper layers of the fluid. This is a consequence of 

the interaction of the turnover flow interacting with the complex but smoothly varying shape 

of the stomach wall. To quantify this, the swirling speed in the top layer from both models is 

shown in Figure 7.11. The swirling behaviour start at around 1.5 s in both simulations. In the 

SPH model, the first extremum in the swirling speed is at 2.5 s and is positive (resulting from 

the initial density plumes which are on the front part of the stomach in Figure 7.7(a). From 

3.0 s, the swirling motion reverses direction with strong swirling in the negative direction 

(with a peak speed of around 0.03 m/s at 3.5 s). This is driven by the bulk over-turning motion 

where a large upwelling of fluid on the front part of the stomach leads to a negative swirl. This 

swirling motion decays leading to a minor reversal after which the fluid settles and becomes 
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relatively quiescent. In the FVM, there is no initial positive peak (because of the absence of the 

early stage fine plumes), but a wider and shallower trough (again resulting from the bulk 

turnover flow) followed by decaying oscillations. The reduced maximum swirling speed is 

consistent with the observation that the bulk flow is less pronounced in the FVM.  

 

Figure 7.11: Swirling speed in the top layer as predicted by the SPH and FVM models. 

 

7.4. Sensitivity analysis 

The effect of numerical parameters is tested and analysed here to examine the sensitivity of 

both models. In SPH, the results depend on the choice of fluid viscosity, the kernel, and the 

spatial resolution. In FVM, the effect of fluid viscosity is tested, and a standard check of mesh 

independence is performed. Variations in parameter values lead to different flow initiations, 

which is not particularly of interest when conducting sensitivity analysis of the numerical 

parameters. Therefore, the flow data are shifted so that the starting time of the separation is 

similar in each comparison, making the comparison of the post-initiation behaviour easier to 

understand.  

7.4.1. SPH 

Effect of water viscosity 

A study of the effect of water viscosity is reported here for the SPH model. The fluid becomes 

well-settled when the water viscosity is increased, as can be seen in the results in layer 5 from 

Figure 7.12. When a water viscosity of 0.001 Pa.s is used, the fluid velocity field is noisy even 
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after the separation process is finished after 6 s, as shown in Figure 7.13. Importantly, although 

the peak layer speeds are reduced with increasing viscosity (due to the resulting increased 

dissipation) the overall patterns are very similar. This requirement for an artificially increased 

viscosity comes from the need to add more damping to the system in the SPH approach to 

maintain stability. Therefore, a viscosity of 0.02 Pa.s is used in the base model to provide 

sufficient minimisation of the noise in the velocity. 

 

 

Figure 7.12: Oil volume fraction in layers 1, 3 and 5 as predicted by the SPH model for different 

water viscosities. 

 

 

 

Figure 7.13: Speed in layers 1, 3 and 5 as predicted by the SPH model for different water 

viscosities. 



186 

 

Effect of kernel choice 

Figures 7.14 and 7.15 compare the results achieved using three different kernels: cubic, quartic 

and Wendland, details of which can be found in Chapter 3, section 3.3.3. Figure 7.14 shows 

that results for the cubic and Wendland kernels are similar, but there is around 7% of oil 

remains in layer 1 at the end of the simulation for the quartic kernel. Compared with the other 

two kernels, the quartic kernel has more difficulty in separating the two phases.  

In the case of a multiphase flow, more than one of the fluids are likely to result in the density 

becoming that of a mixture rather than the pure fluid with the kernel smoothing. The quartic 

kernel has a larger compact support compared with the other two and therefore the smoothing 

is over a larger volume, resulting in a lower smoothed density and lower buoyancy force.  

Therefore, although the quartic option is the best kernel for the peristalsis problem in Chapter 3 

(where enhanced smoothing is beneficial for resolving strong gradients at moderate resolution), 

it is not the ideal kernel for phase separation (where sharpness of the smoothed density is 

important). The de-mixing behaviour and the speed in each layer are similar between the cubic 

and Wendland kernels. However, the swirling behaviour is stronger with Wendland as shown 

in Figure 7.16, potentially caused by its higher weighting on the nearest particles. In 

comparison, the cubic kernel is the best for solving the buoyancy-driven flow in this work as 

it provides the smoothest velocity field and the best phase settling after separation. 

 

 

Figure 7.14: Oil volume fraction in layers 1, 3 and 5 as predicted by the SPH model for different 

kernels. 
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Figure 7.15: Speed in all layers as predicted by the SPH model for different kernels. 

 

Figure 7.16: Swirling speed as predicted by the SPH model for different kernels. 

 

Effect of spatial resolution 

A test of convergence is performed on spatial resolution and the results are shown in 

Figures 7.17 and 7.18. As the spatial resolution increases, the fluids are settled better in layer 5 

and the speed in each layer is less noisy. The results for resolutions of 0.6 mm and 0.5 mm are 

very close, demonstrating that the 0.6 mm resolution provides a well-converged solution, which 

is why it was used for the base model. 
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Figure 7.17: Oil volume fraction in layers 1, 3 and 5 as predicted by the SPH model for different 

resolutions. 

 

 

 

Figure 7.18: Speed in layers 1, 3 and 5 as predicted by the SPH model for different resolutions. 

 

7.4.2. FVM 

Effect of water viscosity 

The oil volume fraction in layers 1, 3 and 5 are very similar when the water viscosity is changed 

from 0.001 Pa.s to 0.02 Pa.s in the FVM model, as can be seen in Figure 7.19. The maximum 
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speed in layer 1 with a water viscosity of 0.001 Pa.s is higher than it is with 0.02 Pa.s but the 

magnitudes in other layers are very similar, as shown in Figure 7.20. A viscosity of 0.02 Pa.s 

is used in the base model to match with the SPH model. This invariance of the flow behaviour 

to this viscosity variation demonstrates that the use of a moderately enhanced viscosity for the 

purposes of numerical stabilisation has little effect on the dynamics of this system. 

 

 

Figure 7.19: Oil volume fraction in layers 1, 3 and 5 as predicted by the FVM model for 

different water viscosities. 

 

 

 

Figure 7.20: Speed in all layers as predicted by the FVM model for different water viscosities.  
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Mesh independence study 

Mesh independence studies are performed to examine the accuracy of the FVM model. Two 

simulations are made to establish mesh independence, one with a coarser mesh and one with a 

finer mesh. The coarse mesh has 41,000 cells with an average cell size of 2 mm, the medium 

mesh has 126,000 cells with an average cell size of 1 mm, and the fine mesh has 377,000 cells 

with an average cell size of 0.5 mm. Results for these analyses are shown in 

Figures 7.21 and 7.22. The results from different meshes are very similar but not perfectly 

aligned, probably due to changes in how well the interface is captured. However, the overall 

pattern of the oil volume fraction evolution and the speed are very close, meaning that the 

simulation results achieved are sufficiently independent of the underlying mesh.  

 

 

Figure 7.21: Oil volume fraction in layers 1, 3 and 5 as predicted by the FVM model for 

different mesh resolutions. 
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Figure 7.22: Speed in all layers as predicted by the FVM model for different mesh resolutions. 

 

Impact of using the Multi-fluid VOF (MVOF) model 

The MVOF approach is applied to the base case model to determine the impact of allowing 

slip between the oil and water phases. The velocity vectors for both phases are shown in 

Figure 7.23. At 0.5 s, similar to the VOF model, instability starts to arise near the wall. At 1 s, 

some oil strands appear, which are not as clearly visible when using the VOF approach. At 5 s, 

all the fluid is well-separated, and the phase interface is much less diffused than in the VOF 

results.  

   

Figure 7.23: Velocity vectors computed using the MVOF model. 

Figures 7.24 and 7.25 shows a comparison between the results obtained from the VOF and 

MVOF approaches.  The flow behaviour is very similar for layers 1 and 3. The MVOF model 



192 

 

results show a faster separation at layer 5 as the oil volume fraction reaches one and the speed 

reduces to zero earlier.  

 

 

Figure 7.24: Oil volume fraction in layers 1, 3 and 5 as predicted by the FVM model for 

different VOF approaches. 

 

Figure 7.25: Speed in layers 1, 3 and 5 as predicted by the FVM model for different VOF 

approaches. 

 

Effect of mesh type 

In the base model, a poly-hexcore mesh is used to construct the fluid domain. To investigate 

the effect of the mesh type, a polyhedral mesh with a similar number of elements is used to 

perform the same analysis. As shown in Figure 7.26, the instability appears near the wall for 

the poly-hexcore mesh and appears randomly at the interface for the polyhedral mesh at 1.0 s. 

The location of the instability growth in the FVM is most likely due to the flow being initiated 

by grid induced errors and the interface then being diffused. Figures 7.27 and 7.28 shows the 
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comparison between the results obtained using the poly-hexcore and polyhedral meshes. The 

overall flow behaviour is very similar.  

   

(a) poly-hexcore 

   

(b) polyhedral 

Figure 7.26: Velocity vectors in the VOF model with different mesh types. 

 

 

 

Figure 7.27: Oil volume fraction in layers 1, 3 and 5 as predicted by the FVM model for 

different mesh types. 
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Figure 7.28: Speed in layers 1, 3 and 5 as predicted by the FVM model for different mesh types. 

 

7.5. Conclusions 

Results from two numerical models of buoyancy-driven flow in the stomach have been 

presented. One is built upon the SPH method and the other is developed using the FVM. The 

solutions from both models show that the separation process happens rapidly in the stomach 

geometry. After initial interface instabilities develop there is a fast turnover of the bulk of the 

fluid and then the system settles into a quasi-steady state. 

Some details of the flow behaviours are slightly different between the modelling approaches, 

including the timing of the growth of the flow instability, the strength of the phase turnover 

motion, the surface layer swirling speed, and the amount of final separation. However, the 

speed and the duration of the separation from both models are similar. The capture of the RTI 

growth is very clear in SPH (with the development of fine plume structures preceding the 

development of the bulk turnover flow) but not in FVM, most likely due to numerical smearing 

in the FVM.  

Numerical noise in the SPH model is visible and further improvement is desirable to reduce 

this effect and allow the simulation of lower-viscosity fluids. The implementation of an 

adaptive resolution refinement method to better resolve small fluid zones and allow their 

complete separation would be useful.  

These simulations have highlighted differences between the results from the two methods, but 

the complex geometry and the presence of flow instabilities means exact agreement is 

impossible.  
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In the next chapter, the successfully developed approach for flow in a non-deforming stomach 

is applied to a stomach having antral contraction waves with acid release from the wall is 

modelled and mixing behaviour in the stomach is studied. 
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Chapter 8. SPH Model Investigations of Gastric Mixing with 

Acid Diffusion in a Human Stomach 

The next stage of the stomach model development following Chapter 7 is to implement 

contractive waves on the stomach wall, and acid diffusion from the wall. This work was 

completed in the last stage of the thesis and has not undergone the rigorous verification and 

validation that was applied in the earlier chapters. The wave propagation model is currently 

under development, but an initial version was made available by Shouryadipta Ghosh and 

Simon Harrison, CSIRO for these simulations.  

8.1. Introduction 

Digestive processes in the stomach can be classified into mechanical digestion and chemical 

digestion. Mechanical digestion involves processes such as crushing, fracturing and squeezing 

and is caused by the deformation of the food arising from interaction with the contracting 

stomach wall and the applied fluid stresses. Chemical digestion involves the secretion of gastric 

acid from the stomach wall and the interaction between gastric acid and gastric content. These 

two processes are interconnected. For instance, the mechanical breakdown of a food fragment 

will expose a new contact area for gastric acid to produce chemical digestion. This can lead to 

the softening of the food structure, which enables easier mechanical breakdown. Understanding 

human digestion offers potential treatments for gastric diseases, as well as advice regarding 

diet selection and drug delivery. 

Pal et al. [26] developed a model of the dynamics of the antral contraction wave (ACW) 

through magnetic resonance imaging (MRI) studies and these dynamics are implemented in 

most of the developed in silico stomach models [14, 22, 77, 81-84, 115]. Most developed 

stomach models have not considered acid secretion, except Kamaltdinov et al. [78] and Li and 

Jin [80]. Kamaltdinov et al. [78] developed a multi-component mixture model by incorporating 

chemical kinetics between species. However, the stomach wall was assumed to be static in the 

study. Li and Jin [80] use a FVM to simulate gastric secretion from the upper region of the 

stomach with a moving stomach wall and the pH changes were tracked in the gastric content.  

A biomechanical-Smoothed Particle Hydrodynamics (B-SPH) model was developed by 

Harrison, et al. [83], which was used to investigate fluid mixing and emptying with the ACW 

dynamics developed by Pal et al. [26]. In the current study, acid diffusion is incorporated into 

this previous model and the ACW dynamics were improved [217] by implementing the 
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electrophysiological activity data quantified by Berry et al. [218]. The peristaltic contraction 

ratios are exported as functions of time and spatial position, and then applied to the stomach 

boundary [217]. The aim of this study is to investigate the relationship between the acid 

diffusion process and fluid mixing behaviour in a deforming stomach to better understand how 

aspects of chemical digestion occur. The effects of several parameters are tested in the study, 

including the fluid viscosity, acid diffusion coefficient, and the speed of the contraction wave. 

Their effect on acidity level and fluid mixing are investigated and discussed.  

8.2. Numerical model setup 

8.2.1. Stomach geometry  

The same stomach geometry as used in Chapter 7 is adopted here. The peristaltic waves, known 

as antral contraction waves or ACWs, are modelled as kinematically prescribed deformations 

of the stomach wall. They emerge at the proximal antrum and approach the pylorus with a 

spatially varying amplitude, pulse width and speed [217]. The parameters defining the 

contraction waves were taken from an experiment by Berry et al. [218], where high-resolution 

electrophysiological activity data were utilized to quantify the peristaltic waves in fasted 

stomachs of patients undergoing hepatobiliary or pancreatic surgery [217]. 

Instead of a stationary mesh, the boundary of the stomach is represented by a sequence of 

deforming meshes, which represent the temporal variation of the stomach surface position. A 

constant mesh update period of 0.25 s is used with deformation between mesh updates 

represented by updates to the position, velocity and normal of each mesh node calculated at 

each timestep. The pylorus is kept closed for the entire simulation, and therefore gastric 

emptying is not considered in this model.  

8.2.2. Gastric content 

The simulation starts with the stomach filled with quiescent fluid at 50% of its capacity, which 

leads to a total volume of 400 mL. The fluid in the stomach has an initial neutral pH of 7. A 

boundary condition of a constant pH of 3 is set on the stomach wall, as illustrated in Figure 8.1. 

Both the fluid and the acid are assumed to have a constant density of 1000 kg m-3 and a constant 

dynamic viscosity of 0.1 Pa.s, which is in line with the representative range of fluid properties 

found in the stomach. The effective species diffusivity of H+ into water is in the order of 

10−9 m2 s-1 [80, 219]. In this study, an artificially increased diffusion coefficient of 10−7 m2 s-1 

is assumed to show a larger extent of diffusion on a shorter timeframe to avoid high simulation 
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run times, while two lower values (10−8 m2 s-1 and 10−9 m2 s-1) are used in a comparative study 

later. 

 

Figure 8.1: Illustration of the acid diffusion region coloured in red. 

The CSIRO SPH code [134] is used to build this model. A SPH particle size of 1 mm is used 

to represent the fluid, resulting in 0.4 M particles in total. The cubic-spline kernel is used in 

this model after assessing the effect of different kernels in Chapter 7. The diffusion of the 

gastric acid in the gastric fluid is simulated using a Fick’s diffusion model. The effect of 

temperature is not considered in this study since the range of temperature variation is fairly 

small. The species transfer equation used in the SPH model is [220]: 

𝑑𝐶𝑎
𝑑𝑡

=∑
4𝑚𝑏

𝜌𝑎𝜌𝑏
𝑏

𝐷𝑚𝑎𝐷𝑚𝑏
𝐷𝑚𝑎 + 𝐷𝑚𝑏

∙ 𝐶𝑎𝑏
𝑟𝑎𝑏 ∙ 𝛻𝑎𝑊𝑎𝑏

𝑟𝑎𝑏
2 + 𝜂2

(8. 1) 

where, 𝐶𝑎 is the concentration of the acid in particle a, 𝐶𝑎𝑏 is the difference in concentration 

between particles a and b, 𝐷𝑚𝑎 and 𝐷𝑚𝑏 are the mass diffusion coefficients for the materials 

represented by particles a and b, respectively. The kinematic diffusion coefficient is given by 

𝐷𝑎 = 𝐷𝑚𝑎/𝜌𝑎. 

The acid concentration is converted into pH by: 

pH = −log10[𝐶𝑎] (8. 2) 

The initial fluid volume is again divided into five bands with the same height and different 

colours are ascribed to the particles in each layer, as shown in Figure 8.2. The fluid particles 

retain their initial colour when the fluid is mixed, allowing the mixing behaviour to be 

visualised and analysed. The average height of each set of coloured particles is calculated and 

recorded throughout the simulation. The initial positions of the particles in different colour 

bands are shown in Figure 8.2. 
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Figure 8.2: Visualisation of the initial fluid bands. 

Data for the height and pH of every particle are known at each time step. A mean quantity can 

be defined at any instant via 

�̅� =
1

𝑁
∑𝜙𝑖
𝑖

(8. 3) 

where 𝜙  could be particle height or pH. 𝑁  is the number of particles in the sum and the 

subscript 𝑖 determines the summation range. The summation could be over all particles to 

obtain the average height or pH, or over a group of particles, say the blue ones, to determine 

their average height.  

A standard deviation can also be calculated via  

𝜎 = √
1

𝑁
∑(𝜙𝑖 − �̅�)2

𝑖

(8. 4) 

which can be used to determine the spread of particle heights or acid concentrations about the 

mean. 

8.3. Simulation results 

The mixing behaviour of the fluid in the stomach is illustrated in Figure 8.3. Recall, the initial 

fluid is divided into five colour bands (Figure 8.2). As the ACWs propagate towards the 

pylorus, the fluid at the bottom coloured in blue, cyan and green is pushed upwards towards 

the free surface along the greater curvature of the stomach wall. Similarly, some of the fluid in 

the upper layers, coloured in orange and red, is transported down the back of the stomach. From 

15 s to 30 s, some blue particles start to reach the free surface. At the same time, some red and 
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orange particles remain near the free surface and gradually move to the left. From 45 s to 75 s, 

some red and orange particles start to move to the bottom of the stomach. During the mixing, 

the cyan and green particles remain mostly in the middle area. After 75 s, there is already a 

good level of mixing of all layers of fluid. At 90 s, some orange particles move to the middle 

area and the fluid near the wall is filled with particles of all layers. From 105 s to 135 s, more 

orange particles with some blue particles are visible in the middle area while most red particles 

remain at the top layer. Importantly, the external surface of the fluid at 150 s, which contacts 

the source of acid, is visibly different to the fluid that was in contact with the stomach wall at 

the start of the simulation.  
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Figure 8.3: Visualisation of the mixing behaviour within the stomach.  

The time evolution of the average height of each of the fluid particles of the same colour is 

shown in Figure 8.4. The average height of all particles is also shown (as a dashed black line) 

and acts as a comparison. It is not completely flat because of the cyclic vertical translation of 

the free surface that occurs with the transit of the ACWs. As the average height of each of the 

colour groups tends towards the overall average with increasing time, this indicates that the 

fluid is becoming increasingly mixed well. At 100 s, the average height of each colour group 

becomes relatively stable, but fluctuations still exist, meaning that the fluid is not completely 

mixed yet and may require a much longer time. The standard deviation of the heights in 
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different colour bands is used as an additional measure of mixing between fluid bands and is 

presented in Figure 8.5. The standard deviation of the heights decreases from 27 mm at the 

start to 7 mm at 90 s, meaning that the fluid is progressively mixed in the stomach by the 

contractive waves. From 90 s to 150 s, the standard deviation increases back to 10 mm, 

meaning that the fluid is not completely mixed yet. 

 

Figure 8.4: The average height of differently coloured particles. 

 

Figure 8.5: Standard deviation of the height of all colour groups. 

The change in pH of the fluid in the stomach over time is shown in Figure 8.6. In this figure 

and all figures showing pH changes in the fluid, the boundary particles used to set the pH are 

not shown. Only the fluid particles are shown. The pH of the fluid is 7.0 initially, meaning the 

fluid is pH neutral. As the contractive wave propagates along the stomach wall, the acid that is 

diffusing into the fluid adjacent to the wall is transported away from the walls and progressively 

mixed into the bulk of the fluid mainly through advection but also with diffusion. At 15 s, the 

pH of the fluid near the stomach wall decreases to 3.5, while the pH of the fluid at the free 

surface decreases to 3.0. This is because the fluid that was in contact with the acid source 

(coloured orange and yellow in Figure 8.3) has now moved up to the free surface. At 30.0 s, 
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the pH of the fluid near the boundary becomes almost constant at 3.0 and the pH of the interior 

fluid decreases smoothly. From 45 s to 150 s, the pH of the fluid continues to decrease, and the 

pH of most fluid becomes 3 at 150 s.  

 

Figure 8.6: Visualisation of the pH changes in the fluid.  

 

The changes in average pH in the fluid over time are shown in Figure 8.7. As the stomach wall 

continues to move, the acid at the wall initially is transported into the fluid and reduces the 

average pH gradually. At 150.0 s, the average pH of the fluid has reduced to 3.8. 
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Figure 8.7: The changes of average pH in the fluid over time. 

 

8.4. Parameter variations 

Different parameter variations are tested in this study to understand their effect on fluid mixing. 

Parameters tested include the fluid viscosity, the acid diffusion coefficient, and the contraction 

wave speed, which are all closely related to food digestion in the stomach. 

8.4.1. Effect of fluid viscosity 

The effect of fluid viscosity is analysed by comparing the mixing behaviour and pH changes 

of fluids. Dynamic viscosities of 0.02 Pa.s, 0.1 Pa.s and 0.5 Pa.s are used, which are within the 

range of viscosity variation of typical gastric content (0.01 to 2 Pa.s) [22].  

The mixing behaviour of the fluids with different viscosities is shown in Figure 8.8. With a 

viscosity of 0.02 Pa.s, the fluid in the stomach mixes rapidly. At 30 s, some blue particles, 

which are at the bottom originally, have already moved to the free surface when the fluid 

viscosity is 0.02 Pa.s. With a viscosity of 0.5 Pa.s, the blue particles have not even reached the 

free surface at 60.0 s. At 150 s, the fluid is filled with particles of all colours both near the wall 

and internally with the lowest viscosity while the internal fluid is still mostly filled with cyan 

and green particles with the highest viscosity. Compared with the high-viscosity fluid, the 

mixing speed of the low-viscosity fluid is much faster. The mixing rate for the interior fluid is 

slower than the mixing near the walls, and even with the lowest viscosity fluid that has the 

highest mixing rate, the portions of the cyan and green particles in the internal fluid are still 

higher than other particles.



205 

 

 

 

 

 

Figure 8.8: Visualisation of mixing within the stomach for different fluid viscosities. (left) 0.02 Pa.s; (middle) 

0.1 Pa.s; (right) 0.5 Pa.s. 



206 

 

Figure 8.9 shows the average height of each particle colour group for different fluid viscosities. 

Figure 8.9(a) shows that with a viscosity of 0.02 Pa.s, some mixing occurs rapidly at the start 

from 0 to 20.0 s as the average heights of each layer become closer to the average height of all 

particles. After 20.0 s, the heights do not change significantly except for the red particles, the 

height of which has an increase between 20 s and 70 s then decreases afterwards. Figure 8.9(b) 

shows the mixing behaviour of the medium-viscosity fluid. The curves have lower gradients 

(meaning slower mixing) compared with the low-viscosity fluid results. The heights have not 

reached steady levels at 150.0 s, meaning that the fluid mixing is continuing. Figure 8.9(c) 

shows the slopes of the lines are even smoother and flatter with a viscosity of 0.5 Pa.s since the 

advective transport of fluid is significantly inhibited by the high viscosity. Therefore, as 

expected, the highest viscosity fluid provides the poorest mixing among the three cases. 
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(a) viscosity = 0.02 Pa.s 

 

(b) viscosity = 0.1 Pa.s 

 

(c) viscosity = 0.5 Pa.s 

Figure 8.9: The average height of each coloured particle group for different fluid viscosities. 
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The standard derivations of the average height for different fluid viscosities are shown in 

Figure 8.10. The value for 0.02 Pa.s decreases rapidly from 27 mm to 8 mm from 0.0 to 30.0 s, 

which shows that some mixing happens rapidly. From 20.0 s to 60.0 s, the value increases from 

9 mm to 13 mm then decreases back to 8 mm at 150 s. To reach a fully mixed state with a 

stable standard deviation value, it may require a longer run time. With high viscosity, the fluid 

mixing is much slower as the standard deviation for the 0.5 Pa.s case has only decreased to 

21 mm at 150 s. 

 

Figure 8.10: The standard deviation of the heights of all colour groups for different fluid 

viscosities. 

The average speed of the fluid for different fluid viscosities is shown in Figure 8.11. With a 

viscosity of 0.02 Pa.s, the fluid speed rises very rapidly to 0.01 m/s at the start, decreases to 

0.004 m/s at 10.0 s and remains relatively constant afterwards. The high-frequency noise arises 

from the numerical method and is not a physical effect. The average speeds for the medium-

viscosity and low-viscosity fluids are around 0.002 m/s and 0.001 m/s, respectively.  

 

Figure 8.11: The effect of fluid viscosity on the average fluid speed in the stomach. 
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Table 8.1: The effect of fluid viscosity on the Reynolds, Schmidt and Peclet numbers of the 

system. 

Fluid viscosity 0.02 Pa.s 0.1 Pa.s 0.5 Pa.s 

Reynolds number 17.76 1.62 0.21 

Schmidt number 200 1,000 5,000 

Peclet number 3550 1620 1070 

. 

 shows the Reynolds, Schmidt and Peclet numbers of the fluid for the different viscosities 

studied. As the viscosity increases, the Reynolds number decreases significantly, and the 

momentum of the fluid changes from being advection-dominated to viscous-dominated. This 

is consistent with the observed much poorer mixing at higher viscosity. This decrease in the 

Reynolds number is accompanied by an increase in the Schmidt number. The Peclet number, 

the product of the Reynolds and Schmidt numbers, gives the ratio of convective to diffusive 

mass transfer. This shows that as the fluid viscosity increases the influence of convection is 

becoming weaker which is consistent with the observed results.  

Figure 8.12 shows the visualisation of the pH values of the fluid for different fluid viscosities. 

As the viscosity decreases, the acid mixes into the internal fluid more quickly. At 90.0 s, the 

number of fluid particles coloured in red is much higher for smaller viscosities because the 

fluid mixes more thoroughly. 
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Figure 8.12: Visualisation of pH changes in the fluid for different viscosities. (left) 0.02 Pa.s; 

(middle) 0.1 Pa.s; (right) 0.5 Pa.s. 

The changes in average pH values in the fluid over time for different fluid viscosities are shown 

in Figure 8.13(a). The pH values decrease monotonically in all three cases. At 150.0 s, the 

average pH of the lowest viscosity fluid reduces to 3.4, and the pH of the highest viscosity fluid 

reduces to 4.0. Figure 8.13(b) shows the change in the standard deviation of the pH over time. 

As the acid starts to diffuse into the fluid, the standard deviation starts to increase from zero. 

The rate of the increase is the highest with the 0.02 Pa.s fluid from 0 to 10 s, as the lower 

viscosity allows greater convective fluid motion. From 16 s, the standard deviation of the pH 

for the 0.02 Pa.s fluid starts to decrease, showing the acid is more uniformly distributed in the 

stomach. The standard deviations of pH with viscosities of 0.1 Pa.s and 0.5 Pa.s start to 
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decrease from 25 s and 35 s, respectively. The average pH in the fluid should eventually reduce 

to 3.0 and the standard deviation of the pH should reach zero if the simulation were run for 

long enough. Therefore, the mass transfer rate between the acid and fluid is much higher in the 

low-viscosity fluid. 

 

(a) 

 

(b) 

Figure 8.13: The effect of fluid viscosity on pH changes in the stomach (a) average pH; (b) 

standard deviation of the pH. 

 

8.4.2. Effect of acid diffusion coefficient 

The effect of the acid diffusion coefficient is investigated by comparing the results with 

diffusion coefficients of 10−7, 10−8, and 10−9 m2 s-1. The changing pH over time for the different 

diffusion coefficients is shown in Figure 8.14. As expected, a higher diffusion coefficient leads 

to greater acid transport into the stomach.  
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Figure 8.14: Visualisation of pH changes in the fluid for different acid diffusion coefficients. 

(left) 10−7 m2 s-1; (middle) 10−8 m2 s-1; (right) 10−9 m2 s-1.
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The effect of the diffusion coefficients on the average pH is shown in Figure 8.15(a). The 

average pH decreases much more quickly with a higher diffusion coefficient. The average pH 

of the fluids starts from 7.0 and decreases to 3.8, 5.0, and 5.9 at 150 s with acid diffusion 

coefficients of 10−7, 10−8, and 10−9 m2 s-1, respectively. Figure 8.15(b) shows the standard 

deviations of the acid concentration. The data show that the higher the acid diffusion 

coefficient, the faster the standard deviation increases initially, as acid enters the stomach. Once 

there is a significant amount of acid in the stomach, the standard deviation starts to fall and will 

eventually reach zero, indicating a uniform acid concentration in the stomach. 

 

(a) 

 

(b) 

Figure 8.15: The effect of diffusion coefficient on pH changes in the stomach (a) average pH; (b) 

standard deviation of the pH. 

 

A sudden drop in pH from 0 to 1 s is observed in all cases as shown in Figure 8.16, which is 

not correct as the acid should enter smoothly throughout the simulations.  
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Figure 8.16: Average pH in the first 5 s for different diffusion coefficients. 

 

This can be explained as follows. The thickness of the diffusion boundary layer for a sphere, 

deemed to be the closed simple shape that can be used to represent the stomach, at time 𝑡 can 

be estimated using a first-term approximation to the solution of the diffusion equation [221] 

as: 

𝛿𝐶 = 𝜋√𝐷𝑡 (8. 5) 

For a time of 5 s, equation 8.5 gives thicknesses of 2.2 mm, 0.7 mm, and 0.2 mm for acid 

diffusion coefficients of 10−7, 10−8, and 10−9 m2 s-1, respectively. It is evident that for a particle 

size of 1 mm even the 10−7 m2 s-1 case is barely resolved and for the two other cases, at this 

stage in the calculation the concentration boundary layer is certainly not being resolved. 

Verification tests of simple diffusion problems are needed to determine the best way to model 

the concentration boundary layer of low diffusivity species (see Future Work). 

8.4.3. Effect of moving wall 

The effect of the moving stomach wall on the average pH is analysed by comparing the base 

case results with the results with a static wall. The visualization of the pH changes is shown 

Figure 8.17 and the effect on the average pH is shown in Figure 8.18. Without the wall motion, 

the mass transfer from the acid is purely by diffusion and the pH decreases from 7.0 to 4.2. 

With the wall motion, the pH decreases to 3.8. The effect of the wall motion is important as it 

increases the acid mass transfer rate by advection significantly, with the Peclet number of this 

system being 1620 (Table 8.1). 
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Figure 8.17: Visualization of pH changes in the fluid (left) with a static wall; (right) with 

deforming wall.
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Figure 8.18: The effect of the moving wall on average pH in the stomach. 

 

8.4.4. Effect of contraction wave speed 

The speed of the contraction wave is examined by increasing and decreasing the speed by 50%. 

The mixing behaviour of the colour bands for different contractive wave speeds is shown in 

Figure 8.19. The average heights of the blue, green, and red particles are shown in Figure 8.20, 

which shows that the effect of the contraction wave is not significant, for the range of variation 

considered, on fluid mixing. A higher contraction wave speed provides slightly better mixing 

as the standard deviation decreases faster with a higher wave speed as shown in Figure 8.21, 

but the difference is not significant. A larger effect is expected for changes in wave amplitude, 

but this was not possible at the time of writing this thesis.
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Figure 8.19: Visualisation of mixing within the stomach for different contraction wave speeds. (left) 1.5× 

slower; (middle) normal speed; (right) 1.5× faster.
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Figure 8.20: The average height of blue, green, and red particle groups for different contractive 

wave speeds. 

 

Figure 8.21: The standard deviation of the heights of all colour groups for different contractive 

wave speeds. 

 

Figure 8.22 shows that its effect on the pH changes is not significant either as the average pH 

in the fluid is almost the same with different contractive wave speeds.  
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Figure 8.22: The effect of contraction wave speed on average pH in the stomach. 

 

8.4.5. Effect of spatial resolution 

A test of spatial resolution is also performed. The effect of spatial resolution on the average 

and standard deviation of the heights is shown in Figures 8.23 and 8.24, respectively. The 

average heights are similar while the standard deviations are slightly different. With a lower 

resolution, the standard deviation decreases slightly faster. The results show a weak 

dependence on resolution. 

 

Figure 8.23: The average height of blue, green and red particle groups for different spatial 

resolutions. 
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Figure 8.24: The standard deviation of the heights of all colour groups for different spatial 

resolutions. 

Figure 8.25 shows its effect on the average pH and shows that it is not significant either. 

 

Figure 8.25: The effect of spatial resolution on average pH in the stomach. 

 

8.5. Conclusions 

SPH simulations of a closed stomach model in which the wall motion is included have been 

run to study its effect on the mixing of the fluid in the stomach and the transfer of acid into and 

within the stomach. Fluid viscosity has a significant effect on pH changes and fluid mixing 

because of its strong impact on the velocity field. Analysis shows that even for the highest 

viscosity the mass transfer is advection dominated. The acid diffusion coefficient plays an 
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important role in determining the pH change in the stomach, as it controls the acid flux at the 

walls. As for the effect of contraction wave speed, a 50% change does not have a significant 

effect either on the pH change or the fluid mixing.  

A simple boundary layer analysis showed that for the used particle size of 1 mm the 

concentration boundary layer could not be resolved for physically realistic diffusion 

coefficients and that even for the base case that uses a diffusion coefficient that has been 

multiplied by 100, the resolution is barely adequate at the start of the simulation. In addition, 

the wall boundary condition needs modification to enforce a constant pH value. These issues 

are discussed in the Future Work presented in the next chapter. The aim of this chapter was to 

explore the possibility of modelling the acid and the wall contractions and to identity any issues 

relating to their implementation. This objective has been met.  
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Chapter 9. Conclusions and future work 

In this chapter, the conclusions arising throughout this thesis are consolidated and proposed 

future work is presented. 

9.1. Conclusions 

Gastrointestinal health is essential for human beings as it is closely related to a person’s well-

being. Gastric diseases, such as obesity, gastritis, gastroparesis, and stomach cancer could 

potentially be prevented or at least alleviated if we had a better understanding of gastric 

functions. Gastric digestion has been studied in vivo, in vitro, and in silico for decades. In vivo 

studies require strict ethical approval, and measurements are difficult to collect. In vitro models 

have been widely used but further development is needed to make them more representative of 

the real stomach. The development of in silico models is growing because of the massive 

improvement in software and computing power recently.  

The main purpose of an in silico model of the stomach is to replicate the physics and chemistry 

that happens in a real human stomach. A literature review showed that the developed stomach 

models to date are capable of simulating fluid flow, a moving stomach wall, acid secretion and 

small food particles that can be tracked to show the motion of digested food. Food softening 

and food breakdown have not been simulated in silico but have been studied in vivo and in 

vitro. Although the current state of art of in silico models is still limited, they can provide 

valuable insight into the physics of the gastric flow, including the velocity field, acid 

concentration, strain rate and shear stress in the fluid. These data assist in developing a better 

understanding of fluid mixing and mass transfer in the stomach. Additionally, in silico models 

can be used as a tool to improve the design of in vitro models, ensuring that the experiment is 

as representative as possible of the real stomach. However, it is not evident that the components 

of the various in silico models have undergone sufficient vigorous verification and validation. 

Two main modelling approaches have been implemented here in the computational modelling 

of the stomach, which are the Finite Volume Method (FVM) and Smooth Particle 

Hydrodynamics (SPH). FVM is a traditional mesh-based method that has been well-established 

for decades and forms the basis of most commercial CFD software. However, it can be 

computationally expensive when deforming geometry is involved because remeshing is 

required to maintain the quality of the mesh. SPH is a particle-based method that has the 

advantages of accommodating flexible geometry, handling multiphase flow naturally, and 
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combing fluid with large particles. However, SPH is a more novel approach and requires 

greater verification and validation for this application. In conclusion, rigorous comparison and 

validation are required for these two methods to ensure they can be used confidently for this 

application. The pros and cons of both methods should be considered carefully before they are 

applied to a particular situation. 

The main body chapters of this thesis start with a verification study of a kinematically 

prescribed peristalsis-like flow in a tube by comparing the performance of SPH and FVM with 

an analytical solution (Chapter 3). Both models provided accurate results and have been 

demonstrated to be verified for this application. The FVM model was developed using Ansys 

Fluent, which is a commercial software package. The sensitivity studies in the FVM model 

were easy to perform and both mesh and timestep independence studies gave excellent results. 

The SPH model was developed using the CSIRO SPH code. More investigation was required 

on the numerical parameters for the SPH model, including the initial particle arrangement, use 

of an offset pressure to prevent numerical cavitation, and the choices for the kernel, 

characteristic speed, and particle size, prior to obtaining good agreement with the analytical 

solution. The results from the SPH model were sensitive to some of these parameters. Careful 

consideration of these inputs was required when developing the SPH model and therefore a 

comprehensive understanding of the method is essential. There is very limited documentation 

on the SPH model, compared with that for commercial software with FVM. 

This was followed by a verification study of Fluid Structure Interaction (FSI) modelling of 

wave propagation in fluid-filled elastic tubes (Chapter 4). This work used a coupling method 

that combined the FVM and a Finite Element Analysis (FEA) solver. In this case, the Ansys 

Fluent CFD solver and the Ansys Mechanical FEA solver were coupled using the Ansys 

System Coupling interface. The propagation wave speed in an elastic tube was tested in this 

FSI model. Simulation results matched well with theoretical results, proving the model to be 

accurate. The effect of the wall material, wall thickness, fluid viscosity, tube constraints, and 

choice of the structural element were investigated and discussed in detail. This verification 

gave a solid foundation for the in vitro comparison conducted in Chapter 5, where a FSI model 

was utilized. It is an essential study for stomach modelling as well when investigating the 

interaction between the stomach wall and the gastric content in the future. 

A FSI simulation was developed based on an in vitro intestinal peristaltic system designed by 

Professor Timothy Langrish and his PhD student Chao Zhong from the University of Sydney 
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(Chapter 5). The model was built based on the solution methodology verified in Chapter 4. The 

study aimed to replicate the mixing behaviour in a digestion system. In the in vitro study, 

oscillating pistons were used to generate flow in a flexible elastic tube and the mixing 

behaviour of the dye injected in the fluid was investigated. A significant amount of work was 

carried out to obtain stable solutions from the computational model, including the use of a 

weakly compressible fluid, optimising the parameters in a novel Quasi-Newton stabilisation 

algorithm, identification of the best means to constrain the model, and the pre-possessing of 

the input data to remove noise. A reliable and well-converged FSI model was developed, and 

the simulation results matched well with the base case experimental results. Two additional 

experimental cases were investigated, which did not match the simulation results so well. The 

additional experiments were conducted after the COVID interruption, and the experimental 

environment may have changed. Therefore, further investigation is required. Repeat 

experiments and improved visualisation techniques are currently being undertaken by the 

experimental team. 

The ultimate goal of the in vitro study in Chapter 5 is to investigate tablet dissolution/food 

breakdown in the digestion system. Prior to that, the same group had collected experimental 

data for tablet dissolution in a beaker and stirrer system to estimate the mass transfer coefficient 

in the mixing system. Previous simulations for similar types of apparatus had used a simplified 

treatment of the stirrer and only studied the hydrodynamics. In Chapter 6, a numerical 

simulation of an in vitro beaker and stirrer system was developed and presented. The latest 

sliding mesh technique was used to capture the mixer motion. The flow and mass transfer for 

three different stirrers and two rotational speeds were simulated. The calculated mass transfer 

rate matched well with the experimental results. The calculated mass transfer rate was well 

correlated with the calculated Reynolds number and the predicted shear stress on the tablet 

surface. The relationship between these parameters is closely related to mass transfer in the 

digestion study as well. 

The buoyant separation process of oil and water layers was simulated in a static stomach with 

SPH and FVM methods and was presented in Chapter 7. The mixing behaviour was visualized 

and characterised by tracking the oil volume fraction in different layers. Both methods provided 

similar results. The separation process occurred rapidly in the stomach geometry due to its 

complex curved shape that resulted in the buoyant motion generating a swirling flow. The 

growth of the Rayleigh-Taylor instability was well captured in the SPH model but not in the 

FVM model, most likely due to numerical smearing of the interfaces. However, the final 
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separation in the SPH model was incomplete while the fluid was fully separated in the FVM 

model, as expected. In addition, the dynamic viscosity of the water had to be increased 

artificially in the SPH simulation to reduce noise from the SPH tensile instability. Further 

improvement is desirable for both models, but the study has demonstrated the capability of 

both approaches when applied to the buoyancy effect in the stomach. 

The motion of the stomach wall and acid mixing were implemented in the SPH stomach model, 

and the results were presented in Chapter 8. The fluid viscosity was found to have a significant 

effect on the fluid mixing and pH changes because the mass transfer in the fluid is advection 

dominated when a deforming wall was used. A 50% change in the contraction wave speed was 

found to be insignificant in this study. The pH change in the stomach was also affected by the 

acid diffusion coefficient. For a typical value of 10−9 m2 s-1, it appears that the constant particle 

resolution SPH model was unable to resolve the mass transfer for a reasonable particle size. 

Possible ways of addressing this issue are presented in the future work. 

In conclusion, a wide range of verification and validation studies on FVM, SPH and FSI 

approaches have been undertaken in this thesis. Traditional FVM has proven to be verified and 

easy to implement. SPH is a novel approach for these applications that has its advantages, but 

a comprehensive understanding of the method is required by the user to obtain accurate results 

with many inputs affecting the results. FSI was easy to utilize in the basic test case but required 

extensive user input for the complex problem. All three methods would benefit from 

continuous development to enhance their usability, accuracy and capabilities. Work from this 

thesis has been used to resolve defects and improve model accuracy in all the software used, 

stressing the importance of using the latest software versions.  

In summary, FSI and FVM models have been developed to assist in the design and 

investigation of two in vitro models. Stomach modelling using SPH has been further explored 

by incorporating buoyancy-driven flow, a moving wall and acid mixing.  

9.2. Future work  

There are two main purposes of computational modelling in this thesis: (i) as a tool to assist in 

the design of in vitro experiments, and (ii) to provide more insights into the physics and 

chemistry of digestion in a human stomach. For the first, work in this thesis has provided 

support for designing the intestinal peristaltic system and the stirrer system. To further assist 

the improvement of the peristaltic system the cases that currently show poor agreement with 
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experimental data need to be revisited. The simulation could be run for laminar flow, as the 

Reynolds number in the fluid is within the laminar-turbulent transition region for the reduced 

force and reduced frequency cases. An initial attempt to run a laminar case with the same 

timestep and one order of magnitude smaller diverged. A highly refined mesh and small 

timestep will likely be needed to capture the complex jet flow present. In the meanwhile, 

recalibration of the colour test in the experiment is underway and the continued investigation 

of in vitro model is required as more experimental data become available. 

Ansys Fluent has an in-built structural solver that was tested for the validation work done in 

Chapter 4, but it was not possible to obtain a stable solution. Since then, the feedback provided 

from the work in this thesis has been used to make improvements. It would be very useful to 

retest the case, as using only one software package could potentially speed up simulations and 

make their setup much easier. 

The objective of stomach modelling is to provide a reliable and comprehensive understanding 

of flow and mixing behaviour in the stomach. This thesis has presented a large amount of 

verification and validation investigation of different numerical approaches and expanded the 

capabilities of the currently developed SPH method. Further investigation is required in 

improving the accuracy of the current models and expanding the capabilities even further.  

Based on the results from the SPH model for the buoyancy-driven flow, the buoyancy force 

exerted by the fluid particles with a smoothed density does not lead to full separation. A 

potential solution to this issue is to implement an adaptive refinement method, which allows 

particle size modification to capture small fluid fragments. Its use should be considered in 

future work, if it is desirable to achieve complete separation. 

In the acid modelling, a more sophisticated treatment to capture the thin concentration layer 

close to the wall is required. Use of extremely small particles is impractical. In the FVM, wall 

functions are used to avoid resolving velocity and concentration boundary layers in turbulent 

flow. Investigation of ways of adapting this, or a modified approach, for use in SPH is desirable. 

A staged verification and validation approach, starting with simple boundary layer flow, is 

required to validate any such implementation. 

When comparing FVM and SPH, the major disadvantage of FVM is the need to change the 

location of every node in the mesh when the domain shape is changed, as occurs for the stomach 

modelling presented here. Previous work [14, 22] using FVM incorporated a succession of 

meshes that are read in at each timestep, with data being interpolated onto the new mesh from 
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the previous solution. This is expensive computationally and not well suited to parallel 

computing, as repartitioning is needed for each new mesh. A recent study used the dynamic 

mesh method to adapt the deformation using the open-source CFD program OpenFoam [80]. 

This technique could be tested in Ansys Fluent given the significant improvements made in 

dynamic meshing over recent years and from feedback provided as part of this thesis.  

An alternative strategy is to create a series of meshes at key points in time that have the same 

mesh topology and number of elements, and then use an interpolation method between them. 

Often radial basis functions are used for this task as they provide an efficient method of smooth 

interpolation [222]. This methodology is embodied in a computer code RBF-MORPH, 

developed at the University of Rome Tor Vergata, that interfaces with the CFD solver Ansys 

Fluent used in this thesis. A recent study of the motion of a heart valve [223] demonstrates an 

application that is very similar to the motion required for the stomach and highlights the ability 

of the method to maintain good mesh quality. Morphing means the topology of the 

computational mesh does not change, so no repartitioning is needed between mesh updates. It 

is recommended that this technique be tried with a mesh of the stomach geometry used in this 

thesis, which would produce a model that can be compared with the SPH method used here to 

provide an independent comparison. It would allow all the physical models present in Ansys 

Fluent, that have undergone extensive verification and validation, to be used in the study of 

digestion in the stomach. 

The development of stomach modelling still requires an extensive amount of work, including 

the integration of comprehensive models of food breakdown and chyme chemistry. Detailed 

components that need to be implemented are the inclusion of large undigested food fragments 

with properly simulated internal and external structures, mass diffusion of acid and other 

chemical species at the surface of the food, also allowing internal penetration. The different 

mechanisms of food breakdown with different types of food (carbohydrates, proteins, fats, etc.) 

need to be investigated as well. Furthermore, the simulation results from the comprehensively 

developed model need to be validated against in vivo or in vitro data.  

Finally, modelling of the compliant behaviour of the stomach wall should be included. The 

model needs to include a representation of the multiple layers of the stomach wall, along with 

their non-linear and anisotropic elastic behaviour and their contraction behaviour balancing 

internal fluid forces and external supporting forces from surrounding connective tissue. This is 

a very challenging problem that will need significant code development. 
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