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Thesis Abstract 

Introduction 

Facial reanimation surgery encompasses several different surgical approaches to facial palsy 

(FP). Goals of surgery are dependent on patient priorities and disease related loss of 

function. A major frustration in this field is the lack of a universal outcome measure that can 

aid clinicians in gaining a clear understanding of the true benefits of surgery. Advancements 

in computer vision technology may provide clinicians with an accurate and automated 

outcome assessment tool.    

 

Aims 

This thesis has two main goals. Firstly, to describe current and proposed future methods of 

facial palsy assessment, focusing on newly implemented automated methods. The second 

goal is to detail and validate the development of a novel outcome measurement tool 

designed to provide an automated and objective assessment of smile in FP patients. 

 

Methods 

The first chapter of this thesis will involve a narrative review detailing the current literature 

available for outcome measurement in facial palsy. The second chapter validates a newly 

developed mobile phone app ‘SmileCheck’ by comparing app-based smile analysis with 

clinician observation in FP patients. A pilot trial was undertaken prior to the second study to 
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validate quality assurance within the application by determining optimal usage 

environment.  

 

Results 

Multiple new facial palsy assessment systems utilising automated computer-based 

approaches have been developed. These tools either provide entirely new outcome 

measurement approaches or automate previously established subjective tools.  Some of 

these have been proven effective in the clinical setting however have yet to be widely 

implemented. In the main study, the ‘SmileCheck’ application demonstrated a high degree 

of agreement with clinician based observation. Repeatability of measurements was 

confirmed through a test-retest approach.  

 

Conclusions 

Recent advances in computer vision technology provide the possibility of the development 

of objective smile assessment tools in facial palsy. This will increase clinician understanding 

into postoperative outcomes and provide a common outcome language amongst 

institutions. The new ‘SmileCheck’ application has been demonstrated to be a quick and 

accurate tool to quantify the quality of spontaneous smile in the facial palsy population.     
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Chapter 1 - Current and novel approaches to outcome measurement 

in facial reanimation surgery 

1.0 Background 

There are significant difficulties associated with outcome measurement in facial reanimation 

surgery. Not only do facial palsy patients require long term follow up due to the protracted 

nature of postoperative recovery. Patients are also often located far from large facial nerve 

centres and frequent follow up can be both difficult and impractical. Whilst many forms of 

facial palsy assessment are available, what is clear is that a perfect outcome measurement 

solution has yet to be established worldwide.  

 

This thesis was designed to achieve two main goals. The first aim is to describe the current 

methods of facial palsy assessment utilised in the field of facial reanimation internationally. 

The second aim is to describe and validate a newly developed application, ‘SmileCheck’, that 

has been designed to harness machine learning technology to provide an automated and 

objective smile assessment in facial palsy patients. This tool may fill some of the gaps in the 

literature highlighted in the first chapter.  

 

This first chapter reviews the current literature on established and newly developed 

methods of outcome measurement in facial reanimation surgery. Historically, clinicians have 

relied upon subjective methods of quantifying disease severity and recovery in facial palsy. 

With the advancement of facial reanimation surgery, clinicians are in need of more objective 
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means of assessing change in facial function overtime. This chapter forms a literature review 

which is currently under review in the peer-reviewed journal Facial Plastic Surgery and 

Aesthetic Medicine (Mary-ann Liebert inc. Publishers) (submission can be found in the 

appendix). The author aims for this to be an easy to reference guide for clinicians to aid in 

their choice of outcome measurement regime.  

  



 12 

1.1 Abstract 

Importance:  Accurate quantification of postoperative outcomes after facial reanimation 

surgery is essential for the individualisation of treatment and ensuring that each patient’s 

unique needs are met. The objective of this review is to detail established and emerging 

approaches to outcome measurement. 

Observations: Currently established patient reported outcome measures provide key 

insights into disease related patient experience. Clinician graded scales have historically 

been used to quantify disease severity however are limited by their subjective nature and 

inter-observer variability. More recently, computer-based approaches leveraging machine 

learning(ML) technology have been developed to improve the objectivity of disease severity 

assessment. This has shown promise both in improving the reliability of well-established 

clinical scales and in the production of newer automated disease severity scales. Whilst 

restoration of spontaneous emotional activity is a key goal for patient and surgeon, a 

practical method of accurately quantifying smile spontaneity has yet to be established.   

Conclusions: Whilst a multi-modal approach has been proposed to capture the wide array of 

pertinent outcomes, the exact tools have yet to be agreed upon. ML technology has shown 

increasing promise in providing automated solutions that can increase both the reliability of 

measurements and practicality in implementation.  

 

1.2 Introduction 

Facial reanimation surgery compromises various surgical procedures aimed at restoring 

facial symmetry and dynamic facial function in patients with facial palsy (FP). Whilst 
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improving both static and dynamic facial symmetry is of great benefit, a key goal for both 

patient and surgeon is the restoration of spontaneous smile and for the patient to appear 

normal and joyous during organic social interaction(1).  This was demonstrated through a 

discrete choice experiment where healthy volunteers were shown to be accepting of a 

significantly higher chance of treatment failure, necessitating additional surgery, to achieve 

spontaneous smile over voluntary smiling (2).  In the acute and subacute setting, 

approaches to facial nerve reconstruction include direct nerve repair, utilisation of 

interposition or nerve transfer grafts or via direct muscle neurotisation (3–5). For long 

standing paralysis, free muscle transfer is required and reinnervated either with the 

contralateral facial nerve, nearby non-facial cranial nerves, or both(6). With regards to 

spontaneity, utilisation of a cross facial nerve graft (CFNG) has historically been considered 

the optimal neural source for restoration of emotional smile.  However, it has long been 

recognised that cross facial nerve grafting has a higher risk of treatment failure particularly 

in older patients. As a result, numerous other nerve sources have been utilised including the 

nerve to masseter (NTM), hypoglossal, spinal accessory or combinations of multiple nerve 

sources. Various small volume case series of these techniques have reported promising 

spontaneity results however their methods of outcome measurement varied greatly. A 

recent systematic review of all papers found that 63% of studies did not report their 

methodology of assessment and of those that did the majority used clinical observation or 

patient reporting (7). Herein lies a major obstacle in the field of facial reanimation surgery, a 

lack of a universal spontaneity outcome measurement tool. A universal and objective 

measurement tool would allow for accurate characterisation of disease severity and 

treatment response both within and amongst institutions. Current methods of assessment 

of facial palsy include patient reported outcome measures (PROMs) and clinician-based 
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grading systems (8). Whilst these are easy to implement and provide important information 

on the psychosocial impact and patient perceived disease burden, these assessments are 

subjective in nature and susceptible to intra- and interobserver bias. Several methods for 

objective spontaneity assessment have been suggested. In recent years, computer based 

approaches are becoming more widely employed to study facial palsy(9,10). Initially, these 

approaches relied upon manual identification of facial landmarks with subsequent software 

analysis of relevant distances and angles of movement. Such techniques provide accurate 

quantification of landmark movement and symmetry, however do not provide spontaneity 

or layperson measurements. Other techniques relied upon more complex software 

algorithms and  3-dimensional technologies which limited their widespread use (11–16). 

More recently, machine learning (ML) based computer algorithms have been demonstrated 

to accurately predict the position of facial landmarks without the need for manual human 

input (17,18). These algorithms are now being utilised within the facial palsy domain and 

have been demonstrated to accurately measure the emotionality and quality of 

spontaneous smiles (19). Herein, this review aims to outline current methods of subjective 

facial palsy assessment (Table 1) and discuss emerging computer based tools designed to 

provide an objective outcome measure for facial reanimation surgery (Table 2).   

1.3 Subjective Assessment  

1.3.1 Patient Reported Outcome Measures 

Whilst the physical sequalae of facial palsy (FP) are easily identifiable by the layperson and 

clinician, the negative psychosocial effects of this disease must not be overlooked. It has 

been well established that facial palsy has a significantly negative impact on a patient’s 

emotional and psychosocial wellbeing (20). This impact is often complex and individualised 
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to the patient with recent studies recognising that the degree of functional impairment does 

not always correlate with patient distress levels  (21,22). As such, patient reported outcome 

measures (PROMs) play an integral role in evaluating the individualised psychosocial effects 

of facial palsy and their response to treatment (8). The first PROM designed to evaluate 

quality of life in facial palsy specifically was the Facial Disability Index (FDI) (23). First 

published in 1996, this questionnaire assesses psychosocial wellbeing and physical function 

through 5 questions each. During validation, FDI subscales were associated with each other 

and produced reliable measurements for patient focused disability. The Facial Clinimetric 

Evaluation (FACE) scale was subsequently developed in 2001 with an aim to measure both 

quality of life and facial impairment (24). This survey utilises 15 questions on a 5 point likert 

scale to evaluate facial movement, facial comfort, oral function, eye comfort, lacrimal 

control and social function. A recent review suggests that the FACE scale may better 

evaluate for psychological outcomes than the FDI (25). Neither scale however,  evaluates for 

the impact of synkinesis prompting the development of the Synkinesis Assessment 

Questionnaire (SAQ) (26). Whilst not directly measuring quality of life, the SAQ 

demonstrates patient perception of the presence and impact of synkinesis producing a total 

score from 20 (worst) to 100 (best). A newer module of the FACE-Q questionnaire has since 

been developed to directly assess the outcomes of functional facial differences on children 

and young adults (27). This outcme measure has shown promising results in the evaluation 

of FP in children and young adults however requires ongoing clinical evaluation (28). Most 

recently, a Canadian group developed the 25 item Alberta Facial clinical evaluation scale 

aimed at assessing key domains of concern from the patients perspective (29). Whilst this 

was developed through interviewing FP patients on their key functional and psychological 

concerns, this questionnaire has yet to undergo rigorous testing. 
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1.3.2 Clinician Graded Scoring Systems 

For many years clinician based grading tools have been utilised as the most objective means 

of facial nerve functional assessment. The most widely used of these tools is the House-

Brackmann Grading Scale (HBGS) (30). This six point scale is useful in measuring large 

changes in function over time and has high inter- and intra-observer reliability (30–33). 

However, the lack of regional subdomain scores does limit this scales ability to act as an 

outcome measurement tool in facial reanimation where surgeons are interested in subtle 

changes in function of specific facial regions(8). Terzis and Noah proposed a 5 tier 

classification system to describe post facial reanimation outcomes based on facial symmetry 

and contraction (34). It is able to quantify changes over time especially after surgery 

however has yet to undergo rigorous testing. The Sunnybrook Facial Grading Scale (SFGS) 

was created as a regional-based scoring system that directly assesses facial symmetry at 

rest, symmetry with voluntary movements and synkinesis (35). Through assessing specific 

facial regions, the SFGS is more sensitive to changes in facial function than the HBGS with 

similarly high reliability (31,32,36). Whilst comprehensive, this tool is cumbersome to 

employ and requires subjective interpretation of facial function. The Sydney Facial Grading 

System similarly employs a regional based scoring approach by directly scoring the five main 

branches of the facial nerve (32). This scale is  practical and intuitive however has yet to 

undergo rigorous reliability testing or be validated for repeated measures over time (8).  The 

Facial Nerve Grading System 2.0 was designed to assess four distinct facial regions for 

degree of movement and synkinesis and can be converted to an equivalent HBGS score (37). 

This scale has been shown to be reliable between observers and has a moderate agreement 
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with the HBGS in evaluating change in function over time (37,38). Most recently, Banks and 

colleagues developed the Electronic Facial Paralysis Assessment tool (eFACE) aimed at 

providing clinicians with a digital solution to facial nerve assessment (39). The clinician 

scores 15 facial domains with regards to static appearance, dynamic movement and 

synkinesis and an easy to interpret total sum score between 0-100 is produced, with 100 

representing normal facial function. The eFACE has been demonstrated to be useful in 

assessing synkinesis and change in function overtime with high interobserver, intraobserver 

and test-retest reliability(39,40). Whilst each of these tools carry their own merit, it is 

important to recognise that they are by nature subjective tools and are prone to bias and 

human error.   

 

1.4 Computer Based Assessment 

Computer based approaches to smile assessment have long been studied as potential 

objective outcome measures for facial reanimation. Most early techniques were designed to 

quantify smile based on degree and synchronicity of oral commissure excursion. These 

approaches demonstrated a high degree of accuracy in measurements however their 

widespread use across centres was limited by their reliance upon specialty equipment such 

as 3D cameras, facial markers or handheld scanners (11,13,41–44). To overcome this, in 

2012 Hadlock and colleagues developed the Facial Assessment by Computer Evaluation 

(FACEgram) software (45). This freely available Java based software program was 

demonstrated to accurately quantify facial movement and did not require complex 

equipment. However, this tool has not been widely adopted as it requires manual user 

identification of facial landmarks, which is time-consuming and may vary greatly between 
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users. Facial analysis algorithms based off machine learning technology may overcome both 

the need for specialty equipment or human input by performing automated facial landmark 

localisation, quantification of facial movements and prediction of emotional 

expressions(46–48).  These algorithms have been implemented within facial palsy research 

to produce automated scoring of existing grading scales, production of new automated 

scales and emotional expressivity analysis.    

 

1.4.1 Automated Facial Landmarking and Symmetry Analysis 

Multiple centres have harnessed ML based automatic facial landmarking to quantify facial 

symmetry both in repose and during standardised expressions. The ‘Emotrics’ software was 

developed to employ ML technology to automatically identify facial landmarks from a set of 

standard frontal still photographs (17). Multiple photographs can be analysed and position, 

distance and symmetry of landmarks is automatically calculated and used to characterise 

severity of palsy and reflect quality of smile. The algorithms used in Emotrics were initially 

trained on a large database of healthy facial photographs raising concerns around the 

accuracy of landmark localisation in facial palsy faces. Emotrics was subsequently retrained 

with a facial palsy dataset, greatly increasing accuracy of landmark localisation(49). Lee and 

colleagues developed the PC based Facial Asymmetry Assessment Program (PC-FAAP). This 

smartphone based program automatically calculates a novel FP grading system based off ML 

analysis of still photographs of three key facial expressions (50). Mouth, eyebrow and eye 

closure asymmetry ratios are determined and summated to develop a composite ‘FNP 

grading scale (FGS)’. Through validation, the FGS was shown to be sensitive to change in 

severity of FP and was more consistent than subjective assessment however it has yet to be 
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widely adopted across centres. Hidaka and colleagues describe a novel grading system that 

provides real-time facial symmetry analysis (51). This approach automatically identifies 68 

facial landmarks on video recordings and calculates eyebrow and oral symmetry through 

representation of ‘displacement ratios’. This tool may aid clinicians both in tailoring and 

quantifying outcomes of reanimation however has yet to undergo rigorous testing. Lastly, 

Monini and colleagues have developed a markerless videosystem for staging facial palsy by 

comparing total movement of forehead frowning and smiling between healthy and palsy 

hemi-face (44,52). This smartphone based system utilises the ‘Emotrics’ algorithm(17) to 

identify facial landmarks in videos and calculates degree of movement of the oral 

commissure and eyebrow. Within this study, automatic derived facial grading was 

consistent with previously used subjective methods.  

 

1.4.2 Automated Clinician-Graded Scales 

Whilst limited by the subjectivity and variability of observer interpretation, clinician graded 

scales do provide a common language assessment of facial palsy severity. With the advent 

of ML technology, multiple centres have leveraged these algorithms to eliminate the need 

for clinician input to improve both the objectivity and consistency of these scales. O’reilly 

first developed the ‘Facogram’ in 2010 which uses trained artificial neural networks (ANN) 

to produce both objective HBGS scores and regional facial grading in facial palsy patients 

(53). This java-based system requires a video camera for data capture and standard laptop 

for data processing. ‘Facogram’ based assessment had good agreement with subjective 

assessment and demonstrated consistency on repeated testing.  Expanding on previous 

work, Mothes and colleagues developed a convolutional neural network (CNN) based ML 
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program to automatically grade facial palsy based on HBGS, SFGS and Stennert index 

(54,55). Fair agreement between subjective and automated grading of SFGS was found 

however no agreement was demonstrated for HBGS or Stennert index.  In 2021, the Auto-

eFACE tool was created by combining the ‘Emotrics’ algorithm with the commonly used 

eFACE clinician graded scoring system (56). This easy-to-use software can provide rapid and 

automated eFACE assessments and only requires readily available commercial computers. 

Most recently, Jirawatnotai and colleagues developed the ‘SBface’ mobile phone application 

to provide computerised FP assessments based of the SFGS (57). Facial landmarks are 

identified using the ‘VNFaceObservation’ (Apple Inc, USA) image analysis technology and 

distances between these landmarks are calculated during the 6 standardised facial 

expressions listed in the SFGS. Distances between landmarks are correlated to the SFGS 

subdomains and a composite total score is derived. Whilst repeatability of app-derived 

scores was demonstrated, inconsistent correlation between app and human observation 

was found.  

 

1.4.3 Emotional Expressivity Analysis 

The majority of previously described grading systems utilise facial symmetry both as a 

measure of disease severity and post-operative outcome. Recognising a strong desire of 

patients to appear ‘normal’ to the layperson, Dusseldorp and colleagues describe a new 

approach to reanimation outcome measurement by quantifying the emotional expressivity 

of smiles in FP patients (1). This group used the commercially available ‘Affdex’ (Affectiva, 

Boston) emotional analysis software to measure changes in the emotional expressivity of 

spontaneous smile in FP patients after reanimation. This study demonstrated a dramatic 
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improvement in expressivity in postoperative flaccid FP patients and a reduction in negative 

emotion expression in the synkinetic cohort. Extending on this, the same group has since 

developed an automated solution to spontaneous smile analysis by combining this approach 

with the ‘Emotrics’ technology. Time points of healthy oral commissure movements as 

detected by ‘Emotrics’ are subsequently analysed by the ‘Affdex’ algorithm to automatically 

provide an emotional expressivity value for smiles (19). This approach was utilised to 

measure spontaneous smile emotional expression after different reanimation approaches 

however has yet to gain widespread use due to the need for powerful computer processing 

power.  

 

1.5 Discussion 

It is well known that the sequalae of facial palsy include both physical and psychosocial 

effects that vary greatly in severity between patients (20). As such, disease severity and 

surgical outcome measurement requires a multi-modal approach that can evaluate the 

many facets of this disease (58). Patient reported outcome measurements are limited by 

their subjective nature but provide key insights into the psychosocial detriment of the 

paralysis and of the patient’s disease-related experience. The validity and reliability of these 

scales have been optimised over the years and a clear consensus on which scale to use 

between centres would greatly improve the relatability of outcome data worldwide.  

Clinician graded scales vary significantly with regards to complexity but do provide easy to 

understand measurements of disease severity. Similar to PROMs, these scales still require 

subjective observer-based grading, limiting the relatability between observers and 

institutions. Over the past decade, machine learning algorithms have shown promise in 
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overcoming these limitations by providing objective measurement solutions. The creation of 

automated methods of calculating clinician graded scales may be able to overcome current 

concerns regarding subjectivity and provide a common language tool amongst centres. This 

technology has also resulted in the advent of a new method of outcome measurement by 

measuring emotional expression to quantify quality of smile. For these approaches to gain 

widespread use they need to be able to be performed on readily available hardware in any 

location. This would prevent the limitation of accessibility between institutions and 

demographics and provide remote outcome measurement solutions. 

 

1.6 Conclusion 

Outcome measurement in facial reanimation requires a multimodal approach that 

encompasses evaluation of all facets of FP. Computer vision based artificial intelligence has 

shown promising results in both improving current outcome measurement methods and 

providing new solutions. This will hopefully contribute to a greater understanding of the 

benefits of surgery and guide clinicians in optimising patient care.   
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1.7 Chapter Summary 

There are many different domains of facial palsy assessment and a multi-modal approach is 

required to assess the many sequelae of facial palsy. For dynamic reanimation procedures 

where the goal is to restore movement to the affected hemi-face, there is yet to be a widely 

accepted tool to assess postoperative outcomes. Current forms of clinician or patient 

reported measures lack the objectivity required to compare results between surgeons and 

institutions. In recent years computer-based approaches have shown promise in potentially 

providing automated and objective systems.  

 

Outcome measurement in facial reanimation requires a multi-modal approach that captures 

the many sequelae of facial paralysis. Dusseldorp and colleagues suggest the ‘P.A.L.Sy’ 

approach including Patient-reported outcome measures, Automated and clinician-graded 

scoring systems, Layperson assessment equivalent and Spontaneous smile analysis(58). Both 

patient reported and clinician graded assessments have historically been the cornerstone of 

facial palsy assessment. These tools have been widely implemented over the years across 

institutions however their inter-observer reliability is somewhat limited by their inherent 

subjective nature. Automated approaches to facial palsy assessment may improve 

consistency in outcomes assessment both within and across institutions. As previously 

discussed, a key priority for patients is to appear normal to the casual observer and for 

return of organic emotional conveyance during social interaction. This is achieved through 

improving resting symmetry and restoring spontaneous emotional smile. The ability to smile 

spontaneously is a domain of facial reanimation outcomes assessment that has yet to be 

well quantified. Some studies have shown promising results at leveraging artificial 
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intelligence systems to provide automated methods of evaluating this. Initial approaches 

have used quantification of oral commissure synchronicity as a marker for smile success. As 

yet, none of these solutions have gained widespread implementation. Two separate groups 

have proposed calculating emotional expressivity as a measure of smile quality, with 

successful smiles able to convey higher probabilities of perceived joy (1,59). The premise of 

this approach is that during interaction, humans are focused on emotional expression rather 

than symmetry of smile.  

 

Outcome measurement has advanced significantly since the advent of facial reanimation. 

However, the final prong of the proposed ‘P.A.L.Sy’ method still lacks an effective and 

universally agreed upon solution. A welcome tool would be able to provide automated and 

objective spontaneous smile quantification that can be easily implemented across 

institutions.  
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1.9 Tables and Figures 

 

Subjective Assessment 

Patient Reported Outcome Measures Clinican Graded Scales 

Facial Disability Index (FDI) 

House Brackmann Grading Scale (HBGS) 

Terzis and Noah 

Facial Clinimetric Evaluation  (FACE) Sunnybrook Facial Grading Scale (SFGS) 

Synkinesis Assessment Questionnaire (SAQ) Sydney Facial Grading System 

FACE-Q Facial Nerve Grading System 2.0 (FNGS 2.0) 

Alberta Facial Clinical Evaluation Scale 

Electronic Facial Paralysis Assessment Tool 

(eFACE) 

Table 1: Subjective assessment methods 

 

Computer Based Approaches 

Facial Landmarking 

Automated Clinician-graded 

Scales 

Emotional 

Expressivity 
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Facial Assessment by Computer 

Evaluation (FACEgram) Facogram 

Dusseldorp Affdex 

Tool 

Emotrics 

Mothes Automated Marker-

Free Grading Tool 

 
PC based Facial Asymmetry Assessment 

Program (PC-FAAP) Auto-eFACE 

 
Monini Markerless Videosystem Sbface   

Table 2: Computer based assessment approaches 
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Chapter 2 - Voluntary and spontaneous smile quantification in facial 

palsy patients– validation of a novel mobile application 

2.0 Background 

The impact of facial palsy is both complex and multifaceted and it has been well established 

that outcome measurement will require a multi-modal  approach. With regards to 

restoration of spontaneous smile and for the patient to once again appear ‘normal’ to the 

layperson, an agreed upon measurement tool has yet to be developed. For such a tool to be 

implemented worldwide across institutions it needs to be highly accessible to all 

demographics. To increase its use, this tool should be quick and cheap to implement and 

only require readily available commercial hardware.  

 

In recent years, computer vision based artificial intelligence algorithms have been utilised to 

develop facial analysis tools. These algorithms have been used extensively in market 

research and have been shown to be effective in automatically evaluating emotional 

expressivity of respondents while watching humorous content. Additionally, these 

algorithms require simple and readily available hardware to run. Recognising this, we 

developed a novel mobile phone application ‘SmileCheck’ designed to utilise computer 

vision technology to automatically evaluate the emotional expressivity of a facial palsy 

patient’s smile. The application was designed to be used on a patient’s smartphone and to 

overcome two main limitations of other tools. Firstly, using the patient’s phone no complex 

hardware is required and patients can be followed up long term remotely. This negates the 

need for in person evaluation to increase the possibility of repeated measurements over 
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time. Secondly, an entirely automated and objective solution can overcome the subjective 

bias and variability of observer-based approaches and increase the inter-observer reliability 

of data across institutions.  

 

The following chapter includes a study undertaken to validate the newly developed mobile 

phone application: SmileCheck. The validation process involved two steps. Firstly, we 

compared the accuracy of application measurements to clinician-based observations. After 

this, the repeatability of application measurements was determined using a test-retest 

approach. Prior to undergoing the validation process, a pilot study was performed to ensure 

quality assurance of application measurements. As part of the development process the 

application was tested to determine limits of movement of the user relative to the mobile 

phone. This was done to ensure high quality of measurements and is detailed in the 

appendix.  
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2.1 Abstract  

Introduction 

Restoration of spontaneous smiling is a key goal in facial reanimation. A major obstacle to 

quantifying recovery of spontaneous smiling is the current lack of a uniform and objective 

means of smile quantification.  

Objective 

This study aims to measure the accuracy of  a novel mobile phone application designed to 

provide automated smile quantification within the facial palsy population. 

Methods 

Video recordings of 25 patients with unilateral facial palsy watching humorous videos were 

utilised. Application-derived smile timestamping was compared to manual observer 

interpretation. Internal reliability of measurements was evaluated through a test-retest 

approach. 

 

Results 

Application-derived smile identification demonstrated almost perfect agreement with 

manual interpretation (Kappa 0.861, p<0.001). There was no statistically significant difference 

in mean number of smiles between detection method (p=0.354). Automated smile 

identification demonstrated a high degree of specificity (95.4%), accuracy (93.1%), positive-

predictive value (94.7%) and negative-predictive value (91.8%). This method demonstrated a 

high degree of reliability (Kappa 0.864, p<0.01). 
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Conclusion 

The novel ‘SmileCheck’ mobile phone application performed  accurate and reliable smile 

quantification in facial palsy patients in comparison to manual observation.   

 

2.2 Introduction 

Facial palsy (FP) can result in severe oro-facial muscle dysfunction and loss of common 

emotional facial expressions, especially joy. This dysfunction can dramatically impact quality 

of life and psychosocial well-being 1,2. Facial reanimation surgeries aim to enable normal 

appearance during commonplace facial movements such as smiling, laughing, talking, or 

eating. Recent studies have suggested that a primary goal to most people is the restoration 

of spontaneous or emotional smiling 3. However, a major barrier to the identification of 

treatments that reliably restore emotional smiling is the lack of an objective method to 

quantify spontaneity. Currently, outcome assessment following smile reanimation surgery is 

reliant on the perception of experts, patients and society45–8. However, due to the complexity 

and ensuing prolonged rehabilitation of smile reanimation surgeries, both clinician and 

patient are prone to be affected by confirmation bias.  Although rates of smile spontaneity 

are extremely high  with one study demonstrating rates of 70% 9 other studies have shown 

no correlation between objectively measured synchronous smiles and clinician-determined 

smile spontaneity 10. Over the past 50 years, significant effort has been placed on the 

development of clinician-rated facial grading scales11–13, however these subjective 

assessments can be cumbersome and inherently susceptible to inter-/intra-observer 

variability 14.  Objective clinical tools have also been utilised including sensor-based 

techniques, electromyography or functional magnetic resonance imaging, yet these remain 
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limited by availability and cost 15,16. A welcome tool in facial reanimation surgery would permit 

rapid, inexpensive, and objective voluntary and spontaneous smile assessment. This would 

aid clinicians in quantifying post-operative outcomes, thus yielding greater insight into the 

success rates of different smile reanimation techniques. Recent advancements in artificial 

intelligence have prompted research into the utility of novel techniques in machine learning 

and computer vision  for automatic oro-facial assessment and emotion detection 17181920212223. 

Such tools provide automatic localisation of facial landmarks and automatic generation of 

emotion expression probabilities from both still frames and videos 3. This study aims to 

compare the accuracy of automated application derived smile quantification with manual 

observer interpretation of facial palsy smiles.  A second objective is to quantify the reliability 

of application derived measurements.  

 

2.3 Methods and Materials 

Ethics approval to undertake this study was obtained through the University of Sydney, 

Australia.  

2.3.1 ‘SmileCheck’ app (Mass Eye and Ear Infirmary, USA) 

This study utilised the newly developed mobile App ‘SmileCheck’ designed to provide 

automatic assessment of voluntary and spontaneous smile ability in FP patients. Assessment 

of smiling in these patients requires 1. Elicitation of an emotional smile in the subject, 2. 

Identification (“timestamping”) of moments when smiles occur and 3. Analysis of the ability 

of the patient to look happy during these smile events. To achieve this the user first nominates 

which side of their face is affected by FP and instructions are provided on optimal 
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environment for use and correct head position. The user is then prompted to perform three 

voluntary smiles before being shown customisable humorous video content such as the 

previously validated spontaneous smile assay (SSA) 24.  Whilst the videos are being displayed 

the front-facing camera on the device records the user’s facial expressions (Full-Face 

Recording (FFR)). To timestamp the smile events the App uses a hemi-facial mirroring 

technique to create a second video of a composite whole face that only includes the 

movements of the healthy side of the face (Mirrored-Face recording (MFR)). The mirroring 

technique creates a perfectly symmetrical composite smile which can be detected by an 

emotional analysis algorithm Figure 1. The application then rapidly processes both FFR and 

MFR through the ‘Affdex’ (Affectiva - Boston, MA) emotional analysis algorithm to 

automatically timestamp smile events from the MFR and correlate this to the degree of joy 

emotion perceived from FFR (Figure 2).  

As per prior methodology, a smile event was defined as occurring when probability of smile 

in the MFR was perceived as >=90% for at least 1 second 10. This minimises the potential for 

analysis of non-meaningful facial movements such as facial flickers or synkinetic movements.  

Outputs produced by the App are demonstrated in Appendix 1. The amount of time taken for 

the App to produce the resultant data files is 10 seconds (Figure 3) and requires 2 minutes of 

the user’s time.  

 

Two steps of Validation were undertaken to ensure the App achieved the above functionality 

consistently.  
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2.3.2 Step 1: Comparison of Automatic to Manual Timestamping Smile Events 

App derived automated timestamping of spontaneous smile events (SSEs) were compared to 

manual classification of SSEs using our previously described methods 10. Accuracy metrics 

were then determined by comparing number of SSEs detected and timepoints of smile 

timestamps between the manual and automatic approaches.  Agreement was determined 

using Cohen’s kappa.  

 

2.3.3 Step 2: Determination of Internal Consistency 

The reliability of application derived smile timestamping was evaluated through a test-retest 

approach. Each recording was analysed twice by the App. Time-stamping of smile events were 

compared between each evaluation. Cohen’s Kappa was utilised to determine agreement 

between the two rounds of analysis.   

 

2.3.4 Statistical Analysis 

Post-processing and statistical analysis within this study was undertaken using ‘R Project’ 25.  

 

2.4 Results 

2.4.1 Step 1: Automatic vs Manual Time stamping Approaches 

25 Recordings of 25 patients with a unilateral FP were analysed. Demographic data and 

aetiology of FP is detailed in Table 1. Application derived smile identification demonstrated 

an almost perfect agreement with manual interpretation (Kappa 0.861, p<0.001). There was 



 42 

no statistically significant difference in mean number of smiles between automated or manual 

timestamping approaches (5.24(4.37,6.11,95%CI) vs  5.48(4.63,6.32,95% CI), p=0.354) (Table 

2). In 5/25patients, an additional 7 smiles were detected by the App than by manual 

observation. Each of these smile events were subsequently reanalysed manually and it was 

determined that these small or short smiles were missed by the manual timestamping in 6/7 

cases.  

 

2.4.2 Step 2: Test-Retest Reliability 

A total of 50 recordings of 25 patients were evaluated in a test-retest fashion. App derived 

smile identification demonstrated a high degree of consistency between recordings (Kappa 

0.864, p<0.01). There was no significant difference in mean number of smiles detected 

between each round of recordings (p>0.05) (Table 3) 

 

2.5 Discussion 

Herein, we validated an entirely automated, objective and uniform approach to the 

assessment of smiling against human observations. By combining an emotional analysis 

algorithm with a novel hemifacial mirroring technique this app prevents the need for multiple 

artificial intelligence (AI) tools and complex hardware. Within this FP population, App derived 

automatic timestamping was highly sensitive and specific when compared to gold standard 

manual observer timestamping. In each recording, at least one smile was accurately detected 

by the App, highlighting its success in each use. Additionally, throughout the analysis not a 

single manually observed smile was missed by App interpretation and at least one smile was 
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simultaneously detected by both manual and automated methods in 100% of cases. This 

automated smile identification demonstrated a high internal reliability during a test-retest 

approach.  

 

This study is an extension of work performed by a group at MEEI (Boston, USA) aimed at 

overcoming the current limitations of clinician or patient reported smile assessment 

methods9,10,26–29. First, a 1.5 minute film clip with superimposed audible laughter  (SSA) was 

developed to elicit at least one spontaneous smile in more than 95% of both normal and FP 

subjects24. Dusseldorp et al then undertook a manual approach to the analysis of patients 

watching such videos to determine the synchronicity of oral commissure excursion after facial 

reanimation surgery10. Whilst effective, this approach was time consuming and impractical 

for routine clinical use. This prompted further research into the use of AI to provide an 

automated solution to spontaneous smile quantification. A concern with traditional 

algorithms is based on their training on large datasets of ‘healthy’ faces and the potential for 

inaccurate analysis of the asymmetrical facial palsy smile30. Considering this, the same group 

then developed a two-stage automated approach to spontaneous smile analysis utilising two 

AI algorithms31. The ‘Emotrics’ app (MEEI, USA) was utilised to timestamp SSEs based on 

healthy side oral commissure movement and the same ‘Affdex’ algorithm employed in this 

study then determined the probabilities of various emotion categories perceived during each 

smile. Whilst the feasibility of this approach was demonstrated it required complex software 

and powerful computing and would be impractical for everyday clinical use. The ‘SmileCheck’ 

app is an extension of this prior work aiming to provide a single step automatic solution to 
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smile assessment. Employing MFRs negated the need for two separate algorithms whilst 

utilising the same premise of smile assessment as above.  

 

The ability to smile spontaneously is a key component of human social interaction 32, and a 

loss of smile can impart a significant detriment to quality of life and psychosocial well-being 

in FP patients1.  Accordingly, restoration of spontaneous smile and for patients to appear 

‘normal’ to the layperson during organic social interaction is a key goal for facial reanimation 

surgeons and patients alike3,33.   

 

Within the expanding field of facial reanimation surgery, there is ongoing debate as to the 

optimal approach for the restoration of smile spontaneity. Whilst utilisation of the ipsilateral 

facial nerve stump or cross facial nerve graft is considered the optimal approaches to achieve 

spontaneous smiling26,27,33–37 , many small volume case series of various techniques report 

extremely high spontaneity rates. However, in a systematic review of all such papers it was 

found that 63% did not report the methodology of assessment or who was responsible for 

determining the presence of spontaneity 4.  Of those studies that did report, the majority used 

clinical observation and the remainder used patient reporting. No study, other than our prior 

work10 has sought to quantify spontaneity objectively. This lack of a universal spontaneity 

outcome measure hinders accurate quantification of both degree and quality of spontaneous 

smile, especially over protracted postoperative intervals10,28. 
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The ‘SmileCheck’ app was designed specifically to overcome this limitation in the field by 

providing a tool that allows for rapid, objective and remote smile assessment that can be 

performed by any patient in any setting. It requires minimal user input and takes little time 

to perform a smile assessment. Through presentation of the emotionality of each smile, we 

believe this application offers clinicians an easy to interpret understanding of the functional 

ability of a voluntary and spontaneous smile to organically express joy. We believe this 

application can be utilised as a means of quantifying the overall success of a facial reanimation 

surgery and may provide a universal language for future research projects. 

 

The main limitation within this study is the potential influence of user environment on 

the App’s accuracy. In particular, the degree of light in the user environment and the 

movement of the device or user during app use. To overcome this the user is first prompted 

with a set of instructions on ways to optimise their environment. Secondly, the application 

continually measures relative movement between the device and user and will stop recording 

if movement breaches permissible limits. These limits were developed in a pilot study detailed 

within the supplementary content.  

 

Overall, this study demonstrated the potential utility of ‘SmileCheck’ app as a smile 

assessment tool in facial palsy patients. Future research into the use of this app as a means 

of measuring response to treatment in these patients would be of particular value. 
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2.6 Conclusion 

Accurate and uniform evaluation of spontaneous smile is critical for developing a true 

understanding of the success of various forms of smile reanimation. This will aid clinicians in 

their selection of approach and will improve patient understanding of the true likelihood of 

return of spontaneous smile after various treatment pathways. Within this study, the novel 

‘SmileCheck’ App has been demonstrated to accurately and reliably identify smile in facial 

palsy patients. This tool may allow for quick, accurate and repeatable evaluation of smile and 

can be utilised in further studies to provide a common success outcome measure amongst 

various facial reanimation institutions.  
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2.7 Chapter Summary 

This chapter demonstrates the potential utility of the ‘SmileCheck’ mobile phone application 

in providing facial reanimation surgeons with a universal spontaneous smile outcome 

measure.  

 

During application development it was noticed that user head position relative to the phone 

intimately affected app recognition of facial midline and subsequent facial mirroring. Large 

degrees of head movement off centre often resulted in skewed and unrecognisable 

mirrored images. To ensure app accuracy and prevent interpretation of misrepresented 

images a pilot study was undertaken to determine the permissible amount of movement 

between the user and the mobile phone.  

 

This testing demonstrated that facial mirroring was largely unaffected by movement until an 

absolute amount of 15 degrees of movement. However, upon reviewing the produced 

mirrored images of different degrees of movement a maximum permissible amount of 10 

degrees was selected by the developing authors. This was to ensure that each mirrored 

image being analysed was high quality and a true reflection of the activity of the user’s 

healthy hemi-face. This limit of 10 degrees was coded into the application so that whenever 

this movement limit was breeched, data recording was stopped, and the user was prompted 

to return to an acceptable head position.  
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The validation process of the application was subsequently undertaken after the above 

quality assurance measures were implemented. Identification of spontaneous smiling based 

on hemi-facial mirroring had a high degree of concordance with clinician-based observation. 

With every patient at least one smile was captured by both measurement methods. To the 

authors, this indicates app success as only one smile is needed to quantify smile quality 

during clinical follow up. Furthermore no manually identified smile was missed by the app, 

with the app identifying 7 smiles in 5 patients that were missed by the clinician observer. 

Reassuringly, the repeatability of app measurements was confirmed through the retest 

approach. 

 

Overall, within this facial palsy cohort the ‘SmileCheck’ app provided accurate and easy to 

interpret data on the quality of these patients’ spontaneous smiles.  
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2.9 Tables and Figures 

Figure 1. ‘SmileCheck’ screenshot demonstrating hemifacial mirroring before (A) and after (B) 

facial reanimation.  

 

 

 

Figure 2: App user interface 
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Figure 3: App derived scorecard detailing voluntary and spontaneous smile events in a healthy 

test user 

 

 

 

Table 1: Demographics of facial palsy population 

 

Number of Participants 25 

Mean Age (SD) 47.2 (19.6) 

Gender, M:F (n (%)) 9 (36) : 16 (64) 

Flaccid : Non-Flaccid (n (%)) 17 (68) : 8 (32) 

Aetiology of Palsy (n (%)) 
 

Parotid Tumour 4 (16) 

Brainstem Tumour 4 (16) 

CNS tumour 2 (8) 

Iatrogenic 4 (16) 
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Acoustic Neuroma 7 (28) 

Congenital 1 (4) 

Other 3 (12) 

 

Table 2: Accuracy metrics for smile interpretation in the test population 

 

 Manual Smiles Automatic Smiles  

Patients (n) 25 25  

Mean 5.48 5.25 p=0.354* 

95% CI (4.64 – 6.32) (4.37 – 6.11)  

Sensitivity   90.5 % 

Specificity   95.4 % 

Accuracy   93.1 % 

Prevalence   47.4 % 

Positive Predictive Value   94.7 % 

Negative Predictive Value   91.8% 

Agreement  0.861 p<0.001 

*Wilcoxon signed rank test    

 

 

Table 3: Reliability testing results 

 

 Test Retest  
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Patients (n) 25 25  

Mean 5.12 5.04 p>0.05 * 

95% CI (4.28 – 5.96) (4.12 – 5.96)  

*Wilcoxon signed rank test    
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Chapter 3 – Conclusions 

3.1 Summary of Findings 

An optimal approach to outcome measurement in facial reanimation surgery has yet to be 

established within the facial palsy domain. This is of critical importance within the field as 

multiple surgical techniques exist and each aims to address the many different sequalae 

associated with facial palsy. A robust understanding of the success and limitations of each 

surgical approach will allow facial reanimation surgeons to more accurately tailor their 

approach to meet the individual needs of the patient. It will also allow for improved 

preoperative counselling and patient education, ensuring patients are well informed prior to 

consenting to treatment. The aim of this thesis was to investigate the currently available 

and emerging outcome measurement approaches, as well as evaluate the potential of a 

newly developed tool.  

 

Firstly, a literature search was undertaken to evaluate current methods of postoperative 

outcome measurement in facial palsy. As highlighted within Chapter 1, multiple different 

solutions have been implemented however none of these have yet to gain widespread 

implementation or confirmed to be gold-standard. Most established approaches rely on 

either patient reporting or clinician grading, both of which are limited  by variability and 

subjectivity. This hampers the inter-observer reliability  of measurements both amongst 

clinicians and between institutions. To overcome this, many centres began to develop 

computer based tools in the hopes of creating a more objective and common language 

outcome measurement approach. Initially most solutions were limited by the need for 
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complex equipment that was not readily available. This required institutions to invest in 

such equipment and for patients to undergo follow up in-person. Newer solutions were 

designed to utilise everyday equipment and demonstrate promising feasibility however 

have yet to undergo rigorous testing. What is clear from the literature is that no one 

approach will sufficiently capture all the data necessary for clinicians to truly gauge the 

success of their surgery. A multimodal approach using an array of outcome measurement 

tools has recently been suggested to ensure that all physical and psychological domains of 

treatment are evaluated. Patient reported outcome measurements are subjective in nature 

however do provide key insights into the psychosocial aspects of facial palsy and the 

patients perception of disease severity. The introduction of automated computer-based 

approaches to clinician grading scales can provide meaningful data on initial disease severity 

and overall change in function after treatment. What remains elusive is a robust means of 

quantifying postoperative smile spontaneity. For dynamic facial reanimation surgery, a key 

goal for surgeons is to restore spontaneous smile to allow for patients to appear ‘normal’ 

during organic social reanimation. Methods of spontaneous smile quantification have only 

recently been developed and most rely on either scarcely available equipment or time-

consuming manual input.  

 

The lack of a tool that allows clinicians to quickly and reliably quantify quality of 

spontaneous smile is a major obstacle within the facial reanimation field. This prompted the 

development of a novel mobile phone app – ‘SmileCheck’. This app was designed to 

automatically evaluate spontaneous smiling in postoperative patients by recording patients 

whilst displaying humorous content. The app then harnesses an artificial intelligence 
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algorithm to evaluate the recordings and quantify the quality of smiles. During 

development, ease of use was a key focus in order to promote usage and repeated 

measurements amongst patients. It is a python (Python Software Foundation, USA) based 

mobile application that can be used on every-day mobile phones and tablets. This increases 

the accessibility of the application for patients and allows for outcome measurement to be 

performed remotely and wherever easiest for the patient. The app provides easy to 

understand prompts that guide the user through the process. Each testing takes a total of 2 

minutes, and all content can be updated to remain fresh and humorous for repeat users. 

The aim is for patients to have this app downloaded on their mobile phones and to get 

interval reminders to undergo testing. Results of each measurement is then sent to 

clinicians and provides vital long term outcome data which is pivotal in facial reanimation 

where protracted recovery is expected. 

 

Within Chapter 2, the ability for the ‘SmileCheck’ application to automatically quantify 

spontaneous smile within a facial palsy cohort was demonstrated. App based spontaneous 

smile recognition compared well with manual observation and provided rapid and easy to 

understand results. During the study, the app was able to successfully detect a smile in 

every testing episode and demonstrated a high degree of accuracy when compared to 

manual observation. The results of this study suggest that this app may provide a feasible 

method of spontaneity analysis that could be utilised across multiple institutions.  
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3.2 Future Avenues 

In this thesis, the ‘SmileCheck’ app was only tested within one moment in time. Further 

studies evaluating the app’s ability to measure changes over time and particularly after 

reanimation would be of great value. This would test the app’s utility as a serial outcome 

measurement tool. If subsequent testing confirmed this, implementing this tool across 

multiple institutions would create a large dataset of postoperative outcomes and provide 

clinicians with accurate understandings of expected postoperative outcomes from various 

facial reanimation techniques.   
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Appendix 

Pilot Study: Determining Movement Limit Thresholds 

Introduction 

The ‘SmileCheck’ app is a novel mobile phone application designed to perform rapid, objective 

and uniform smile assessment in facial palsy patients. It employs a novel hemi-facial mirroring 

technique to provide a composite symmetrical smile that can be detected by emotional 

analysis algorithms. The relative position of the user’s face to the device can greatly impact 

on the app’s identification of midline and thus produced a skewed and unrecognisable 

mirrored image (Figure 1). This pilot study aimed to determine permissible limits of 

movement of the device relative to the user by analysing accuracy metrics in healthy 

volunteers testing the app functionality.  

Methods 

Hemi-facial mirroring relies on recordings being taken from the frontal aspect to produce a 

symmetrical and interpretable composite face. Relative movement of the user or device can 

result in an off-centre mirror and produce a skewed and unrecognisable mirrored face (Figure 

1). Permissible limits of device movement in the pitch and yaw axes were determined in this 

preliminary validation study. [Data generated to determine the limits of movement are 

available in Figure 2]. Frame by frame data from 60 recordings of 30 healthy volunteers were 

analysed through the mobile application. Accuracy within each degree of movement was 

calculated by comparing the application determined presence of smile between each 

corresponding frame of the simultaneous frontal facial and mirrored facial recording videos. 

Movement thresholds were then determined based on clinical utility and ease of App use. 
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The App compensates for roll (third axis) and as such roll was fixed at a maximum absolute 

value of 15 degrees.  

 

Results 

60 spontaneous smile recordings of 30 healthy volunteers were utilised for analysis. Accuracy 

data for each degree of movement in both pitch and yaw planes is demonstrated in 

supplemental digital content. Overall, balanced accuracy, specificity and negative predictive 

value varied little between 0 and 15 degrees. An absolute limit of 10 degrees of movement in 

these planes was selected based on empiric usage demonstrating increased mirror image 

skewedness beyond this. 

Conclusion 

The ‘SmileCheck’ app’s hemifacial mirroring function demonstrated consistent accuracy 

when the position of the device relative to user remained within 15 degrees. After empiric 

usage, a maximum limit of 10 degrees of movement has been assigned to the app’s quality 

control measures.  
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Figure 1: Skewed and unrecognisable mirrored image due to excessive relative movement of 

user and device 

 

FIgure 2: Accuracy metrics at differing degrees of movement 
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