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CASSCF-based explicit ligand field models clarify
the ground state electronic structures of transition
metal phthalocyanines (MPc; M = Mn, Fe, Co, Ni, Cu,
Zn)
Andrew J. Wallace, Bryce E. Williamson, and Deborah L. Crittenden

Abstract: Multireference electronic structure methods are used to assign ground state electronic configurations for a
series of metallophthalocyanines. Ligand orbital occupancies remain constant across the period, and are consistent with
a formal 2- charge on the ligand. The d electron configurations of some metallophthalocyanines are straightforward and
can be unambiguously assigned; (dxy)2(dxz ,dyz)2,2(dz2 )2(dx2−y2 )n, with n = 2, 1, 0, respectively, for ZnPc, CuPc
and NiPc. Controversies over ground state electronic structure assignments for other metallophthalocyanines arise due
to multiple complicating factors; accidental near-degeneracies, environmental effects and different ligand field models
used in interpreting experimental spectra. We demonstrate that explicit ligand field models provide more reliable and
consistent interpretations of experimental data than implicit, parameterized alternatives. On this basis, we assign gas-phase
electronic ground states for MnPc: (dxy)2(dxz ,dyz)1,1(dz2 )1, and CoPc: (dxy)2(dxz ,dyz)2,2(dz2 )1, and show that the
ground state of FePc cannot be resolved to a single state, with two near-degenerate states that are likely spin-orbit
coupled: (dxy)2(dxz ,dyz)1,1(dz2 )2 and (dxy)2(dxz ,dyz)2,1(dz2 )1. Remaining differences between computational predictions
and experimental observations are small and may be ascribed primarily to environmental effects, but are also partly due to
incomplete modelling of electron correlation.
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1. Introduction
As members of the porphinoid family of molecules, phthalo-

cyanines (Figure 1) are of significant practical and theoreti-
cal interest.[1] In particular, transition-metal phthalocyanines
are widely used as dyes in the textile industry, accounting for
around 25% of all organic pigment production worldwide.[2]
They are also important in medical applications, filling niche
roles as photo-sensitizing agents in anti-cancer photodynamic
therapy,[3, 4, 5, 6, 7] and as contrast agents for magnetic reso-
nance imaging.[8]

Over the past 5-10 years, transition-metal phthalocyanines
have become the focus of intense and resurgent interest, due
to their potential applications in molecular electronics; as key
components of light-emitting diodes and organic photovoltaic
materials. Despite this, fundamental questions remain about
the electronic structure of transition-metal phthalocyanines, with
conflicting evidence in the literature supporting different as-
signments for excited states beyond the first [9, 10], and even
disagreement on the nature of the manganese[11, 12, 13] and
iron[14, 15, 16, 11, 17, 18, 19, 20] phthalocyanine ground
states.

In this paper, we address the latter problem using multiref-
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Fig. 1. Metallophthalocyanine chemical structure

erence ab initio methods to model the gas-phase ground state
electronic structure of transition-metal phthalocyanines, and
interpret these results within a ligand field theory framework.[21]
It is important to note that explicit ab initio-derived ligand field
models may produce results that are quite different to those ob-
tained from the more familiar implicit, or parameterized, lig-
and field models[22] that are commonly used to interpret ex-
perimental data.

Multireference methods also differ substantially from more
commonly used single reference approaches such as Hartree-
Fock theory and density functional theory, particularly in their
ability to appropriately describe degenerate and open-shell states
without breaking spatial and/or spin symmetry. They also pro-
vide a more balanced treatment of electron correlation across
different electronic states, with ground and excited state or-
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bitals optimized concurrently, and dynamic correlation correc-
tions applied equally across all states. Hence, multireference
models are expected to provide substantially more accurate and
robust energies for ground and near-to-ground electronic states
than their single reference counterparts.

Existing literature methods and results will be reviewed in
detail in the light of the present work. Where appropriate, the
influence of environmental effects will also be considered to
rationalize differences between gas-phase computational pre-
dictions and condensed-phase experimental observations.

2. Methods

To determine ground state orbital energy levels and occu-
pancies for the metallophthalocyanines MnPc, FePc, CoPc and
NiPc, complete active space self-consistent field (CASSCF)
calculations[23] were carried out using the GAMESS quantum
chemistry program package.[24] Active spaces were initially
chosen to include five metal-centred orbitals of predominantly
(> 90%) d atomic orbital character (dxy , dxz , dyz , dx2−y2 ,
dz2 ). All states accessible by redistributing electrons amongst
all occupied d orbitals were equally weighted. For example, for
FePc, the following states were averaged over during CASSCF
orbital optimization:

3A2g : (dxy)2(dxz, dyz)1,1(dz2)2(dx2−y2)0

3Eg : (dxy)2(dxz, dyz)2,1(dz2)1(dx2−y2)0

(dxy)2(dxz, dyz)1,2(dz2)1(dx2−y2)0

3B2g : (dxy)1(dxz, dyz)2,2(dz2)1(dx2−y2)0

3Eg : (dxy)1(dxz, dyz)2,1(dz2)2(dx2−y2)0

(dxy)1(dxz, dyz)1,2(dz2)2(dx2−y2)0

Moving beyond the mean-field approximation, energies for
the ground and near-to-ground electronic states were refined
using multi-reference second-order Moller-Plesset perturbation
theory (MRMP2),[25] incorporating within the active space
only the metal-centred orbitals required to describe states within
1 eV of the CASSCF ground state. In all cases, the unoccupied
dx2−y2 orbital was excluded. Similarly, state weighting was
restricted to include only states within 1 eV of the CASSCF
ground state.

To check for possible mixing between ligand and metal or-
bitals in the ground and near-to-ground electronic states, ad-
ditional CASSCF and MRMP2 calculations were performed
including the ligand-based HOMO and LUMO orbitals within
the active space.

Orbital energies and electronic configurations for the late
transition-metal phthalocyanines (MPc, M = Cu, Zn) were ob-
tained from RHF (ZnPc) or ROHF (CuPc) calculations. All
molecular orbitals were expanded in the cc-pVDZ atomic or-
bital basis.[26, 27]

The geometry of ZnPc was optimized at B3LYP/6-31G*
and used as a template for other metallophthalocyanines, with-
out any further geometry optimization. This is a reasonable
approximation, as previous computational and experimental
studies indicate that the phthalocyanine ligand is quite rigid[28,
29, 30, 31, 32]. Distances between the central metal ion (M2+)

and closest nitrogen (N) atoms are most sensitive to the iden-
tity of the central metal atom, but only differ by up to 0.03
Å across the period from MnPc to ZnPc, according to X-ray
diffraction data.[29, 30, 31, 32]

This is similar to the uncertainty inherent in using density
functional methods to optimize the geometry. For example,
previous estimates of the M2+–N distance in ZnPc vary from
1.955 to 2.012 Å, depending on the functional and basis set
chosen.[28] Our value of 1.963 Å is within this range, and
close to the experimental value of 1.954 Å.[32].

Previous X-ray diffraction studies,[29, 30, 31, 32] also indi-
cate that all four M2+–N distances are equivalent to each other
in all systems investigated here, i.e. that all molecular struc-
tures have D4h symmetry. Therefore, obtaining an optimized
geometry for a closed-shell model system is a sensible strategy
to avoid complications associated with spin-symmetry break-
ing in open-shell systems and those with degenerate ground
states, which can lead to artifactual molecular symmetry break-
ing and substantial errors in calculated state energies.[33, 12]
All CASSCF and MRMP2 calculations were run in D2h sym-
metry, as the largest Abelian subgroup of D4h, and the highest
applicable symmetry class implemented in GAMESS.

Full geometric data are provided as Supporting Information.

3. Results and Discussion
3.1. Ligand-field models

CASSCF theory becomes a sophisticated explicit ligand field
model when the active space is chosen to include the complete
set of metal-centred valence atomic orbitals (d orbitals for tran-
sition metals). The electrostatic influence of the ligand on the d
orbital energies and associated electronic states is captured di-
rectly, by explicitly modelling ligand electrons within the mean
field approximation, rather than using an effective Hamiltonian
formalism.[34]

Applying this approach to a series of metallophthalocya-
nines (MPc, M = Mn, Fe, Co, Ni, Cu, Zn) yields the molecular
orbital energies and ground state electronic configurations il-
lustrated in Figure 2, noting that this CASSCF procedure is the
same as Hartree-Fock theory when all d orbitals are occupied
(CuPc, ZnPc).

With the exception of ZnPc, the same ligand field orbital
splitting pattern is observed for all metallophthalocyanines in-
vestigated here. As expected from canonical crystal field arguments,[35]
the dx2−y2 orbital is highest in energy, due to repulsive electro-
static interactions between the electrons in the metal d orbitals
and those of the surrounding ligand.

However, the phthalocyanine ligand is not strictly square
planar - it is better described as square planar core contained
within a macrocyclic system - and nor is it particularly well
described using a simple point charge model. This additional
complexity is explicitly accounted for in our CASSCF-derived
explicit ligand field model, and results in the dxy orbital be-
coming the most stable, contrary to conventional expectations
based upon crystal field models. This is possibly due to attrac-
tive dispersion interactions between metal d electrons and the
electrons associated with the outer azamethine nitrogen atoms
within the macrocycle.

The remaining orbitals protrude out of the plane of the ph-
thalocyanine ring so are not as sensitive to its shape. Therefore,
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Fig. 2. Ground state electronic configuration of metallophthalocyanines (MPc, M = Mn – Zn) at CASSCF/cc-pVDZ, in an active space
comprising a complete set of metal-centred valence orbitals; dxy (blue), dxz/dyz (green), dz2 (orange), dx2−y2 (red). These orbitals may
equivalently be described according to their symmetry labels: b2g (blue), eg (green), a1g (orange), b1g (red)

they obey the energy orderings predicted by crystal field the-
ory, with the degenerate dxz and dyz orbitals more stable than
the dz2 orbital. The overall metal-centred orbital energy order-
ing is, therefore:

[1] dxy < dxz/dyz < dz2 << dx2−y2

By contrast, canonical square planar crystal field models[35]
and some ligand field models[36] predict the d orbital energy
ordering:

[2] dxz/dyz ≈ dz2 < dxy << dx2−y2

The electronic structure of ZnPc is unusual, with inverted
ordering of orbital energies compared to other metallophthalo-
cyanines investigated here. However, all metal-centred orbitals
lie at energies significantly lower than the ligand HOMO, and
are doubly occupied, so the overall electronic configuration is
independent of orbital energy ordering. The Zn nucleus exerts
the highest effective nuclear charge on outer valence electrons
of all transition metals[35], leading to d orbital energies that
are lower and less perturbed by the ligand field. The 3d104s0

electronic configuration at the metal centre corresponds to a
dicationic metal ion surrounded by a dianionic ligand, as for-
mally expected.

All metallophthalocyanines investigated here exist as doubly-
charged ion-pair complexes with both 4s electrons transferred
from the metal atom to the phthalocyanine ligand. The CASSCF-
derived ground state electronic configurations illustrated in Fig-
ure 2 obey the Aufbau principle, assuming only that distribut-
ing electrons amongst low energy (< 0 eV) otherwise unfilled
d orbitals is energetically preferable to pairing them within
these orbitals.

For NiPc, CuPc and ZnPc, the Aufbau occupations at the
metal centre illustrated in Figure 2 and listed in Table 1 are
the only plausible ground state electronic configurations, as
explained in more detail later. For MnPc, FePc and CoPc, the
situation is complicated by the existence of alternative low-
energy configurations, generated by rearranging electrons amongst
d orbitals. In these cases, the energy of each state, and there-
fore the identity of the ground state, will depend on a deli-
cate balance between orbital energies and electron pairing en-
ergies within orbitals. Further, for CoPc and FePc, partially
filled metal orbitals fall below the ligand HOMO, admitting the
possibility of ligand-to-metal charge transfer in forming these
MPc complexes.

3.2. Other CASSCF models
To further investigate these possibilities, additional CASSCF

calculations were performed in active spaces comprising: all
occupied metal-centred orbitals (dxy ,dxz ,dyz ,dz2 ); and all oc-
cupied metal-centred orbitals plus the ligand HOMO and doubly-
degenerate LUMO. CASSCF state energies, relative to the CASSCF
ground state (∆ECASSCF), are presented in Table 1.

Strikingly, the relative energies of low-lying electronic states
are similar whether or not ligand orbitals are included in the
active space. This means that the ligand HOMO remains dou-
bly occupied and LUMO unoccupied throughout, despite the
metal-centred orbitals lying substantially lower in energy than
the ligand HOMO. This can only occur if the energetic cost of
pairing the electrons within the compact metal d orbitals ex-
ceeds the energy associated with both placing and pairing the
electrons within the ligand HOMO.

The other noteworthy observation from Table 1 is the ac-
cidental near-degeneracy between the 3Eg and 3A2g states of

Published by NRC Research Press



4 unknown Vol. 99, 2016

Table 1. Ground and near-to-ground state symmetries, electronic configurations and, where applicable, relative energies at CASSCF/cc-
pVDZ and MRMP2/cc-pVDZ, with active spaces comprising the metal-centred orbitals listed in column 3 and, optionally, the ligand
HOMO and doubly-degenerate LUMO. Illustrations of ground and near-ground state electronic configurations and their relative energies
for MnPc, FePc and CoPc are also provided as Supporting Information.

Metal State Metal-Centred ∆ECASSCF ∆E†CASSCF ∆EMRMP2 ∆E†MRMP2

Atom Symmetry Orbital Occupancy (eV) (eV) (eV) (eV)
4A2g (dxy)2(dxz ,dyz)1,1(dz2 )1 0 0 0 0

Mn 4Eg (dxy)1(dxz ,dyz)2,1(dz2 )1 0.506 0.510 0.447 0.354
4B1g (dxy)1(dxz ,dyz)1,1(dz2 )2 0.555 0.552 0.342 0.344
3A2g (dxy)2(dxz ,dyz)1,1(dz2 )2 0.027 0.012 0 0

Fe 3Eg (dxy)2(dxz ,dyz)2,1(dz2 )1 0 0 0.016 0.018
3B2g (dxy)1(dxz ,dyz)2,2(dz2 )1 0.867 0.880 0.882 0.853

Co 2A1g (dxy)2(dxz ,dyz)2,2(dz2 )1 0 0 0 0
2Eg (dxy)2(dxz ,dyz)2,1(dz2 )2 0.609 0.596 0.372 0.344

Ni 1A1g (dxy)2(dxz ,dyz)2,2(dz2 )2 †Ligand-based HOMO (2a1u) and doubly-degenerate

Cu 2B1g (dxy)2(dxz ,dyz)2,2(dz2 )2(dx2−y2 )1 LUMO (7eg) also included in active space.

Zn 1A1g (dxy)2(dxz ,dyz)2,2(dz2 )2(dx2−y2 )2

FePc. In this case, it just so happens that the energy cost as-
sociated with transferring an electron to the higher energy dz2

orbital (3Eg → 3A2g) is almost exactly counterbalanced by
an equal energy gain from more facile electron pairing. This
counterbalancing effect is also evident in the energies of the
near-to-ground 4Eg and 4A1g CASSCF states of MnPc and
the 2Eg state of CoPc, but not to the same extent.

3.3. Correlated models
Although CASSCF gives a useful qualitative picture of elec-

tron behaviour, electron correlation effects must be taken into
account to obtain quantitative state energies. MRMP2 relative
state energies, ∆EMRMP2, for MnPc, FePc and CoPc are re-
ported in Table 1, and will be discussed in the context of exist-
ing literature results below.

3.4. Ground state assignments
3.4.1. MnPc

Evidence for the ground electronic state of MnPc has pre-
viously been gleaned by interpreting spectroscopic data us-
ing ligand field theory and/or group theory. A wide range of
experiments[11, 12, 37, 38, 9, 39, 30, 40, 41, 42] have been car-
ried out using different sample preparations (argon matrix,[42]
thin film,[41, 40, 38, 37, 12] crystalline[39, 43]) and/or spec-
troscopies (optical absorption,[42, 40, 41] magnetic circular
dichroism,[42, 39] photoelectron emission,[12, 37, 38, 41] elec-
tron energy loss[40, 38]), leading to conflicting assignments
for the ground state of MnPc.

All existing experimental evidence, including magnetic sus-
ceptibility measurements,[43, 39] confirm a spin quartet ground
state. However, different spatial symmetries have been pro-
posed. Current evidence shows that condensed phase systems
with a significant dielectric response but without direct axial
interactions (argon matrix,[42] thin films on gold substrate[41,
40, 38, 37, 44, 12]) favour the 4Eg state over the 4A2g state.

On the other hand, most experimental evidence[45, 46, 47,
48, 43, 49, 50] points to a 4A2g ground state for β-phase crys-
talline MnPc. Crystal packing leads to axial interactions be-
tween manganese centres and the azamethine nitrogen atoms
of adjacent molecules, which must, in this case, destabilize the
out-of-plane dxy/dyz and dz2 orbitals, and hence favour the
4A2g state.

A recent X-ray absorption and magnetic circular dichroism
study of β-MnPc[39] suggests instead a 4Eg ground state with
orbital energy ordering:

[3] dxz/dyz < dxy < dz2 << dx2−y2

based upon fitting the XMCD spectrum using a ligand-field
model, but this is inconsistent with both previous experimental[45,
46, 47, 48, 43, 49, 50] and previous computational results[12,
51, 52, 53, 54, 55]. However, a reasonable fit can also be found
assuming a 4A2g ground state based upon the ab initio calcu-
lated energy ordering, which is more accurate in some regions
of the spectrum, but less in others, relative to the 4Eg model.

All computational studies,[12, 51, 52, 53, 54, 55] agree on
the orbital energy ordering illustrated in Figure 2 and described
by equation [1], irrespective of the level of ab initio or den-
sity functional theory employed. We contend that these metal-
centred orbital energies and orderings are more reliable than
those obtained from crystal field or parameterized ligand field
models, as they explicitly account for electrostatic interactions
with the surrounding ligand and are robust with respect to elec-
tronic structure model.

Unfortunately, overall state energies are less well modelled,
with different density functionals returning different ground
state electronic configurations. For example, some studies con-
clude that the ground state is 4A2g[43, 41], with orbital occu-
pancy:

(dxy)2(dxz, dyz)1,1(dz2)1
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while others[12, 41, 51] instead arrive at a 4Eg ground state:

(dxy)1(dxz, dyz)2,1(dz2)1

To help resolve these differences, high level MRMP2 data
are presented in Table 1. These results clearly identify the 4A2g

state as the gas-phase ground state, despite more sophisticated
accounting for electron correlation somewhat narrowing the
energy difference between the ground and excited states. The
MRMP2 results are more sensitive to active space composition
than their CASSCF counterparts, with inclusion of the dou-
bly degenerate ligand-based eg LUMO significantly stabiliz-
ing the 4Eg state. These results are broadly consistent with ex-
perimental observations that, under different conditions, MnPc
assumes either a 4A2g or 4Eg ground state, but not 4B1g .

However, it also seems clear that a combination of yet more
sophisticated electron correlation models and inclusion of en-
vironmental effects are required to explain the observed 4Eg

ground state for α-crystalline and thin film MnPc. Within the
ab initio explicit ligand field model alone, significant addi-
tional stabilization of the dxy/dyz orbitals in the condensed
phase would be required to tip the balance in favour of the 4Eg

state, although configurational mixing within correlated mod-
els also contributes to stabilizing the 4Eg state relative to 4A2g ,
as noted above.

The electronic ground state of β-MnPc is easier to assign
on the basis of our results, also taking into account existing
experimental evidence,[45, 46, 47, 48, 43, 49, 50] particularly
magnetic susceptibility measurements[16]. We conclude that
it is best described as a 4A2g ground state, which may mix
with a low-lying 4Eg excited state through spin-orbit coupling.
This is the only assignment that is consistent with all existing
experimental data and high level computational results.

3.4.2. FePc
There is consensus within the experimental and computa-

tional literature[16, 56, 57, 58, 36, 18, 28, 59, 61, 62, 41] that
it is difficult to assign a unique ground state for FePc, due to
the presence of two near-degenerate triplet states, one of which
is an orbitally degenerate 3Eg state and the other which is or-
bitally non-degenerate.

Disagreement arises as to which orbitally non-degenerate
state lies near the 3Eg state, with different assumed orbital en-
ergy orderings producing different predictions. In particular, a
number of experimental studies use ligand field theory to in-
terpret the observed spectra, assuming canonical square planar
crystal field energy orderings.[16, 56, 57, 58, 36] These stud-
ies uniformly predict a low-lying 3B2g state with orbital occu-
pancy

(dz2)1(dxz, dyz)2,2(dxy)1

that is near-degenerate with a 3Eg state:

(dz2)2(dxz, dyz)2,1(dxy)1

However, our computational results (Table 1) instead reveal
a low-lying 3A2g state:

(dxy)2(dxz, dyz)1,1(dz2)2

that is near-degenerate with a different 3Eg state:

(dxy)2(dxz, dyz)2,1(dz2)1

Both of these states are significantly more stable than the al-
ternative 3Eg and 3B2g states preferred by the parameterized
ligand field model, with the 3B2g state the lower in energy of
the two.

As discussed above in the case of MnPc, we contend that
explicit ligand field models provide a more accurate represen-
tation of ligand field effects and orbital energies than implicit
ligand field models. For FePc, the case in favour of ab initio
electronic structure modelling is particularly strong, with: in-
ternal consistency in orbital ordering across the period (Figure
2); consistency with other computational results [18, 28, 59];
consistency with experimental results including magnetic cir-
cular dichroism[60], Mössbauer [61], X-ray absorption[62, 41]
and X-ray magnetic circular dichroism[62, 41] spectra.

For example, a recent experimental study of thin film sam-
ples on a gold substrate by Kroll et al.[41] concludes that X-
ray absorption and photoemission spectra are most compati-
ble with a 3Eg ground state, although the possibility of a 3A2g

ground state cannot be entirely excluded. Similarly, Mössbauer
spectroscopy[61] and magnetic susceptibility[20] measurements
on crystalline α-FePc firmly establish a 3Eg ground state, with
occupied orbitals:

(dxy)2(dxz, dyz)2,1(dz2)1

Again, this is consistent with our computational results, but
not with parameterized ligand field model interpretations. Ad-
ditionally, it is likely that environmental effects have broken
the near-degeneracy between the 3Eg and 3A2g states in this
strongly interacting condensed-phase system, preferentially sta-
bilizing the 3Eg state.

However, environmental effects cannot rationalize differences
between previous experimentally and computationally inferred
ground-state assignments, because the energy differences be-
tween the low-lying 3Eg and 3A2g states and the 3B2g excited
state are too large. Therefore, disagreements as to the nature of
the low-lying orbitally non-degenerate state must be due to the
underlying model used to interpret the experimental observa-
tions.

Recent magnetic susceptibility, X-ray absorption and X-ray
magnetic circular dichroism measurements on thin film sam-
ples suggest that a complete picture of the electronic struc-
ture of FePc can be obtained only if spin-orbit coupling be-
tween low-lying near-degenerate electronic states is taken into
account.[58, 36] However, these studies invoke ligand field
models that assume canonical square planar orbital ordering,
and so predict a low-lying 3B2g state, which is hard to justify
against the weight of computational evidence presented both
here and in the literature.[61, 62, 18, 28, 59, 41].

We anticipate that a full and final model of the electronic
structure of FePc in the gas phase and/or weakly interacting
condensed phases will be arrived at once spin-orbit coupling
between the computationally identified 3Eg and 3A2g states is
taken into account.[34] These states may be considered degen-
erate to within the intrinsic accuracy of the electronic structure
models applied here.
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3.4.3. CoPc
For CoPc, the dxy orbital is much lower in energy than the

dxz/dyz and dz2 orbitals (Figure 2) and so only two ground
state electronic configurations are possible; an orbitally de-
generate 2Eg state and an orbitally non-degenerate 2A1g state,
with the electronic configurations listed in column 3 of Table
1.

Experimental studies clearly identify the 2A1g state as the
ground state, irrespective of sample preparation.[41, 63] This
is supported by our MRMP2 results (Table 1) and some[55]
but not all[28] previous DFT studies.

3.4.4. NiPc, CuPc, ZnPc
The electronic ground states of NiPc and ZnPc may be clearly

and unambiguously assigned as spin-singlet states ofA1g sym-
metry, based upon the CASSCF orbital energies and occupan-
cies illustrated in Figure 2. These uncontentious assignments
are unanimously supported in the literature.[18, 53, 28, 64, 65,
66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 18]

For CuPc, inspection of Figure 2 suggests that an alterna-
tive configuration may be possible, with two electrons in the
dz2 orbital and only one in the ligand HOMO, which would
correspond to a closed-shell metal cation surrounded by a rad-
ical anion ligand. However, this physically implausible state is
higher in energy than the depicted configuration, both because
the dx2−y2 orbital is less stable than the ligand HOMO and
because it is harder to pair electrons within the more compact
metal-centred orbital. This analysis is supported by previous
experimental[77, 78, 79, 80, 81] and computational[82, 77, 78,
83, 18, 79, 84] studies that agree on the ground state configu-
ration shown in Figure 2.

The ground state assignments for NiPc, CuPc and ZnPc sum-
marized in Table 1 are also consistent with experimental obser-
vations. Magnetic circular dichroism[85] and optical absorption[86]
spectra of these systems are practically identical, containing
only ligand-based transitions that occur without any change in
electronic configuration at the metal centre.

4. Conclusions

Discrepancies between ground state assignments of metal-
lophthalocyanines - particularly MnPc and FePc - result largely
from different models being used to analyse experimental data.
However, only ab initio (CASSCF) derived explicit ligand field
models provide consistent and coherent orbital energies and
state assignments for all MPcs investigated here. Correlated
models provide more accurate state energies, but do not signif-
icantly alter the qualitative picture provided by multireference
mean-field models. Some discrepancies between experimen-
tal and computational ground state assignments remain even
at MRMP2, but these are small and can be attributed to envi-
ronmental effects and incomplete modelling of electron corre-
lation. Our computational results align exactly with the recent
experimental X-ray spectroscopy measurements of Kroll et al,
demonstrating the power of synergy between theory and exper-
iment in establishing the electronic structure of molecules and
materials.

5. Acknowledgement

The authors acknowledge the contribution of NeSI high-
performance computing facilities to the results of this research.
New Zealand’s national facilities are provided by the NZ eScience
Infrastructure and funded jointly by NeSI’s collaborator insti-
tutions and through the Ministry of Business, Innovation &
Employment’s Research Infrastructure programme. This work
was also supported by the Marsden Fund Council from Gov-
ernment funding, administered by the Royal Society of New
Zealand.

References

1. Milgram, L. R. The Colours of Life. An Introduction to the Chem-
istry of Porphyrins and Related Compounds.; Oxford University
Press: Oxford, 1997.
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