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Notation

Notation

Roman symbols

A

pre-exponential factor in (modified) Arrhenius
[s,mol,m3]
equation

temperature exponent in modified Arrhenius equmati [-]

molecules with i or less carbon atoms [-]
molecules with i or more carbon atoms [-]
concentration of species j [mol/m3]

mass specific heat capacity at constant pressure  [J/kg/K]
molar specific heat capacity at constant pressure  [J/mol/K]

a feature representing the thermochemical state i

[variable]
grid cell
diffusion coefficient [m2/s]
fin height [m]
activation energy [J/mol/K]
surface roughness [m]
molar flow rate [mol/s]
Fanning friction factor [-]
specific enthalpy [J/mol]

Gauss-Hermite orthogonal polynomial Boirder []



VI

Notation

MM

nreac

nspec

Nu

oD

Pr

alternative Gauss-Hermite orthonormnal polynomial

of i"order
reaction enthalpy of reaction i
turbulence intensity

diffusional flux of species j

Boltzmann constant, 1.3806 10
reaction rate coefficient of reaction i
turbulence length scale
length
molecular mass

Gaussian quadrature order

number of reactions

number of species

Nusselt number

[-]

[3/mol]
[-]
[mol/m?/s]
[m2/kg/s?/K]
[mol/m/s]
[m]
[m]
[kg/mol]
[-]
[-]
[]
[-]

maximum tube inner diameter of a finned tube, i.

between opposite fin valleys
Prandtl number

heat flux

heat

radial coordinate

bend radius

reaction rate of reaction i

[m]

[-]
[W/m?]
W]
[m]
[m]

[mol/m3/s]



Notation

rate of production of species j

Reynolds number

strain rate tensor

any additional energy source, e.g. by radiation

heat of reaction

[mol/m3/s]

[s™]
[W/m3]

[W/m?]

any additional momentum source, e.g. gravitational [kg/m?/s]

Schmidt number
minimum wall thickness

temperature

global heat transfer coefficient

fin width
distance to the wall
axial distance

specific total energy

probability density function of temperature

universal gas constant, 8.314

turbulent kinetic energy
pressure
time

velocity vector

Gaussian quadrature weight of order i

Gaussian quadrature abscissa of order i

[-]

[m]
[K]

[W/mz/K]

[m]

[m]
[m]
[J/kg]
[-]
[3/mol/K]
[m?/s?]
[Pa]
[s]
[m/s]

[-]



X Notation

X; molar fraction of species j []

Y; mass fraction of species i []

Greek Symbols

a;; stoichiometric coefficient of species j in reaction []

a correction factor on friction coefficient or Nusseumber []

A thermal conductivity [J/m3/s]

p density [kg/m?]

O mass flow rate [kg/s]

T stress tensor [Pa]

£ turbulent kinetic energy dissipation rate [m2/s3]

& threshold value for the variable i [variable]

&Ly Lennard-Jones well depth [m3/kg/s?]

&r Temperature variance dissipation [K3/s]

{ Nekrasov additional resistance coefficient for send []

oL Lennard-Jones distance at which the intermolecptdaential [m]
between the two particles is zero

o2 Temperature variance [K2]

6 azimuthal coordinate [rad]

U viscosity [kg/m/s]



Notation Xl
w specific turbulence dissipation rate()% [1/s]
Q cross-sectional area [m2]

Sub- and superscripts

avg

c

center

CFD

corr

eff

eq

exp

ext

inlet

int

mean

dimensionless
mixing cup average
consumption
at the centerline
raw result from CFD simulation
calculated from a correlation
effective, i.e. sum of laminar and turbulenbtrdoutions
equivalent
calculated from experimental results
external
fluid mixture
heated
reaction i
inlet
internal, inner

species j



X1l Notation
I laminar

LJ Lennard-Jones

max maximum

outlet outlet

p production

rms root mean square

S solid

sim simulated value, after correction for tube tuugss
t turbulent

T temperature

based on the distance to the wall



Notation X1

Acronyms

BFW Boiler Feed Water

CFL Courant-Friedrichs-Lewy number

CIP Coil Inlet Pressure, i.e. the process gas presat the inlet of the reactor, just

upstream the radiation section, just downstreanctiieal venturi nozzle

COP Coil Outlet Pressure, i.e. the process gasyrest the outlet of the reactor, just
upstream the adiabatic volume

COoT Coil Outlet Temperature, i.e. the process gasperature at the outlet of the
reactor, just upstream the adiabatic volume

CPU Central processing unit, i.e. the electroniccuiry that carries out the
instructions of a computer program by performing basic arithmetic, logical,

control and input/output (I/O) operations.

CSP Computational Singular Perturbation
CSTR Continuously Stirred Tank Reactor
DMDS DiMethyl DiSulfide

DNS Direct Numerical Simulation

DRG Directed Relation Graph

DS Dilution Steam

EOR End-Of-Run

ILDM Intrinsic Lower Dimensional Manifold

LES Large Eddy Simulation



X1V Notation

LMTD Log Mean Temperature Difference

LPG Liquefied Petroleum Gas

P/E Propene-to-Ethene ratio, a cracking severdgin

PAH PolyAromatic Hydrocarbons

PE Partial Equilibrium

PFO Pyrolysis Fuel Oill

PGC Process Gas Compressor

PSS Pseudo-Steady State

PSSA Pseudo-Steady State Assumption

pygas pyrolysis gasoline

QUICK Quadratic Upstream Interpolation for ConveetKinematics
SIMPLE Semi-Implicit Method for Pressure-Linked B&djons

SOR Start-Of-Run

SST Shear-Stress Transport

TLE Transfer-Line Exchanger, i.e. the heat exchargjea steam cracking furnace

downstream the adiabatic volume
TMT external skin Tube Metal Temperature

tpy metric tons per year, i.e. 1000 kg per year



Samenvatting XV

Samenvatting

Stoomkraken van koolwaterstoffen is een petrochgmisroces dat een groot deel van de
basischemicalién van de chemische industrie pradticenet name olefinen en aromaten.
Conventionele voedingen voor het proces zijn dégivavan aardgas en aardolie zoals lichte
gassen (ethaan, propaan, butaan), nafta’s en gasbkeze voedingen worden verwarmd tot 820-
890 °C in tubulaire reactoren die in grote ovensdea. Deze hoge temperaturen initiéren de
thermochemische omzetting naar de producten varptoetes, namelijk olefinen (etheen en
propeen) en aromaten (benzeen, tolueen, xyleertyeges) en verschillende bijproducten. De
huidige globale productiecapaciteit is meer dan di{ben ton etheen per jaar. Verwachtingen
zijn dat deze over de komende jaren zal stijgerdregeen door nieuwe installaties en
uitbreidingen in China, het Midden-Oosten en deeviggde Staten.

Ongewenste reacties zorgen voor de vorming varc@kgslaag op de binnenwand van de reactor.
Deze groeiende cokeslaag heeft twee negatieve ggvollen eerste, stijgt de drukval over de
reactor waardoor de selectiviteit naar het belgkse product etheen daalt. Ten tweede, stijgt de
temperatuur van het reactormateriaal gedurendefaddting van de cokeslaag doordat cokes
sterk isolerende eigenschappen heeft. Wanneerutealrover de reactor of de temperatuur van
het reactormateriaal vooraf gedefinieerde waardemstijgt, wordt de oven uit dienst genomen
om de cokeslaag van de reactoren af te branderenelucht/stoom mengsel. De duur van één
zo'n productiecyclus wordt de runlengte van de ogenoemd en is uiteraard sterk afhankelijk
van de procescondities zoals temperatuur en voe@iegcyclische operatie tussen kraken en
ontkolen van de ovens heeft een negatieve invigedeobeschikbaarheid en rendabiliteit van

kraakeenheden. Om deze reden, hebben vele ondsprogkamma’s geleid tot de ontwikkeling
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van een uitgebreid gamma aan technologieén om deivg van cokes te reduceren. Twee
technologieén werden in dit werk onderzocht, ngknéiiiedimensionale reactorgeometrieén en
een katalytische coating.

Bij de driedimensionale reactorgeometrieén, woretgeometrie van de binnenwand van de
reactor aangepast om een hogere convectieve wamentiracht te verkrijgen en/of om de
warmte uitwisselende oppervlakte te vergroten. Dder betere warmteoverdracht, is de
temperatuur van het reactormateriaal lager en isudkengte langer. De aanpassingen van de
reactorgeometrie zorgen echter voor een verhoogdeval die de selectiviteit naar de gewenste
producten beinvioedt. Kwantificatie van dit effen de hand van industriéle of pilootplant
resultaten is om verschillende redenen onnauwkeDagrom was het hoofddoel van dit werk de
ontwikkeling en toepassing van numerieke simulaties om het effect van deze
driedimensionale reactortechnologieén op produldcseiteiten en cokesvormingssnelheid te
kwantificeren.

In hoofdstuk 2, wordt een recent ontwikkelde dmeeinsionale reactor technologie genaamd
Swirl Flow Tub& onderzocht op basis van experimenten en simuldliesiwarsdoorsnede van
een Swirl Flow Tub® is nog steeds schijfvormig zoals deze van een amipnele rechte
reactorbuis, maar de middellijn volgt een helicaidaad in plaats van een rechte lijn om een
betere menging te verkrijgen. De experimentele lt&®m tonen aan dat de globale
warmteoverdrachtscoéfficiént 1.2 tot 1.5 keer hagen vergelijking met een rechte buis. De
ongewenste drukval is beperkt tot 1.4 tot 2.2 keier van een rechte buis. Een numeriek
stromingsmodel werd gebruikt om de experimentensitauleren en toonde een goede

overeenkomst met de experimentele resultaten. Hetdemgeeft aan dat de verhoogde
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warmteoverdracht en drukval te verklaren zijn deen hogere schuifspanning. De resultaten
bevestigen het potentieel van de applicatie vaBRIE technologie in stoomkraakreactoren.

De kwantificatie van het effect van de verhoogdemtaoverdracht en drukval op product
opbrengsten en cokesvorming vereist het implementean een gasfase reactie model en een
cokesmodel in het stromingsmodel. In hoofdstuk 3rden dergelijke driedimensionale
stromingssimulaties besproken voor de evaluatie gawinde reactorbuizen. Het wordt
aangetoond dat voor een bepaald industrieel reatdtoerp de maximale temperatuur van het
reactormateriaal met 50 K verlaagd kan worden wanoptimale geometrische parameters voor
de vinnen gebruikt worden. Hierdoor daalt de cokesingssnelheid met 50 %. De drukval
over de reactor stijgt echter met ongeveer 50 %resulteert in kleine, maar significante
veranderingen in de selectiviteiten van de lichégimen.

Het gebruik van gedetailleerde chemie in stromimgskties geeft aanleiding tot zeer lange
simulatietijden. Daarom werd in hoofdstuk 4 een hudé ontwikkeld om gedetailleerde,
fundamentele reactiemodellen te gebruiken in singssimulaties door toepassing van de
pseudo-stationaire toestandshypothese (PSSH). &laaggde grootte van het reactiemodel, werd
een reductie van de simulatietijd met een facteor ¥dot 54 verkregen. Een industriéle reactor
werd gesimuleerd voor zowel een standaard, reaigedds voor een geoptimaliseerde gevinde
buis. Vergelijking van de resultaten van het 3D slaghet een meer gebruikelijk 1D reactor
model toonde aan dat een significante fout gemaaktit in het 1D model door de verhoogde
reactiesnelheden in de laminaire film aan de binmaem van de reactor te verwaarlozen. Daarom
werd het 1D model uitgebreid om rekening te houdehdeze laminaire film.

Het hierboven vermelde onderzoek werd uitgevoerdbmbulp van het commerciéle programma

FLUENT®. Aangezien er geen toegang tot de broncode vaaljramma beschikbaar is, zijn de
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mogelijkheden van de gebruiker om de code aan $sgpanaar de specifieke noden van het
beschouwde probleem beperkt. Verder, is paralidsvan de simulaties over vele honderden
CPU’s moeilijk doordat per CPU een licentie nodg Daarom werd in hoofdstuk 5 een code
ontwikkeld voor de driedimensionale simulatie vamoskraakreactoren op basis van het gratis,
open source pakket OpenFOAMHet effect van turbulente temperatuurschommefinge de
reactiesnelheden werd gekwantificeerd door hetujebran een waarschijnlijkheidsdichtheid
voor de temperatuur. Het effect of de opbrengst den verschillende producten is bij
gebruikelijke procescondities beperkt tot 0.1 w@fn de simulatietijd verder te beperken, werd
een dynamische zoningsmethode geimplementeerd.loftenswerd de code succesvol
aangewend voor de simulatie van een industriélegaesoor het kraken van butaan.

Zoals eerder vermeld, werd naast driedimensionasetoren, ook een katalytische coating
bestudeerd. Bij deze technologie wordt een kattdysds een coating op de binnenwand van de
reactor aangebracht. Deze katalysator zet coketobkoolstofoxides en waterstof door reactie
met de verdunningsstoom tijdens het kraken vanogeimg. Op deze manier wordt minder cokes
afgezet in de reactor en wordt de runlengte vederdg hoofstuk 6, werd een dergelijke
katalytische coating, genaamd YieldUpxperimenteel getest en werd de opschaling naar ee
industriéle eenheid gemaakt met numerieke simglafigie verschillende formulaties van de
coating werden getest in een jet-geroerde reactor vertoonden alle een verlaagde
cokesvormingssnelheid over meerdere kraken/ontkoyeti in vergelijking met een referentie
reactormateriaal. De meest performante formulagedwerder getest in een pilootplant. De
totale cokesvorming werd met 76 % verminderd doepéssing van de coating. Opschaling van
de coating naar een industriéle ethaankraker wesingileerd met gekoppelde oven-reactor

simulaties. Toepassing van de coating resulteerdesin verlenging van de runlengte met meer
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dan 400 % en een verhoging van de ongewenste QQ0gopbrengsten tot 216 ppmw en 344
ppmw. Deze relatief hoge G@pbrengst is een potentieel probleem voor de doesust

eenheden.
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Summary

Steam cracking of hydrocarbons is a petrochemiaaigss that provides the bulk share of base
chemicals for the chemical industry, i.e. olefimgl @aromatics. The hydrocarboneous feedstocks
conventionally used in the process, originate fraatural gas and crude oil and range from light
gasses such as ethane, propane and butane tosliguah as naphthas and gas oils. These
feedstocks are heated to 820-890 °C in tubulateeasuspended in large fired furnaces. These
high temperatures initiate the thermochemical cwiva to the process products, i.e. olefins
(mainly ethene and propene) and aromatics (maielyzéne, toluene, xylenes and styrene).
Current global production capacity of ethene isrol®0 million metric tons per year and is
projected to grow over the next years with mainit@mits in China, the Middle East and the
United States.

Undesired side reactions result in the formatiora aoke layer on the reactor tube inner wall.
This growing layer has two negative effects. Fxsthe reactor pressure drop increases which
results in a loss of selectivity to ethene, thecpss’ main product. Secondly, as coke is highly
insulating, the reactor tube metal temperaturecm®es over time during the growth of the coke
layer. When the reactor pressure drop or the tualnemperatures are higher than predefined
maximum values, the furnace is take out of seraicd the coke layer is burned off using an
air/steam mixture. The duration of one crackingleys referred to as the furnace run length.
This cyclic operation of cracking/decoking of therfaces has a negative influence on the cracker
economics. Therefore, many research efforts hagtetdethe development of technologies to
mitigate the formation of coke. The two technolsgiavestigated in this work, are three-

dimensional reactor technologies and a catalytiting.
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In three-dimensional reactor technologies, thetogattibe inner geometry is altered from the
conventional bare, straight tube to a more comgkxmetry to enhance convective heat transfer
and/or increase heat transfer area. By the incdelseat transfer, the tube metal temperature is
lowered and the run length is increased. As thesengtrical modifications result in an increased
pressure drop compared to conventional bare tultwes,selectivity towards light olefins is
affected. It is difficult to quantify the selectiyieffect experimentally in an industrial or pilot
plant. Hence, the main goal of this work was todley and use numerical simulation tools to
guantify the impact of three dimensional reactcht®logies on product selectivities and coking
rate.

In Chapter 2, a recently developed three-dimensi@@eator technology called Swirl Flow Tube
(SFT®) is evaluated experimentally and numerically. Tness section of the SETremains
circular like a conventional, straight tube but ttemterline follows a helicoidal path providing
enhanced mixing. The experimental results showttif@aheat transfer coefficient increases with
a factor of 1.2 to 1.5 compared to a straight tulie2 undesired pressure drop increase factor is
only 1.4 to 2.2 which is moderate compared to ottemhnologies. A computational fluid
dynamic (CFD) model was adopted that showed satmfa agreement to the experimental
results. The increased heat transfer and pressoeahn be attributed to a higher wall shear
stress. The results show the potential for the iegvn of the SFY technology in steam
cracking reactor designs.

The effect of the increased heat transfer and presdrop on product yields and coke formation
can be accounted for by implementing a gas-phasetioa model and a coking model. In
Chapter 3, such three-dimensional CFD simulatioesdéscussed for the evaluation of finned

reactor tubes. It was shown that the reactor tudklntemperatures can be reduced by up to 50 K
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when applying optimal fin parameters compared ® equivalent bare tubes and that coking
rates are reduced by up to 50 %. However, the asex friction and inner surface area lead to a
pressure drop increase of about 50 % which caused but significant shifts in light olefin
selectivity.

Implementation of detailed chemistry in computagiofiuid dynamics results in very high
simulation times. Therefore, in Chapter 4 a metlhaglpis developed to use detailed single-event
microkinetic reaction networks by on the fly apption of the pseudo-steady state assumption
(PSSA). Depending on the reaction network sizepeegup factor from 7 to 54 was obtained
compared to standard routines. An industrial preparacking reactor was simulated using both a
conventional bare reactor and a helicoidally finneactor. Comparison of the simulation results
using the developed 3D model and a more converlyonaed 1D reactor model shows that a
significant error is made by neglecting the incegaseaction rates in the laminar film near the
reactor inner wall. Therefore the 1D plug flow rescmodel was extended to account for the
non-uniform radial temperature profile which resdlin a closer agreement between the 1D and
3D model.

All previously discussed work was performed usimg tommercial CFD package FLUERITAs
there is no access to the source code, the passthib adjust the code to the specific needs of
simulating a steam cracking reactor are limitedrtii@rmore, massive parallelization of a
simulation over hundreds or thousands of CPU’sry expensive because of license limitations.
Hence, in Chapter 5, a code was developed for hhbeetdimensional simulation of steam
cracking reactors based on the free, open sourBesBfiware package OpenFOAMThe effect

of turbulent temperature fluctuations on the resrctates was quantified by a probability density

function for temperature. The effect on productdseunder typical steam cracking conditions
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was seen to be limited to about 0.1 wt%. To furtleeluce the computational time, a dynamic
zoning method was implemented besides the apmicatf PSSA. Finally, the code was
successfully applied for the simulation of an indas butane cracking reactor.

As mentioned previously, a catalytic coating touesl coke formation was also studied in this
work. This technology comprises the coating of tkactor inner wall with a catalyst that
converts coke to carbon oxides and hydrogen byticawith the dilution steam. In Chapter 6, a
catalytic coating called YieldUpwas tested experimentally and the scale up to@mstrial unit
was simulated. Three different formulations of tteating were tested in a jet-stirred reactor
setup and showed reduced coking rates over multpking/decoking cycles compared to a
reference alloy. The best coating was further testea pilot plant. The overall coke formation
was reduced by 76 % compared to a reference alagtor. Scale-up was assessed by simulating
an industrial ethane cracking reactor. Applicatidrthe coating resulted in a simulated increase
of the reactor runlength by a factor of five while CO and C@yields were limited to 216
ppmw and 344 ppmw respectively. This relativelyhi@O, yield can be higher than the

specifications of downstream units depending ordésgn of the caustic tower.
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Glossary

p-radical A radical for which bimolecular reactiaren be neglected.

p-radical hypothesis The hypothesis that radicalk more than 5 carbon atoms are
p-radicals

3D reactor technology A reactor technology thataees heat transfer by geometrical
modifications to the traditional straight, baredulsed as tubular
reactors.

Ab initio Latin term for “from first principles”.tirefers to the fact that the
results are obtained by applying the established laf nature
without assumptions, special models or experimeingat. Ab
initio methods determine the energy of a moleculéransition
state by solving the Schrodinger equation.

Arrhenius activation energy The coefficient describing the temperature dependency of the

rate coefficient k = A exp (=RT) with A the temperature
independent pre-exponential factor.

Arrhenius pre-exponential See Arrhenius activation energy.

factor

Catalytic coking mechanism Mechanism that expldives formation of coke by action of a
catalyst (typically Fe or Ni) during steam crackpmgpcesses.

COILSIM1D Fundamental model for the simulation te#asn cracking units

developed at the Laboratory for Chemical Technoloig&hent

University.
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Coke

Computational fluid dynamics

Condensation coking

mechanism

CRACKSIM

Energy dispersive X-ray
analysis

Enthalpy

Entropy

Feedstock reconstruction

Solid carbonaceous residue that depositserid reactor and
downstream equipment.

A branch of fluid medics that uses numerical methods and
algorithms to solve and analyze problems that wevofluid
flows.

Mechanism that explains the formation of coke wheravy
polynuclear aromatics condense either directlyr@wall or in
the bulk gas phase and subsequently collect owdlie
Single-event microkinetic model developstdthe Laboratory for
Chemical Technology describing the gas-phase mactiluring
steam cracking of hydrocarbons.

Analytical technique that determines the elememfa¢mical
composition of a sample by aiming a beam of higergy
electrons to it and then quantifying the X-raytpe emitted by
the sample.

The enthalpy H is a thermodynamic qugrditd is calculated
from the internal energy U as H = U + pV, with @ thressure
and V the volume of the system

The entropy S is a thermodynamic propdrat ts related to the
disorder of the system. A system with a larger neindf states
that can be occupied, will therefore have a higimtropy.

Deriving the detailed ocasitppn of a complex feedstock (or in
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Gas phase heterogeneous
coking mechanism

Gas phase homogeneous
coking mechanism
Group additivity method

Jet stirred reactor

Lumping

one-dimensional reactor
simulation

Pseudo-steady state
approximation

Pyrolysis

fact any other mixture) from limited macroscopitoimmation.
Mechanism that explains the formation of coke doethe
interaction of precursors in the gas phase witivadites in the
surface of previously deposited coke.

See condensation coking mechanism.

Technique that allows toedict properties from molecular
structures. For example, within Benson’s group txdti method
a property can be written as a sum of contributiansing from
its constituent groups.

Type of ideal continuously retr tank reactor where ideal
mixing is achieved by introduction of the feedstdckhe reactor
via jets.

Grouping of species which are generallyniscs or homologous
species with similar reactivity in order to redube total number
of species in a kinetic model.

A reactor simulation using a model with one indejem
variable, e.g. a batch reactor or a plug flow rea(®FR) model.
An approximation made that the rate of productiond a
consumption of a species are equal. Can be apmiedultiple
species in a reaction mechanism.

The uncatalyzed decomposition of orgaoimponents resulting

from exposure to high temperature, in the abselgaabecular
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oxygen.
Radical coking mechanism See gas phase heterogeneking mechanism.
Reaction family A class of reactions that are ctimgzed by the same pattern of

electron rearrangement steps.

Reaction path degeneracy The number of enerdgtieglivalent paths that reactants can
follow to be converted into products.

Run length Time of operation between two decokeains.

Scanning electron microscope  Type of electron rsmope that produces images of a sample by

scanning it with a focused beam of electrons.

Shale gas Natural gas trapped in shale formations.
Single-event microkinetic A kinetic model that consists of elementary reatioand
model

accounts for all energetically equivalent reactipaths, i.e.
single-events, to determine each reaction rate.

Single-event pre-exponential The pre-exponential factor excluding the numbesingle-events

factor
of the reaction.

Steam cracking A petrochemical process in whiclurag#d hydrocarbons are
converted into small unsaturated hydrocarbons Iposure to
high temperature in the presence of steam.

Swirl flow A whirling or eddying flow of fluid.

Turbulence model A model to predict the effectstafbulence. The continuity

equations are often simplified by averaging, butdel® are

needed to represent the scales of the flow that@reesolved.
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Glossary

Wall shear stress

zero-dimensional reactor
simulation

B-radical

Component of stress coplanar tiwithwall. It is the product of
the viscosity and the derivative of axial speed radial
coordinate.

A reactor simulation using a model without any ipeledent
variable, e.g. a continuously stirred tank rea(@8TR) model.

A radical that undergoes both mono- amadbecular reactions.
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Chapter 1. Introduction and outline

1.1 Introduction

Global energy consumption has dramatically incréaseer the last 15 years with China being
the main culprit as shown in Figure 1-1. The enaigyand is projected to grow by 37% to
2040, an average annual growth rate of 1.1% per. yidege slowdown in growth compared to
previous decades is mainly due to energy efficiegainps and governmental changes in favor of
less energy-intensive activities. China will stidve the largest share in the energy demand
growth until mid-2020’s, when its population level§ and its economic growth will slow down.
At that time, India, Southeast Asia, the Middle tEasd parts of Africa and Latin America are
projected to take over as the leading regions m@rgy demand [1]. Crude oil, natural gas and
coal are currently the main resources for energh wil providing about 33 % of the world’s
energy usage.

The world oil supply will increase by 14 million twals/day to 104 million barrels/day in 2040 as
shown in Figure 1-2. While oil production in the itédl States, Brazil, Canada and the Middle
East will grow, the rest of the world will face atrreduction in oil production. Indeed, by mid-
2020, the non-OPEC oil supply will start to fallcksand the world reliance on major resource-
holding countries in the Middle East will incredd¢ Crude oil is mostly used for transportation
purposes with gasoline, diesel and jet fuel makipgmore than three-quarters of current oil

usage. Only about 10% of global oil productionsedifor the production of chemicals. The main
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petroleum cuts used for chemicals production atelgeim gasses and naphtha, a petroleum cut

with a boiling range between 300 and 470 K.
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All major regions, except Europe, will contributea more than 50% rise in natural gas output to
2040 [1]. Currently the third largest energy cdmitor, natural gas, will be the world’s fastest
growing major energy source through 2040 and iseetqul to surpass coal as second most
important energy source. The share of unconveritigas will increase from 17% to 31% in the
total natural gas output. Purified natural gas @&nty used for electricity production, residential
heating and as an industrial fuel. Natural gasidisjue.g. ethane, propane and butanes, and gas
condensates obtained during natural gas treatraemtpften used for the production of base
chemicals. With the rise of new technologies suchyaraulic fracking, the production of natural
gas trapped in shale formations, i.e. shale gasbbamed over recent years. As shale gas can
contain more than 20 mol% of,€ molecules, it is expected to increase natural Igasds
production by more than 40 % [2].

Although the fraction of natural gas and oil congtion used for the production of chemicals
and materials is relatively small compared to tteetfon used for transportation, heating and
electricity production, the economic importancesignificant due to the higher added value of
chemicals compared to fuels and electricity. Mdshese high-value chemicals and materials are
derived from a limited number of base chemicalseseh main base chemicals comprise
hydrogen, olefins such as ethene, propene anduts®tene, and aromatics such as benzene,
toluene and xylenes, supplemented with some hetemeontaining chemicals such as
ammonia, chlorine and sulfuric acid. The bulk o thlefins production and a large part of the
aromatics production proceeds through the steawkio@ process with ethene being the main
product of the process. Ethene is the raw mateisad in the manufacture of poly(ethene),
oxirane, 1,2-dichloroethane, poly(ethene terephtkal poly(1-chloroethene) and polystyrene as

well as fibers and other organic chemicals. Figlh®A shows the global ethene production,
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production capacity and the resulting operating 8. Global ethene capacity in 2012 was
nearly 150 million metric tons per year (tpy). Téapacity is expected to increase to 185 million
tpy in 2017 with production surpassing 160 milligny. Demand in 2008 was affected by the
economic crisis, but it picked up in and after 2@b@ continues to grow over the medium term.
Notwithstanding the strong growth in productiore thperating rate is expected to remain around
90 % due to new additions of capacity as showngnré 1-3B. In total 33 Mtpy capacity is to be

added by 2017. China will lead the growth with 1Bl#py. More than 6 Mtpy of capacity, i.e.

1/5th of global capacity addition is projected ®dilded in the Middle East. The Middle East has
plentiful cheap feedstock and this is the main oader the considerable growth of the ethene
market in this region. The North American shareadflitions grows to 40% in 2017 driven by

cheap ethane from shale gas exploitation.
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Figure 1-3: Global ethene market (A). ——— - global production capacity [tpy]; = - actual production
[tpy]; and - - - -- - operating range [%] asafunction of time[-], Global ethene capacity additions[tpy] asa
function of time (B): - North America; - Middle East ; - North-East Asia; - South-East

Asig; - Indian subcontinent and - Others|3].
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1.2 Steam cracking process

A wide variety of feedstocks is used in the steaatking process, ranging from light gasses
such as ethane, propane and butane, to liquidsasidiaphtha’s, gas oils, vacuum gas oils and
recently even crude oils [4]. A steam cracking waih be roughly divided into a hot and a cold
section [5]. The most important units of the hottem are the cracking furnaces with a
convection section and a radiation section as tegpim Figure 1-4. The convection section
contains several heat exchanger banks where thustéek and dilution steam are vaporized
and/or heated using the flue gas of the furnaceth€tmore, extra high pressure superheated
steam is produced from boiler feed water (BFW) gghe hot flue gas. In the radiation section
the hydrocarbons are heated rapidly and crackedulmlar reactors. Several reactors are
suspended in a single furnace. The flow rate idoumiy distributed over the reactors via
venturi’s in the choked flow regime. Typical readiengths and diameters vary from 10 to 100 m
and 30 to 150 mm respectively. Reactor designserdragm single-tube, short length, small
diameter reactors with many in one furnace, sucthadVillisecond reactor designs; to longer,
larger diameter reactors. Longer reactors consistuitiple straight tubes connected with return
bends, often with the tubes swaged to larger diarme¢bwards the end of the reactor. Split coils
are also popular where multiple, parallel tubethmfirst passes of the reactor combine to larger
diameter outlet tubes. The heat is supplied by drsrpositioned in the furnace floor and/or
sidewalls. Typical coil-outlet-temperatures (COBnge from 750-890 °C depending on the
feedstock, the reactor design and the desired iogdeverity. Given the high temperatures, the
reactors are made out of heat-resistant, high-Galdy steels. Downstream the reactors, the

effluent is generally quenched in two steps in ptdeavoid subsequent reactions of the products:
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a first indirect quench with boiling water in the-salled transfer line heat exchanger(s) (TLE)
generates high pressure steam and a second directlgwith quench oil separates the heavy
from the light part of the effluent. The light hydarbons are compressed and the heavy
hydrocarbons are sent to a distillation column mai@vnstream in the process. After
compression and drying, the light hydrocarbonsserg to a series of fractionators and reactors
that purify the light gases into the various plpriducts. Typically the following products are
obtained; fuel gas, i.e. hydrogen and methaneneth@opene, a C4-cut with high 1,3-butadiene
content, mixed C5’s, pyrolysis gasoline (pygash ric aromatics, and pyrolysis fuel oil (PFO).
Ethane and propane can be recycled for crackirsgdadicated recycle furnace or used as fuels.
Depending on the feedstock and the integration atitler petrochemical units, the C4-cut can be
further refined for butadiene, n-butenes, isobutenenixtures thereof. Otherwise the C4-cut is
hydrogenated and recycled for cracking or soldatliye The pygas can be refined for aromatics

and/or hydrotreated and sent to the gasoline pool.
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Figure 1-4: Schematic drawing of a cracking furnace.

The main factors that determine the product spettave the feedstock, the cracking severity,
residence time, steam to oil ratio (dilution) amdgsure. The heavier the feedstock and the higher
its aromatics content, the lower the ethene yiElelce, ethane has the highest ultimate ethene
yield of all feeds, i.e. around 82 wt% at 65 % athance-through conversion. The cracking
severity is quantified by the conversion for ligaedstocks like ethane, propane and butane and
by the propene-over-ethene ratio (P/E) for naplatinh heavier feedstocks cracking. For ethane
cracking, lower conversion results in higher etheekectivity. However, an operational limit is

set by the flow rate in the ethane recycle, rasglin typical ethane conversions of 60-70 %. For
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naphtha cracking, the ethene vyield increases wittreasing severity at relevant process
conditions. An economical limit is set here by thecreasing propene yield at higher severity
resulting in typical P/E-values between 0.40 argbOPlehiers and Froment [6] showed that
lower residence times require higher temperaturesbtain the desired cracking severity. At
these high temperatures, high-activation energgti@as, such as C-C and C{Hscissions are
favored, resulting in high light olefins selectiwiand low aromatics selectivity. Selectivity to
light olefins is favored by low hydrocarbon partmessure as olefins-forming reactions are often
monomolecular while olefins-consuming reactionsraestly bimolecular. Therefore the reactor
pressure should be minimized and steam dilutionimiaed. A lower limit of the coil-outlet-
pressure (COP) is set by the suction pressureeoflthivnstream process gas compressor (PGC)
which is above atmospheric pressure. The opergtoigt of the compressor and the pressure
drop from the reactor outlet to the compressorltesu typical COP’s of 0.15-0.23 MPa abs. For
the steam dilution a balance needs to be founddmetwetter ethene selectivity at high dilution
and lower energy consumption at lower dilution.tRermore, a lower limit on steam dilution is
set by coke formation as further discussed in geci3 and by vaporization of the hydrocarbons
in the convection section in the case of heavy f@adking. Indeed part of the vaporization of
the feedstock is accomplished by mixing the houtdih steam with the partly vaporized
feedstock. These considerations have resultedpicaly steam dilutions of 0.25-0.4 for ethane

and 0.35-0.60 for naphthas.
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1.3 Coke formation and mitigation

Since the 1930's it is well known that the crackimighydrocarbons at elevated temperature,
proceeds mainly through a radical reaction mechaifirs 8]. These gas-phase cracking reactions
are accompanied by the formation of a carbonackxyes on the reactor inner wall [9]. This so-
called coke layer exhibits a number of negativecf on the steam cracking process’ economics
[10]. Firstly, the growing coke layer reduces thess-sectional flow area of the reactor resulting
in higher pressure drop over time. As stated preshg a higher pressure has a detrimental effect
on the selectivity to ethene. Furthermore, cokéighly insulating and adds a growing extra
conductive resistance to the heat transfer fromfiin@ace to the process gas. To maintain the
cracking severity, the fuel flow rate to the furedmurners is increased over time. Consequently,
the external tube metal temperature (TMT) increames time. When the TMT reaches the
maximum allowable value or when the venturi presstatio (VPR) reaches a maximum
permitted value (typically 0.9), production is lealt the furnace is taken off-line and the coke
layer is burned off the reactors’ inner walls usangteam-air mixture. After ca. 20 h the decoking
of the reactors is finished and the TLEs can bekkst. Total decoking time of both reactors and
TLEs typically requires 36 h [5]. Obviously, theperiodic production interruptions have a
negative effect on the process economics. Furtherntbe reactor material deteriorates with
successive coking-decoking cycles by tube corrgsicerburization and erosion [11-14].
Therefore the reactor coils need to be replacedyev¢éo 10 years. Given the negative impact of
coking on the process economics, a fundamental rstaoheling of coke formation and the
dependency of coke formation on process conditimnamportant for plant design and

optimization. The coke deposited in steam crackiegctors is formed via three different
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mechanisms: the catalytic, the heterogeneous natytia and the homogeneous non-catalytic
coke formation mechanism.

When the gas-phase hydrocarbons are in direct cont#h the reactor alloy, coke is formed
through a catalytic mechanism with the alloy prawdcatalytic active sites [15-18]. Evidently,
the reactor surface composition greatly influertbesrate of coke formation during this catalytic
coke formation [14, 19]. Typical alloy elementstthatalyze coke formation are nickel and iron,
while copper has a very low catalytic activity tods coke formation [20, 21]. In this
mechanism, a hydrocarbon molecule chemisorbs oadtiee site and dehydrogenates to form -
CHgs, -CH; and -CH groups on the surface together with gas@tydrogen [17]. The carbon
atoms left on the metal site dissolve in and déftisrough the metal particle. When the carbon
atoms exert a pressure on the metal particle hithear the tensile strength of the metal, the
particle gets lifted from the surface and carboecipitates at the rear end of the particle. As
more carbon atoms dissolve, diffuse and precipitatarbon stem, so-called whisker or filament,
is formed with the metal particle at the top. Dgrprecipitation, structural deficiencies can occur
in the whiskers on which gas-phase radicals andecot#s can react. This results in lateral
growth of the whiskers and interweaving of whiskétimally, the metal particle at the tip of the
whisker is encapsulated by coke stopping furth&algtc growth of the filament.

Whereas catalytic coke formation decreases over tine to encapsulation of the active sites, the
heterogeneous, non-catalytic mechanism proceedsghout the entire run of the reactors. As
such, the run length of industrial reactors is ryadetermined by heterogeneous, non-catalytic
coke formation [22]. In this mechanism, gas-phg®zies react with the coke layer itself through
a radical mechanism. Wauters and Marin [10] suggesitat the mechanism can be reduced to

five families of reversible elementary reactiongdtogen abstraction from the coke layer by a
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gas-phase radical, substitution reaction of a des radical on the coke layer, radical addition
of a gas-phase radical to a surface olefinic bautlition of a gas-phase olefinic bond to a
surface radical and cyclization of a surface rddicaetheory all gas-phase radicals and molecules
can react with the coke layer, but given their eesipe reactivity caused by their reactive groups
and their concentration, a limited number of congus, i.e. the coke precursors, dictate coke
formation.

In the third mechanism, i.e. the homogeneous, rdahdic coke formation, small droplets
prevalent in the process gas impinge on the reamer wall. These droplets can rebound, splash
or stick [23]. The droplets consist of polyaromdtidrocarbons (PAH) either present in the feed
or formed through secondary condensation reac{@tls The PAHs form tar droplets in the gas
phase through condensation and nucleation. When dtioplets stick to the wall, they
dehydrogenate to form coke due to the higher teatpey of the inner wall. Although this
mechanism is very relevant for coke formation ie #iLEs and in the convection section, its
importance in the reactors is believed to be lichiteheavy feed cracking [24].

Because of the many adverse effects of coke foomain the profitability of steam cracking
units, the large scale of the process and low fproéirgins, many technologies to reduce coke
formation have been developed and installed comaibrcover the last decades. These
technologies can be roughly divided into three geodeed additives, surface technologies and
three-dimensional (3D) reactor technologies. Tinst ftategory of feed additives is one of the
most widely applied techniques to reduce coke ftionaFor some additives a combination of
pretreatment and continuous addition is appliedilevor others only continuous addition is
beneficial. Sulfur-containing compounds are the tmadely studied group of additives [25-32].

The role of sulfur additives on diminishing carbmonoxide formation is well established, but
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their effect on coke formation is debated [25]. iBes sulfur-containing additives, components
with phosphor [33-35] and silicon [26, 36] haveodb®en investigated.

The category of surface technologies comprises bpgtiormance alloys and coatings. Steam
cracking reactors are typically made out of heaistant Ni-Cr alloys resisting catalytic coke
formation by the formation of a chromia oxide lag¢the surface [14, 37]. Often aluminum and
manganese are added to enhance the coking resistartbe alloys by forming a protective
alumina or a manganese chromite (Mg@j) spinel layer respectively [37, 38]. Alternatively
thin layer of a coating can be deposited on thetoedase alloy surface. A distinction can be
made between barrier coatings [12, 39-45] thatipaiesthe inner wall, and catalytic coatings
[46-49] that convert coke to carbon oxides and bgdn by reaction with dilution steam. A
barrier coating passivates the base alloy by cogettie catalytically active sites and prevents
catalytic coke formation. However, non-catalytickedformation is still possible. In contrast,
recently developed catalytic coatings eliminatealyat coke formation by covering the active
sites and convert non-catalytically formed cokeaobon oxides and hydrogen by reaction with
steam. Hence, a positive catalytic activity is abldesides the elimination of the negative
catalytic activity of the base alloy. In Chaptertbe performance of a new catalytic coating,
called YieldU, was assessed experimentally and numerically.

In the last category of three-dimensional reactchihologies, the reactor tube inner geometry is
altered from the conventional bare, straight tubeat more complex geometry to enhance
convective heat transfer and/or increase heatfaaasea. For example, finned tubes [50, 51],
ribbed [52] or partially ribbed [53] tubes and dwilow tubes [54] have been investigated to
enhance heat transfer to reduce the tube metaletatope. As all these technologies lead to an

increased pressure drop compared to conventionaltbbes, the selectivity towards light olefins
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is probably reduced [55]. The beneficial effect ooking rates and run lengths by these
technologies is well established. However, the tfieation of the effect on product selectivity
is still a challenge. Indeed, measurement of thecseity loss in an industrial unit is difficultsa
differences of the order of 0.1 wt% are to be eflgu which are within the uncertainty of the
measurement. Furthermore, for a fair comparison,dimilar furnaces, one with and one without
a 3D technology, cracking the same feedstock atdimee severity, at identical time on stream,
should be compared which is impossible to achi@wantification of the selectivity loss in pilot
plant experiments is also questionable due to fifferehce in tube diameter and attainable
Reynolds numbers between a pilot plant and an tndusnit. Hence, in the present work three-
dimensional reactor models with detailed reactioecinanisms are developed and used to

guantify the impact of the geometry on product&@ldies and coking rate.

1.4 Fundamental modeling approach

Chemical process simulation tools are used for design, development, analysis and
optimization of chemical processes. The simulatedtgsses range from unit operations such as
distillation, extraction and filtration, to chemiceeactors and combinations of both such as
reactive distillation columns. Often a purpose-btldw sheet like program with several sub-
models that represent the different interconnectaits of the chemical plant is used. Whereas
general, non-fundamental models that are tuneditoited experimental database will only give
reliable results when applied within the scopehairt experimental database, truly fundamental
models accounting for the elementary physical drefhrgcal processes can be applied to a wider
range of process conditions and geometries. Oneelajeed, these models enable the design and

optimization of chemical units without the need éatensive time-consuming and expensive lab-
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scale and pilot experiments. The main goal of aléumental chemical reactor model is to relate
the feedstock properties with the product properoe given reactor specifications and process
conditions. At a fundamental level, this requirbe tombination of a reaction network and a
reactor model. Furthermore adequate numerical solae needed to solve the resulting set of
algebraic and/or (partial) differential equatioAs. the dominant reaction families dictating the
chemistry in steam cracking reactors have beenkmelvn for many years, fundamental process
simulation tools for the simulation of steam cragkreactors have been used extensively since
the pioneering work of Dente et al. [56] in theelaeventies. The present work further improves
the fundamental modeling of steam cracking readbgrghe development of a dedicated three-

dimensional reactor model.

1.4.1Reaction network

As mentioned above, the main part of the steamkiorgocchemistry proceeds through a free-
radical mechanism. This results in a vast numbespeties and reactions, with modern reaction
mechanisms having hundreds of species and thousaindsactions [57]. Fortunately, the
occurring reactions can be grouped into a limitesnber of elementary reaction families.
Methods to describe these reaction families togethith systematic methods to calculate the
necessary kinetic and thermodynamic parameterse Heen implemented in a number of
software codes such as NETGEN [58-60], RMG [61-&HNESYS [66], REACTION [67-69]
and RING [70, 71]. These programs allow the autawrgegneration of reaction networks for the
thermochemical conversion of a multitude of specidse size of these reaction networks is
limited by rate- and/or rule-based criteria. Howegvke size of these reaction networks - both in

number of species as in number of reactions - as&a® exponentially with the carbon number of
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the feedstock molecule [57]. The computational tassociated with these large kinetic networks
prohibits reactor simulations within a manageabtestframe, certainly when multidimensional
reactor models are used [72, 73]. Besides the Isimpe fundamental reaction mechanisms also
show dramatic differences in time scales associatddspecies and reactions resulting in severe
stiffness when implemented in a reactor model. &tBerences originate from highly reactive
radical species and fast reversible reactions itigb&quilibrium. The above two characteristics,
i.e. large size and stiffness, often force the iappbn of reduction methods to limit
computational time without sacrificing too much tfe comprehensiveness of the complex
reaction network. These reduction methods includ®rey others, horizontal and vertical
lumping [74, 75], pseudo-steady-state assumptio®SE) [76-78], partial equilibrium
assumption (PE) [79, 80], intrinsic lower dimensibmanifold (ILDM) [81], computational
singular perturbation (CSP) [82] and directed retagraph (DRG) [83]. Reduction methods can
be applied a priori, a posteriori or on the flypAeri application, limits the reaction network siz
during reaction network generation. For example sbffware code PRIM [84-87] applies the
pseudo-steady-state approximation to all p-radi¢asradicals for which bimolecular reactions
can be neglected, that appear in the primary deositign schemes. The p-radicals’
concentrations are determined by solving the riegulilgebraic equations and substituted in the
continuity equations of the non-PSS species. Thtueces both the number of differential
equations and the stiffness of the system as tbe 8ime-scales introduced by the fast reacting
p-radicals are removed. A posteriori applicationreduction techniques results in a so-called
skeletal mechanism; a number of species and/ortioeacare removed from the reaction
mechanism in-between the reaction mechanism geémerahd the actual reactor simulation.

Methods representative for this approach includesiseity analysis, direct relational graph and



16 Chapter 1: Introduction and outline

chemical time scale analysis-based methods sucRS&A, PE and ILDM [73]. When the
chemistry of the reaction network is not well-kngwinese methods require the comprehensive
model to be used in a test set of simple zero-déoeal and/or one-dimensional simulations to
derive some of the networks’ characteristics tdguer the reduction. This does not only add
additional computational burden but also limits #pplicability range of the network when it is
reduced too severely. On the fly reduction of #ection network circumvents these problems by
generating a new network and/or reducing the ndtwgnamically during the reactor simulation
[88-90]. The resulting reaction networks are tatbto a very specific problem, e.g. describing
the chemistry at a certain time step and at aiocegasition in the reactor. As the resulting
networks are much smaller than the skeletal mesh@aniobtained by a-priori reduction, the
number of governing equations and the time neealedlve them is lower. Nonetheless, a certain
- often significant - computational overhead isoassted with on the fly application of network

generation and/or reduction.

1.4.2Reactor model
Modeling a steam cracking reactor includes all pfienomena occurring in the reactor, i.e.
reaction, transfer of heat, mass and momentum [91g.reactor model is based on the governing
equations describing these phenomena: the reacienequations, the continuity, energy and
momentum equations. Derivation of these equatistmsed on expressing a conservation law in
an infinitesimal part of the reactor and has bdabarated in many transport-related books, e.g.

Bird et al. [92]. The continuity equation for a chieal specieg in a flowing fluid is:

a¢; ,
a—t’+v-(ﬁcj) =-V-J;+R;,Vj = 1,nspec (1.1)
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with C; the concentration of specig¢s u the velocity vector]j the laminar and turbulent
diffusional flux of specieg vector [moijz/sl] andRr; the net rate of production of specjeg;
is calculated a¥;27% a;;r; with a;; the stoichiometric coefficient of species reactioni and
r; the reaction rate of reactidrdetermined by the used reaction network.

The global continuity equation can be derived bynswuation of allnspec species continuity
equations multiplied by the respective species oubée mass:

d
a—’: +V-(pu) =0 (1.2)

with p the mixture density [kg/m3]. By similarly expresgi conservation of momentum and
energy, the momentum equations, also known as N&wwkes equations, and the energy

conservation equation are derived respectively:

d(pu)

7tV (puu) = -Vp + V- (T) + Sy (1.3
6( E) nspec
gt + V- (WE +p)) = V| Aoy VT — z Wi+ @ w) |+ Sg (1.4)
J

with T the stress tensor [Pdf, the specific total energy [J/RgA.s; the effective thermal
conductivity [W/mK] including both laminar and turent contributionsh; the specific enthalpy

of specieg [J/mol], S any extra momentum source terms [kg/m2s?], e.ggriayitational force

andS; any extra energy source terms [J/m3s], e.g. byatiad. In the energy equation, the

2712
specific total energy is calculated s= h — % + % with the sensible enthalpy of the ideal gas

mixture calculated ak = Y752 x;h; andh; = [ Gy, (T)dT.
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The fundamental equations (1.1) - (1-4) can beesblby CFD. However, they are often
simplified by neglecting some terms or by integmatover some spatial direction(s) as the above-
mentioned form is too time-consuming for routinesiga and optimization. The large length-
over-diameter ratio of steam cracking reactors rmakat the concentration gradients in radial
and azimuthal direction are typically not modelexulting in a one-dimensional reactor model.
Furthermore, assumption of dominance of conveabiver diffusive transport due to the high
Reynolds numbers in steam crackers, yields thefidwgmodel [91]. Software programs using a
plug flow reactor model are commercially availalpg®, 93] and are routinely used for the
optimization and design of steam cracking reactdmetheless, the one-dimensional modeling
of steam cracking reactors shows several shortagsnirirstly, the heat flux from the furnace to
the reactors induces a non-uniform radial tempeegtwofile. This introduces non-uniform radial
concentration profiles and an error in the ratgufduction calculation in a one-dimensional
model as the cross-sectional mixing-cup averagtdafiproduction is not equal to the rate of
production calculated with the cross-sectional ngx¢cup averaged temperature and
concentrations, i.em;tRj(T,f). Secondly, coke formation occurs at the coke-gas
interface where temperature is higher than in the ghase. In one-dimensional models, this
interface temperature is calculated using a lamiilar model based on a Nusselt number
obtained via a correlation [94]. The effect on cd&emation of different concentrations at the
coke-gas interface compared to the bulk is not @atsal for. Thirdly, a shortcoming of the one-
dimensional plug flow model is the inability of inding azimuthal non-uniformities in heat flux
and temperature due to shadow effects in the fermadch result in azimuthally non-uniform

coking rates [95, 96]. Finally, the one-dimensioftalv pattern is not able to accurately model
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the effect of three-dimensional reactor geometrégsl return bends. Considering these
shortcomings, several authors have used two-dimeak|97, 98] and three-dimensional [50, 51,

99, 100] reactor models for the simulation of steaacking reactors. Most of these studies used
severely reduced, often global reaction networksiclv results are often biased. In the present
work, a three-dimensional reactor model tailoredh simulation of steam cracking reactors is

developed based on the free and open-source sefpaakage OpenFOAR]101, 102].

1.5 Qutline

This thesis is a compilation of published journapers and manuscripts that have been submitted
or are to be submitted for publication in the niedwre. Every chapter has a short introduction
describing the relevant context.

In Chapter 2, the potential of a new three-dimamaioeactor technology, called Swirl Flow
Tubé®, is assessed. A comprehensive experimental ddtaséteen acquired on a newly built test
set-up covering a wide range of Reynolds numbeds0(® — 120,000) and different swirl flow
tube designs. A computational fluid dynamics moda$ adopted that is able to capture the main
flow properties of the Swirl Flow Tuffe The experimental and simulation results confila t
potential for the application of the SFT technolagysteam cracking furnaces because of the
lower average wall temperatures and the resulgdgation of coke formation in the reactor coil.
In Chapter 3, reactive CFD simulations of steancldrey reactors are performed accounting for
the detailed free-radical gas-phase chemistry. dg@ication of finned tubes as steam cracking
reactors is studied. A non-reactive parametricystuds used to optimize the fin parameters by
finding a balance between the desired increaseeat transfer and the unwanted increase in

pressure drop. An industrial reactor was simulatgidg four different reactors. Application of a
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finned reactor resulted in a drastic decrease @&ingorate at the cost of a loss in ethene
selectivity.

As the implementation of large reaction mechanism&€FD simulations requires long CPU
times, the reaction mechanism used in Chapter 3istea only of 26 species. Therefore, in
Chapter 4, a methodology was developed to uselel@taingle-event microkinetic models in
CFD simulations by on the fly application of theepdo-steady state assumption on the reactive
intermediates. This allowed the implementation arfgé reaction mechanisms and hence the
accurate quantification of the effect of a thremeisional reactor technology on the product
selectivities. Furthermore, comparison of the rsswuhen using a 1D reactor model or a 3D
reactor model showed that a 1D reactor model do¢sarrectly simulate the effect of a 3D
reactor model on product yields.

The CFD simulations discussed in Chapter 2 to 4ewparformed using the commercial CFD
package FLUENY. Commercial CFD packages have two disadvantagess, fie source code is
not accessible which limits the users’ possib#iti® tailor the code to the problem at hand.
Second, the number of CPU’s used for parallelimaiodd a simulation is limited by license
requirements as typically every extra CPU requaesxtra license. Therefore, in Chapter 5, a
code for the three-dimensional simulation of steaatking reactors based on the free and open-
source CFD package OpenFOANs developed. Besides the methodology of apply#&pA
discussed in Chapter 4, a dynamic zoning methodnwalemented to further reduce the required
computational time. Also, two extra continuity ejaas can be solved to include the effect of
turbulence-chemistry interaction on the reactidesa

Chapter 6 discusses a catalytic coating to redake formation, called YieldUp As the coating

catalytically converts coke to carbon oxides byctiea with dilution steam, it reduces the coke
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formation by all of the three mechanisms discussedparagraph 1.3. Different coating
formulations were tested in a jet-stirred reacttug and the best performing formulation was
further tested in a pilot plant setup. The coatieduced the coke formation by about 75% and
remained constant over several coking/decokingesydased on the experimental results, the
scale-up to an industrial steam cracking unit wasukited by coupled furnace-reactor

simulations.

Finally in Chapter 7, the general conclusions aesg@nted and perspectives for future research

are proposed.
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Abstract

A novel reactor technology for steam cracking reastcalled Swirl Flow Tubfe (SFT®), has
been evaluated experimentally and computation@llgomprehensive experimental dataset has
been acquired on a newly built test set-up covesingde range of Reynolds numbers (30,000 —
120,000) and different Swirl Flow TuBelesigns. The Swirl Flow Tub8sesult in an increase of
heat transfer by a factor of 1.2 to 1.5 compared $straight tube. The increased heat transfer is
accompanied by an increased pressure drop by erfaet to 2.2 compared to a straight tube
depending on Reynolds number and geometry. A caatipatl fluid dynamics model was
adopted that is able to capture the main flow prigeeof the Swirl Flow Tubgand this model
allows to attribute the increased heat transferm@edsure drop to a higher wall shear stress. The
experimental and simulation results confirm theaggeotential for the application of the SFT
technology in steam cracking furnaces becauseefaler average wall temperatures and the

resulting reduction of coke formation in the reactoil.

2.1 Introduction

Steam cracking of hydrocarbons is the main indalsprocess for the production of almost all

important base chemicals [1, 2]. In this processsitally tubular reactors suspended in large
gas-fired furnaces are adopted. Two side reactietrsmentally influence the process operation
and profit margins, i.e. carbon oxide formation amuke deposition on the inner wall of the

cracking coils and the transfer line heat exchan§@]. Accumulation of coke on the reactor

wall on the one hand reduces the cross-sectiomal drea of the tubes, resulting in an increased

pressure drop over the reactor coil. On the otlaedithe coke layer inhibits heat transfer from
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the tube to the process gas, and hence is respoif@ilihe rising tube wall temperatures [6]. If
the reactor pressure drop is too high or the eatetnbe skin temperature exceeds the
metallurgical allowable temperature, operationastdd and the coke layer is burned off with a
steam/air mixture. On the mechanical side, carhtidn can lead to deterioration and/or damage
to the tube material. In short, coke formation etfethe steam cracker’'s economics in 3 ways:
increased energy consumption, loss of furnace awéty because of decoking/mechanical

failure and a decrease in ethene selectivity dantimcreased pressure drop [7].

A lot of effort has been spent in the past 30 ye¢arnd appropriate methods to suppress coke
formation [3, 8-18]. These technologies can be hbuglivided in three categories: the use of
additives [5, 13, 14], metal surface technologi&8, [20] and three-dimensional (3D) reactor
technologies for enhanced heat transfer [21-25thénlast category, three-dimensional reactor
designs are used to enhance heat transfer [21jtingsin lower wall temperatures and coking

rates. Designs can be divided into two classesdbasethe physical reason of increased heat
transfer, i.e. increased internal surface areanbameced mixing. Examples of designs belonging
to this first class are finned tubes, which haverbmtensively studied and have been installed
industrially [21, 22]. As shown in Brown et al. [2%he ratio of heat transfer improvement of a

straight finned tube is linearly dependent on th&fage increase. This work focusses on the
second class of reactor designs, that achievesieetidieat transfer by increasing mixing of the
process gas.

Enhanced mixing leads to a more effective and h@megus heating of the process gas. As

shown from two-dimensional [26] and three-dimenaloesimulations [21, 27], large radial
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concentration and temperature gradients exist dugtrial crackers and better mixing could
reduce these gradients leading to lower cokingsratdoreover, the more uniform radial
temperature profile limits under- and over- cragki®@ne of the most applied examples is the
Mixing Element Radiant Tulfe(MERT®) patented by Kubota [23, 28] and claiming anéase

of the heat transfer coefficient by 20-50 % comgatie a straight tube [23]. This increase is
explained by increased fluid mixing and break dafrthe thermal boundary layer on the tube
internal surface by the mixing element. Progresgjvthe design of this element has been
optimized to reduce pressure drop, first through tise of the Slit-MER® product and
nowadays with X-MERY design. For an increase of heat transfer by arfadtl.4 compared to

a straight tube, the increase in pressure dropdaaed from 3.0 for the original MERTo 2.4
and 2.1 for the Slit-MERYand X-MERT respectively.

A second approach has been developed by the Lunieaisology division in cooperation with
Sinopec. Their Intensified Heat Transfer TechnolddyT) is based on the use of radiant coil
inserts at certain locations in the tube [24]. Tod inserts have a twisted (100-360°) baffle
integrated within their inner surface and have shme diameter and metallurgy as the radiant
coil. By strategic placement, these inserts creatmilence in the process fluid, thus reducing the
boundary layer and improving mixing and heat trangfhile limiting the added pressure drop as
much as possible. The pressure drop increaseddmta of 1.15 to 1.20 compared to a straight
tube. A CFD analysis confirmed the beneficial effec the heat transfer and uniformity of the
temperature profile while only simulating a frigticncrease of 15 %. The helicoidal effect of the

insert on the flow tends to fade away with distaratlwing careful evaluation of the optimum
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locations for the inserts. A distance equal to BGihes the reactor inner diameter proved to be a
good tradeoff between swirl flow intensity and @@ loss.

Recently a new steam cracking reactor technolognyediat enhanced mixing, the so-called Swirl
Flow Tub& (SFT®) technology, was patented [29]. The cross sectibtthe SFT remains
circular but the centerline follows a “small amptie” helicoidal path providing enhanced
mixing. The term “small amplitude” refers to the @itude of the helicoidal path being equal to
or smaller than the radius of the tube, leavinga of sight through the tube. Figure 2-1 shows
one helicoidal turn of a Swirl Flow TuBecharacterized by the helix pitch P and the helix
amplitude A. The relative amplitude and relativiclpiare defined with respect to the tube inner
diameter. At each position in the tube, the crasgisnal area is perpendicular to the helicoidal
centerline. Hence the tube does not have the shfapeet of stapled coins but truly is a bended

tube.

Figure 2-1: Schematic drawing of one helicoidal tur of a Swirl Flow Tube® (A: helix amplitude; P: helix
pitch; di,: tube inner diameter; W: tube width).

This technology finds its origin in biological faiimechanics where it is seen that helicoidal

stents reduce stagnation zones compared to climidalial bypass grafts. This led to less
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instances of intimal hyperplasia which is promdtgdegions with low wall shear [30]. Although
the flow regime in biological fluid mechanics isrimar in contrast to the highly turbulent flow
regime in steam cracking reactors, the potentighathge of these tubes for steam cracking is the
high degree of swirl flow that is induced. This dandescribed as a rotation of the flow about the
main axis of the pipe, which in this case is hetlebitself. The net flow field can therefore be
considered as a primary axial and a secondaryingtdéiow that rotates about this helicoidal
centerline. Cookson et al. [31] numerically studted performance of SETin laminar liquid
flows. Similarly Lee et al. [32] numerically studiehe effect of geometrical parameters on the
steady flow hydrodynamics in helicoidally sinuowseular prostheses.

In the present work, the performance of the $f&Ehnology at steam cracking reactor conditions
is investigated. These conditions differ stronglgni those of previous studies for biological
fluid applications as the fluid is a gas rathemtlaaviscous liquid. Moreover, the flow regime is
highly turbulent instead of the typically studiedi$seuille blood flow in arteries. Non-reactive
experiments were carried out over a wide rangeel@vant Reynolds numbers. A CFD model
was established that allows to assess potentishreeld heat transfer. The CFD model is

validated with the experimental data obtained entést set-up.

2.2 Experimental set-up and procedure

A schematic overview of the experimental set-ugiven in Figure 2-2. Air is pressurized using a
compressor (1) and then reduced to operating pressing a pressure reducer (3). The flow is
measured using a thermal mass flow meter (4). Dreas of the flow meter, 2 m of straight

tubing was placed to ensure that the flow is fuléveloped when entering the test tube. At the
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inlet of the test tube, the temperature and presstere measured using a PT100 Resistive

Temperature Device (6) and a water manometer (B t€st tube was 4 m long and had an

internal and external diameter of 28 *&hd 32 - 18 m respectively.

P D

@3) (4) (5) (6) ) (@) 9

T &) .\
| ©)

Figure 2-2: Schematic of the experimental set-up faevaluation of heat transfer enhancement (1. compssor,

2: valve, 3: pressure reducer, 4: flow meter, 5: m@ometer, 6: thermocouple, 7: shell and tube heat ekanger,

8: static mixer, 9: thermocouple).

Three test tubes were used: a straight tube (Btjaig mild Swirl Flow Tub® (SFT-M) and a

high Swirl Flow Tub& (SFT-H). The geometry definitions of the tubesgixen in Table 1.

Table 1: Geometry definitions of adopted test tubes

STRAIGHT | SFT-M | SFT-H
Inside diameter [m] 0.028 0.02§ 0.028
Outside diameter [m] 0.032 0.032 0.032
Relative amplitude [-] - 0.2179 0.2964
Relative pitch [-] - 10.22 7.78
Absolute amplitude [m - 0.0061 | 0.0083
Absolute pitch [m] - 0.2862] 0.2178
Helix angle [°] - 7.63 13.47
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Two sets of experiments were performed; 14 pressuoe experiments and 14 heat-transfer
experiments. The inlet Reynolds number was varesvéen 30,000 and 120,000. During the
pressure-drop experiments the test tube was opleadiabatically as no heating was applied and
all tubing was insulated. For the heat-transfereexpents, a shell and tube heat exchanger
configuration was applied by placing a steam ja¢kearound the test tube, keeping the test tube
outer wall temperature at 373.15 K. Only the lagn2f the test tube were heated to avoid
asymptotic heating while the first 2 m were insedhtAt the test tube outlet the temperature was
again measured using a PT100 thermocouple (9).aAcstixer was placed just before this
thermocouple to ensure measurement of the mixing temperature. To compare the
performance of different test tubes the classipgl@ach based on characteristic numbers is used

in line with previous works [33, 34].

For the pressure-drop experiments, the experimel# are compared in terms of Reynolds
number and Fanning friction factor. The pressuopdidong a straight tube can be estimated with

the Darcy-Weisbach equation as denoted in thevialig equation:

L L 1/¢p,\*1
Ap=4ffap|u|2 =4ffaz(7) ; (21)

Hence the pressure drop along the test tube asuneglasxperimentally can be used to determine

the Fanning friction factor, according to;
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For the heat-transfer experiments, the experimefa are compared in terms of Reynolds and

Nusselt numbers. The amount of energy transfeoéaet air equals:
Q= ¢mcp(Toutlet — Tintet) (2.3)
This amount of energy can also be estimated inthaasfer terms as:

Q = 7 dineLpnU LMTD (2.4)

Where for the calculation of the LMTD, it is assudhat the wall temperature is uniformly
equal to 373.15 K as a steam jacket is placed drthentest tube.
The Nusselt number is defined by the following etum

— U dint

. (2.5)

Nu

By combination of equation (2.3), (2.4),(2.5) a@drj, the Nusselt number can be expressed as:

— ¢m Cp (Toutlet - Tinlet)

N
u 7 A L, LMTD

(2.6)

All fluid properties like density, viscosity, theahconductivity and specific heat are calculated

as the average of their values at the measuredaintethe outlet temperature.

2.3 Numerical simulation procedure

2.3.1Mathematical model

For all simulations the steady-state condition lbesn considered. The 3D turbulent flow field in
the test tube is based on the solution of the RANGations in compressible formulation. The
steady-state governing equations for continuity,mmaotum and energy respectively, are the

following:
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V- (pu) =0 (2.7)
V-(puu) =-Vp+V-T (2.8)
V- (u(pE +p)) = v-(zeffVT—ZhJ,) (2.9)

Equation (2.8) is closed using the Reynolds Stiedel (RSM). The superior performance of
this model compared to isotropic eddy-viscosity gleds well known for flows with highly

anisotropic Reynolds stresses as is the case dirgyilow [35, 36]. In this study also, a better
agreement to experimental data was found using R8Mpared to the more standard: k-
models. To avoid initial divergence of the simwas, the standard &kturbulence model was

first used for 1000 iterations after which was sivd to the RSM model.

To properly resolve the viscosity affected nearbwedjion, a two-layer model was adopted. This
model has been shown suitable for swirling flow,[34]. In this model, the domain is subdivided
into a viscosity-affected region and a fully turot region by evaluation of a wall-distance-

based turbulent Reynolds number, Befined as:

_pyk
u

Re (2.10)

y

where y is the distance between the cell centetl@dearest wall cell.
In the fully turbulent region (R2200) the RSM equations are used. In the viscaHigcted
region (Rg<200), the one-equation model of Wolfshtein [38adopted. Continuity between the

two regions is provided by the blending equatiodarigen [39].
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2.3.2Grid generation
Figure 2-3 shows the grid of the test tube crosti@e The mesh was generated using Gambit
2.4.6. The thickness of wall-adjacent cells equilsum to ensure a’yaround 1-2 for all
simulations as necessary for the Wolfshtein modkis cross-sectional grid was then extruded
along the test tube centerline, i.e. a line for $imight tube and a helix for the Swirl Flow
Tube$. Important to note is that the cross-sectionah aseperpendicular to the centerline inside
the tube as is the case for the experimentallgdeStvirl Flow Tube® Hence, the tube does not
have the shape of stapled coins but truly is a &@ndbe. Mesh independence tests showed that a
cell size of 0.8 mm in both axial as tangentiakdiion was necessary. For all test tubes this

resulted in more than 15 million cells.

X

Figure 2-3: Cross-sectional grid mesh of the compational domain.
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2.3.3Boundary conditions

In the experimental set-up a developing tube isqaaupstream of the test tube leading to fully
developed flow at the inlet. Therefore a straighttet of 1 m is placed before the test tube in the
simulation grid to avoid entrance effects and teuas fully developed flow. For the air inlet
boundary the total mass flow rate is specified.tle outlet flow leaves to the atmosphere, a
pressure outlet condition equal to 101325 Pa isispe at the outlet boundary. All walls are
assumed to be smooth and a no-slip condition wagted. An isotropic, uniform distribution for
the inlet and outlet boundary condition variableswassumed. The Reynolds stresses at the inlet
were assumed to be uniform and isotropic and catledl from the following empirical

correlations [34] for turbulence intensity and tldnce length scale for fully developed flow:
1
I =0.16Re”8 (2.11)
1 =0.07d;n, (2.12)

with dn:the tube inner diameter.

2.3.4Numerical solution

The governing equations were solved numericallpgishe commercial CFD code FLUENT
13.0 which is based on the finite volume methode BIMPLE scheme was used for pressure-
velocity coupling. The QUICK scheme was used fer spatial discretization of all variables. As
no convergence issues were experienced defaukateda factors were adopted. Convergence
was judged by monitoring residuals, inlet pressarel outlet temperature. The residual

convergence criterion was set to®for all equations, only the energy equation criterivas set
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lower to 10°. Furthermore the inlet pressure and outlet tentperavere monitored and they
were seen to change less than 1 Pa and 0.05 Kcteghe over the last 50 iterations for all

simulations.

2.4 Results and discussion

2.4.1Experimental results

Pressure-drop experiments
Figure 2-4 shows the experimental Fanning frictfantors for all three test tubes and the
correlation proposed by Chen et al. [40] for stnailgbes with the tube surface roughnEgset

equal to O:

0.331369
](}COTT' (Ea, dint’ Re) =

2

(2.13)

Ea)+ 5.8506)

0269796 21911In (0353895 (dint e

dint Re

In

Comparing the Swirl Flow Tub&swith the straight tube for Reynolds numbers of088, to
110,000 an increase in Fanning friction factor cameg to Straight by a factor of about 2.2 to

1.4 and of 2.5 to 1.8 is observed for SFT-M and-SHEspectively.
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Figure 2-4: Fanning friction factor as a function d inlet Reynolds number for pressure-drop experimets:

experimental values: * - Straight; - SFT-M; O - SFTH, Chen correlation by Eq. (2.13):= -E=0

m; | === - E; = 13.4um).

The experimental values for the straight tube amdetpredicted by the correlation when

assuming a tube surface roughness equal to 0.ig ba&used by the experimental tube not being

ideally smooth. As all CFD simulations are perfodifier smooth tubes, a correction factor needs

to be applied for comparison with experimental Fagtriction factors. As the tube roughness is

unknown, the tube roughness in equation (2.13)ldmted to the experimental data for the

straight tubes using the following equation:
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4 exp corr 2
= T (E,, dine, Re;
minz ( fi ff,z (Eq, dint 1)) (2.14)

Ea & it

By solving equation (2.14), an absolute roughnegsd34 pm is found. This roughness is
assumed to be the roughness of all test tubessaimdline with the typical roughness of fresh
steel tubes [41]. Hence, all Fanning friction fastaalculated from CFD simulations are
multiplied with the following correction factor f@momparison with experimental Fanning friction

factors:

£ (134 - 1075, djny, Re)
f}COTT‘ (0’ dintl Re)

a(dine, Re) = (2.15)

ffsim = fferp - a(dine, Re) (2.16)
Based on the pressure-drop experiments the SFTbB ttias higher potential for steam cracking
applications because of the reduced pressure dmopared to the SFT-H tube. Higher pressures

affect light olefin selectivity [42], and henceastgly influence the steam cracking economics.

Heat-transfer experiments

Figure 2-5 shows the experimental Nusselt numbarsalf three test tubes and the correlation
proposed by Gnielinski et al. [43] for straight ¢sb

(¢/8)(Re — 1000)Pr

Nu =
T T 127(e/8)2(Pr2ls — 1)

(2.17)

wheres = (1.82log(Re) — 1.64)72.
Comparing the Swirl Flow Tub&swith the straight tube for Reynolds numbers froB080 to

110,000 an increase in Nusselt number comparetragBt by a factor of 1.26 to 1.22 and from
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1.49 to 1.45 is observed for SFT-M and SFT-H respely. The better heat transfer for the SFT-
H tube will result in lower wall temperatures ireatn cracking reactors, and hence, in line with
the coking model of Plehiers and Froment [44], tbés result in lower coking rates if the

concentrations of coke precursors are identicakinbpinto account these considerations the
SFT-H tube would be preferred to the SFT-M tubesii@am cracking purposes if reduced coke
formation is taken as sole criterion.

Furthermore it is seen that the Gnielinski corietatoverpredicts the experimentally obtained
values for the straight tube. However the agreempentides sufficient accuracy for the scope of

this work.

300 T

250} [OJ

200+

150}

Nusselt number [-]

100}

50 B

0 1 1 1 1 1

Reynolds number [-] x10*

Figure 2-5: Global Nusselt number as a function ahlet Reynolds number for heat-transfer experiments
experimental values: * - Straight; - -SFT-M; O - SFTH, lines: = - Gnielinski correlation by Eq.

(2.17).
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2.4.2Simulation results

Pressure drop

Figure 2-6 shows a comparison between experimanthisimulated Fanning friction factors for

all 14 pressure-drop experiments. In general theeeagent is good with average relative
deviations equal to 2.5, 4.4 and 2.4 % for theighta SFT-M and SFT-H test tube respectively.
For the straight tube the largest deviations arminbd at the lowest and highest Reynolds
numbers which is in agreement with the deviatiohthe Chen correlation to the experimental

results as shown in Figure 2-4.

Figure 2-7A and B show the velocity magnitude icrass section at different axial positions
along test tube SFT-M at an inlet Reynolds numle216740 and 115,270 respectively. As the
centrifugal force acts on the fluid, the positidnneaximum velocity magnitude shifts closer to
the tube wall as can be seen in Figure 2-7A. Adteitches the velocity field breaks up into two
vortices creating a C-shaped region of high veyoetile a local minimum is created close to the
tube wall where the two vortices touch and leawettlbe inner wall as described by Cookson et
al. for laminar flow [31]. Comparing the velocitields in the cross section after 6 and 12 pitches,
it is observed that the shape of the velocity fielda cross-section no longer changes as fully-
developed turbulent flow is established. Compakigure 2-7A and B the shape of the velocity
magnitude continues to change so no fully develoj@d is yet established at the highest

adopted Reynolds number.
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Figure 2-6: Fanning friction factor as a function d Reynolds number for pressure-drop experiments;
experimental values = - Straight; ~ - SFT-M; O - SFT-Hand simulated values= - Straight,="= -

SFT-M; ===** - SFT-H.
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Figure 2-7: Velocity (m/s) field at an inlet Reynals number of (A) 21-16 (B) 115- 16 at different axial

positions along test tube SFT-M (from left to right after 0, 3, 6, 9 and 12 pitches).
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Figure 2-8 shows the wall shear stress in a cses$ion at four axial positions along the
azimuthal coordinate of the cross section. The gimgnvelocity field has a profound effect on
the wall shear stress. After 3 pitches, the wallashstress profile has a rather broad maximum
corresponding to the broad velocity maximum claséhe wall seen in the second cross section
of Figure 2-7A. However, after 6 pitches a narromimum in the wall shear stress profile is

simulated. This minimum corresponds to the loc&baity minimum seen in the cross sections of

Figure 2-7A.
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Figure 2-8: Wall shear stress as a function of aziothal coordinate at an inlet Reynolds number of 2110° at

different axial positions along test tube SFT-M; atfer 3 (A), 6 (B), 9 (C) and 12 (D) pitches.
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Heat transfer

Figure 2-9 shows a comparison between experimanthlsimulated Nusselt numbers for all 14
heat-transfer experiments. A general overprediasasimulated with average relative deviations
equal to 13.4, 9.4 and 8.1 % for the Straight, 8#and SFT-H test tube respectively. As the
simulated results for the straight tube are in gagteement with the Gnielinski correlation and
the relative errors for the SFT-M and SFT-H aredowhan for the straight tube, the simulated

results are considered to provide sufficient accyra

300
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SFT-Mexp Rt
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= Straight sim s
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Figure 2-9: Nusselt number as a function of Reynoklnumber for heat-transfer experiments; experimentha
values; * - Straight; - SFT-M; O - SFT-H and simulagd values:= - Straight; - SFT-M; ====
- SFT-H.

Figure 2-10A and B show the temperature of theaaiseveral axial positions for an inlet

Reynolds number of 23-itand 113.19 respectively. Comparing with Figure 2-7, a high
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similarity between the temperature and velocitydfiean be noted. First the minimum in
temperature is shifted towards the tube wall deasvelocity magnitude maximum in Figure 2-7.
After several helices as the velocity profile brealp into two vortices, the temperature profile
shows a C-shaped region of low temperature correbpg to the C-shaped region of high
velocity in Figure 2-7. A region of higher tempena is created close to the tube wall
corresponding to the low velocity regions seenigufe 2-7. Comparing the low and high inlet
Reynolds number simulations in Figure 2-10, a fad&velopment of the C-shaped region is

noted.

A
B

LN

341 346 356 365 374
|| || U«

Figure 2-10: Temperature (K) at an inlet Reynolds nmber of (A) 23-16 (B) 111- 16 at different axial

positions along test tube SFT-M (from left to right 0, 0.5, 1, 1.5 and 2 m).
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Figure 2-11 and Figure 2-12 show respectively that ilux profile and the wall shear stress at
the tube inner wall at several axial positionstfa straight and SFT-M test tube. Comparing the
wall shear stress and the heat flux profile shapege similarity is again seen. At positions with

high wall shear stress, high heat fluxes are latdige to the gas scouring the tube inner wall,
reducing the boundary layer thickness. At the pmsstwhere the narrow minimum in wall shear

stress occurs a similar minimum in heat flux isaked. Comparing the profiles for both the wall

shear stress and the heat flux for the Straightta@®&FT-M test tube, it is seen that the minima
for the SFT-M test tube are lower than the uniferadue simulated for the straight tube, however
the main part of the SFT-M profiles is higher thheir counterpart in the Straight test tube. This
results in higher average values for the SFT-Mlas shown on Figure 2-11. The higher heat
transfer and higher pressure drop for the $Ean thus be attributed to the higher average wall
shear stress due to the higher velocities closkedube wall. Further downstream the tube, the
heat flux values of the Straight tube get closeth®SFT-M values as the air temperature in the
SFT-M is higher downstream due to better heat teamssulting in a lower driving force for heat

transfer as the wall temperature is uniform aldreggtube.
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Figure 2-11: Heat flux as a function of azimuthal cordinate at an inlet Reynolds number of 60- f0at different
axial positions along the test tube — - - SFT-M— -BT-M average; - - - - Straight; A: after 1 (A), 2 (B),

4 (C) and 6 (D) pitches after heating is applied .@. after 2 m).
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To assess the uniformity in a cross section, aeglgemperature variance is calculated from the

discrete temperatures from the computational sesfat the tube cross section:

\/ §V=1 (pm,i(Ti - Tavg)z

Dm,tot (2.18)

Tavg

with ¢,,,; the mass flow rate leaving the local surface,j,,. the total mass flow rat&; the
local gas temperature affigh, the mixing cup temperature of the cross sectidns €oefficient

is shown in Figure 2-13 as a function of the ala@algth for the Straight, SFT-M and SFT-H test
tube at an inlet Reynolds number of 6F: Xk seen from this figure, the temperature vagasc
lower for the SFY test tubes so a more uniform temperature prddiletitained by adopting a
SFT®. The SFT-H tube shows the best results at thersepef a higher pressure drop as
mentioned before. The more uniform temperature lwanattributed to the stronger in-plane

mixing by the swirl flow induced by the SE'Bnd the higher heat transfer rate.
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Figure 2-13: Mixing cup weighted temperature variarte as a function of the axial coordinate for the Fa-

transfer experiments: * - Straight; - SFT-M; O - SFTH.

These considerations are interesting for non-readtbw, but are even more relevant in the case
of reactive flow in steam crackers. As a greatemterature uniformity goes coupled with greater
species concentration uniformity, a more uniformofitg will provide lower coking rates and
more controlled cracking, i.e. less under- and avaaking [21]. However, the area of high
temperature close to the wall can induce a loagth lsioke formation. Hence, the coke thickness
will not grow uniform in a cross-section. Obviouslincorporation of detailed chemistry
drastically increases computational cost [45-48plementing chemical gas-phase reactions and

a coking model in the 3D flow model is discusse€lrapter 3, 4 and 5 of this thesis.
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2.5 Conclusions

A novel reactor design for steam cracking reactecaied Swirl Flow Tub® has been evaluated
experimentally in a newly constructed test set-Tiree test tubes were used: a straight tube, a
mild Swirl Flow Tub& (SFT-M) and a high Swirl Flow TuBgSFT-H). For Re numbers in the
range of 30,000 — 120,000, the SFT-M tube has @&igwessure drop compared to the SFT-H
tube. However, the latter results in an increaskeatt transfer by 20 % compared to the SFT-M
tube and up to 50 % compared to the straight tihe.results prove that indeed for swirl flow
reactors higher heat transfer rates can be obtaioegbared to conventional straight tubes at the
cost of a higher pressure drop. This is a factértd.2.2 higher depending on Reynolds number
and geometry.

A CFD model was adopted that is able to capturemhin flow properties of the SET Mesh
independence tests showed that a cell size of @8inmboth axial as tangential direction was
necessary, resulting in meshes of more than 15omiliells. The increased heat transfer and
pressure drop result from a higher wall shear strAsnarrow area of low velocity and high
temperature close to the tube wall is simulatec @&tfiect of the latter on coke formation on the
reactor wall in processes like steam cracking eamadrounted for by implementing a gas-phase

reaction model and a coking model. This is disadi$seher in Chapter 3, 4 and 5 of this thesis.
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Abstract

The use of one-dimensional reactor models to simuledustrial steam cracking reactors has
been one of the main limiting factors for the depehent of new reactor designs and the
evaluation of existing three-dimensional (3D) reactonfigurations. Therefore a three-
dimensional computational fluid dynamics approashproposed in which the detailed free-
radical chemistry is accounted for. As a demonsinatase the application of longitudinally and
helicoidally finned tubes as steam cracking reacteas investigated under industrially relevant
conditions. After experimental validation of the aeting approach, a comprehensive parametric
study allowed to identify optimal values of the parameters, i.e. fin height, number of fins and
helix angle to maximize heat transfer. Reactiveusitions of an industrial Millisecond propane
cracker were performed for four distinct finnedateas using a reaction network of 26 species
and 203 elementary reactions. The start-of-runreateéube metal temperatures could be reduced
by up to 50 K compared to conventionally appliedeb@bular reactors when applying optimal
fin parameters. Implementation of a validated cgkimodel for light feedstocks showed that
coking rates are reduced up to 50 %. However,ribeeased friction and inner surface area lead
to pressure drops higher by a factor from 1.22.6® tausing minor but significant shifts in light
olefin selectivity. For the optimized helicoidalfiyinned reactor the ethene selectivity dropped,

while propene and 1,3-butadiene selectivity inaedasgith a similar amount.

Keywords: steam cracking, CFD, olefins, coke formation, fihmeactor, enhanced heat transfer
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3.1 Introduction

Steam cracking of hydrocarbons is the predominamincercial process for producing many
platform chemicals such as light olefins (i.e. etepropene and butadiene) and aromatics (i.e.
benzene, toluene and xylenes). These platform cadsniare the building blocks for most
polymers and the starting molecules for the pradacof many additives, solvents and other
high-value chemicals. The process is one of thet esrgy-intensive processes in the chemical
industry using about 8 % of the industry’s primamyergy consumption [1]. This is mainly
associated with the energy consumed in the separsgéiction, in which temperatures lower than
160 K can be encountered [2]. However, also in ftheace considerable energy efficiency
improvements are possible. Per ton high value atedsiapproximately 1 ton of G@ produced
and depending on the cracker’s design and feeddtdck 15 GJ energy is consumed [1, 3]. A
major factor for the process energy efficiencyhs tormation of coke on the inner wall of the
tubular cracking reactors. This carbonaceous cayer Ireduces the cross-sectional area and leads
to an increasing reactor pressure drop over tirhe. [&tter promotes bimolecular reactions over
monomolecular reactions, typically associated witbss in olefin selectivity [4]. Moreover, this
coke layer is highly insulating, increasing the doctive resistance for heat transfer from the
furnace to the process gas. To maintain the saatkiog severity, this increased heat transfer
resistance is compensated by increasing the fpet ito the furnace burners. This leads to higher
external tube metal temperatures (TMT). Eventuadlgher metallurgical constraints of the
reactor alloy or an excessive pressure drop overrélactor will force the operators to cease
production and decoke the reactors. Typically tis require production to be halted for 36-48

hours, having a considerable adverse effect oe¢baomics of the process.
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In light of this energetic and economic drawbaclgngn efforts have been made towards the
development of technologies to reduce coke formafithese technologies can be divided into
three groups: additives, surface technologies &neletdimensional reactor configurations for
heat transfer enhancement. As additives mainlyusglbntaining components [5, 6] are used.
While a general consensus exists on the beneétiatt for the suppression of CO production,
the reported effect on coke formation is contramtic{5, 7]. For metal surface technologies, low-
coking alloys [8, 9] and (catalytic) coatings [15} Are typically studied.

In this chapter, the focus is on the third groue, the application of three-dimensional reactor
configurations. By means of improved heat trandtever temperatures at the coke-gas interface
and thus lower coking rates are obtained comparedcdnventional tubular reactors.
Alternatively, the reactor throughput and the fuwenduel flow rate could be increased while
maintaining the tube skin temperature. One sucketdimensional reactor configuration is the
use of longitudinal or helicoidal fins on the remctube inner surface, allowing improved heat
transfer mainly because of an increased interrméhce area.

Although the literature on this topic for heat eanber applications is extensive [16-18], the
characteristics of the flow inside finned tubes sti# not well understood due to the limited
availability of accurate experimental data [18]. téfaflow visualization studies indicate the
existence of different regimes, depending on tlgteabetween the fins and the tube axis [17, 19].
For helix angles smaller than 30° and for relagivadll and few fins, a rotational pattern
dominates as the flow follows the space in betwden fins and swirling flow, i.e. a large
azimuthal velocity component, is established. H@vewhen using larger helix angles the flow

is seen to be prone to coring, i.e. the main portbthe flow is constrained to the core of the
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tube. A number of correlations for the Nusselt namsband friction factors of these tubes have
already been proposed, but none of these are gaéd the entire range of fin dimensions and
Reynolds numbers [18].

While in heat exchangers a wide variety of fin s used, the fins typically applied in
pyrolysis reactors are rounded fins with a smoathcave-convex structure in order to avoid
flow separation and possible local hot spots fdkecformation. Figure 3-1 shows the cross
section of the adopted tubes. The geometric pammate the tube outer diameter, the maximum
inner diameter, the fin height e, the minimum medtatkness t and the fin width w. The
curvature of the fins is determined by two touchangles as shown in dashed lines in Figure
3-1. Only four parameters can be chosen indepelyddiypically the tube outer and maximum
inner diameter, the fin height and the number 0§ fare chosen. In longitudinally finned tubes,
the cross section is extruded along the tube derdgern.e. the fins are parallel to the tube
centerline. In helicoidally finned tubes, the fimse extruded along a helix. Hence, for
helicoidally finned tubes an additional geometrargmeter can be chosen, i.e. the helix angle.

This helix angle corresponds to the angle betwkerhélicoidal fins and the tube centerline.
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Figure 3-1: Part of the cross section of a finnedube (OD: outer diameter, D: inner diameter, w: finwidth, e:

fin height, t: minimum metal thickness).

A study by Brown on these geometries indicated tinat heat transfer improvement for
longitudinally finned tubes follows a linear relatship with the surface area increase [20].
Albano et al. compared a longitudinally and hetliledly finned tube by performing air flow
experiments through a heated tube [21]. The Colhuactors for the longitudinally and
helicoidally finned tubes were found to be respetyi 20 % and 40 % lower than for bare tubes.
However, this loss was offset by a 44 % increaseniarnal surface area compared to an
equivalent bare tube, i.e. a bare tube with theesamss-sectional surface area. The better
performance of the longitudinally finned comparedte helicoidally finned tubes was attributed
to a greater tendency of the air to bypass theitfitise latter. Pressure drops were measured to be
higher for the helicoidally finned tubes compareddngitudinally finned tubes. The latter was

confirmed by the simulation results obtained by$egher et al. [22] for an industrial propane
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cracking reactor. In contrast to Albano et al. [2hpse authors simulated a higher heat transfer
coefficient for the helicoidally finned tube compdrto the corresponding longitudinally finned
tube. This was attributed to more intense mixind eeduced radial temperature gradients in the
helicoidally finned tubes. The accuracy of the lssaf De Saegher et al. [22] can be debated
because of the adopted coarse computational gddhrenfirst-order discretization schemes that
were used due to much lower computational capegslitA recent patent by Higuchi et al. [23]
covers a slightly different geometry where the finser only part of the tube perimeter with bare
spaces in-between. Based on CFD simulations offlaw, favorable ranges for the fin
dimensions were determined. The optimal helix amgls found to be around 25-30°, while the
optimal fin height-to-diameter ratio was determinede between 0.1 and 0.2. Increasing the fin
height-to-width ratio was found to be favorablenasre intense heating was achieved. An upper
limit of 0.7 was determined based on the limitasiaf the fin welding process and practical
implications for e.g. plugging of the reactor dgridecoking operation by spalled coke. Wolpert
et al. [24] also recently proposed helicoidallynia tubes with a lower fin height than the
aforementioned references. The authors state hisatllows the generation of swirling flow in
the immediate vicinity of the fins and that thisidwwg flow spreads to the tube core.

The above clearly shows that in order to propesiseas the full potential of finned reactors, the
influence of each of the geometric parameters néedse investigated systematically. To the
authors’ knowledge, this has not been done beldoge importantly the availability of a reliable
simulation model for 3D reactor geometries in whtble free-radical gas-phase chemistry is
accounted for next to coke formation and fluid dyits would open the door for a more rapid

evaluation of new and existing 3D reactor desighithough many efforts have been made
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towards the accurate CFD simulation of the fireesif steam cracking units [25-34], the
literature on CFD simulations of the reactor-sigidimited [22, 30, 32, 34]. Besides the work of
De Saegher et al. [22], all aforementioned refegsnase highly simplified global reaction
networks. Only detailed free-radical reaction nekgacapture the essential chemistry to allow a
trustworthy prediction of the effect of reactor igaration on product yields. As mentioned
before the simulations of De Saegher et al. [22leweerformed on a coarse computational grid
and adopted first-order discretization schemesthEoauthors’ knowledge, no grid-independent
simulations of steam cracking reactors with highweter discretization schemes and a free-radical
reaction network have been published. Thereforthim work the Reynolds-Averaged Navier-
Stokes (RANS) approach is combined with such ailddtaingle-event microkinetic model. The
first step is the validation of the CFD model usenpilable experimental data. Secondly, the
potential of the application of internally finnadbes in steam crackers is assessed by performing
a comprehensive non-reactive parametric CFD studyiging guidelines for optimal design.
Finally, optimal designs are evaluated in an indaispropane cracking Millisecond furnace. The
effect of the selected 3D reactor geometries ordymb selectivities and coking tendency is
evaluated. The results are validated with industisa from a Millisecond furnace operated

under similar conditions.
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3.2 CFD model setup

3.2.1Governing equations

For a steady-state three-dimensional simulatiocoofpressible reactive gas flow, the governing
equations are the following:

* Global continuity equation

V-(pu)=0 (3.2)
* Navier-Stokes equations
V-(puu) =-Vp+V-T (3.2)
* Energy equation
V- (u(pE +p)) =V- (AeffVT - z hJ,-) + S, (3.3)
i
e Species transport equations
V-(uc)=-V-J;+R;,vj = 1,nspec (3.4)

In these equatiorf{si is the diffusion flux of species including contributions from both the
laminar and turbulent diffusivity as well as theertmal (Soret) diffusivityS, is the heat of
reaction,C; the concentration of specigsk; the net rate of production of specjesndnspec
the number of species. The performed simulatiomsvel that in future work the laminar and
thermal diffusivity do not need to be explicitlycaunted for because the turbulent diffusion is

always at least two orders of magnitude greater tha sum of both.
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3.2.2Turbulence modeling
The flow properties are Reynolds-decomposed teadgtmean value and a fluctuating turbulent

contribution. This generates an additional stregsdr, characterizing the transfer of momentum

by turbulence, the so-called Reynolds stressré,-s; —,oui'u'j . Closure for these additional

unknowns was provided by use of the Boussinesgoappation, expressing the Reynolds
stresses in terms of the mean velocities. If tlagport of momentum is assumed to be a
diffusive process, an eddy viscosity can be intoadi) analog to the molecular viscosity. One of
the most widely applied models for determining taddy viscosity is the standardekmodel,
where two additional transport equations are soleedhe turbulent kinetic energy k and the
energy dissipation raterespectively. For swirling flow, results can betlier improved by use
of the ke RNG model as an extra source term is introducebdalissipation equation in regions
with large strain rate. Although at the basis omeovery successful models, the Boussinesq
approximation assumes isotropic eddy viscosity. filoaing this concept, the Reynolds stress
model (RSM) solves 6 additional transport equatidois each of the components of the
symmetric Reynolds stress tensor, along with aratgu for the energy dissipation rate. Given
the strong coupling between these 7 additionaligladifferential equations, this makes
computation much more expensive. As the RSM caneinfbolw characteristics resulting from
anisotropy of the Reynolds stresses, more accuestédts are to be expected in highly swirling
flows.

In the present work, the «RNG model was used for the bare tubes and fortuhes with

longitudinal fins. For the more complex, swirlingwW inside the helicoidally finned tubes the k-



Chapter 3:

Computational Fluid Dynamics-based design of finnedteam cracking reactors 69

RNG model was used for initial convergence. In @gsd step RSM was used because it gave a

better agreement with the experimental validatiatadliscussed in section 3.4.

3.2.3Boundary conditions

At the tube inlet, the temperature, mass flow ratebulence parameters k amdand the
composition of the process gas were imposed. Timilience parameters were calculated for a
turbulence intensity of 8 % and a characteristingth scale of 10 % of the tube hydraulic
diameter. At the outlet of the tube, a constanssuee boundary condition was set. All other
variables were extrapolated from the integrati@fdfi The no-slip boundary condition was set at
the tube inner walls. In order to apply this comditfor highly turbulent flow, FLUENT’s
enhanced wall treatment was used to “bridge” tHetiem variables in the near-wall cells. This
model combines a two-layer model with enhanced \iatictions by blending linear and
logarithmic laws-of-the-wall. Validity of the usd a two-layer model was ensured by placing
computational cells within the viscous sub-layeithwthe near-wall cells satisfying thé i
condition. The energy equation was solved by impgpsither a temperature or a heat flux profile

to the tube outer walls.

3.2.4Chemistry model
Steam cracking of hydrocarbons mainly proceedsutiitoa free-radical mechanism, which is
characterized by a vast number of species andioeac{35-38]. The incorporation of such
detailed chemical networks is computationally exgdpem [39]. Hence, to limit computational
cost, a network specifically geared at propanekingcwvas used by reducing the full single-event

microkinetic CRACKSIM model [40-42] to its relevanbre for propane cracking. The final
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network consisted of 203 reactions between 26 speof which 13 radical species. Validation of
the reduced network by comparison to the full nekwse provided in Appendix A.

The RMG Transport estimator was used for predicthmeg Lennard-Jones characteristic length
and energy parameters [43]. These were then appli€d UENT’s kinetic theory method for
calculation of thermal conductivity and viscosity ach individual species [44, 45]. Diffusion
coefficients were quantified on this basis as Wwglusing a modification of the Chapman-Enskog
formula [46]. Finally, thermal diffusion was takeimto account by using an empirical
composition-dependent form of the Soret diffusiarefticient [47]. Properties of the multi-

component mixture were calculated by ideal gasmgiaws.

3.2.5Numerical model

The commercial CFD code ANSYS FLUENT 13.0 was a€opbd solve the governing equations.
This general-purpose CFD package uses the finiterw® method. Discretization of all equations
was achieved using the Quadratic Upstream Intetipaldor Convective Kinetics (QUICK)
scheme, combining the strengths of both upwind @mral differencing schemes by using a
three-point upstream quadratic interpolation. Althlo an unbounded scheme, it was selected
based on the reported improved accuracy for rgatimd swirling flows compared to the second-
order up-wind scheme [48]. It can be proven thatsdtheme is third order accurate [48, 49]. The
residual convergence criterion was set t&° i@ all equations, only the energy and species
equations were set lower to 10Furthermore the inlet pressure, outlet tempeeafund species
concentrations were monitored. The inlet pressack @utlet temperature were seen to change

less than 1 Pa and 0.05 K respectively over thebadsterations for all simulations. The relative
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change over the last 50 iterations of all specmscentrations were seen to change less than

0.1%.

3.2.6Computational grid

The computational grid was constructed from a 2&ngular mesh which was extruded along the
axial coordinate. For the helicoidally finned tulzewwist vector was applied to obtain the correct
helix angle. By symmetry considerations, the corapomal domain can be limited to one fin of
the tube to reduce computational time. Periodicndawy conditions are applied to allow flow
through the azimuthal boundaries in case of svgrfiow. A fine boundary layer near the tube
inner wall is added to ensure computational cellshie viscous sub-layer having &y 1 as
required by the enhanced wall treatment model. @rittpendence for the tubes adopted by
Albano et al. [50] was achieved at a mesh dendigpproximately 5.10and 3.1 cells/meter

for the fluid and metal volume respectively as shoawAppendix B. Grid sizes in wall units [51]
for grid independence were seen to {g{?—twﬂ Ay™, Az+} = {50,0.8 — 50,333}. These

values were used as upper limits for all grids.sEhgrids used in the reactive simulations were
further refined based on the temperature gradiétiteo converged solution. The results of this
grid refinement are also shown in Appendix B. Ngngicant change in the results is seen by the
grid refinement. The grid independent mesh fortthies adopted by Albano et al. [50] is shown

in Figure 3-2.
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coupled wall
process gas
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Figure 3-2: Grid independent mesh of a cross sectiof the tubes adopted by Albano et al. [50].

3.3 CFD model validation

The CFD model was validated by comparison withdkperimental results obtained by Albano
et al. [50]. By means of an experimental setup lolpaf measuring pressure drop and
temperature along the axial coordinate, Albanoleewaluated the heating performance of a
longitudinally and a helicoidally finned tube. Iheir experimental setup, air flows through a
steam-heated finned tube containing four thermolesu measure the air temperature in the
center of the tube at different axial positions.thAs air is being released to the atmosphere, the
pressure at which the inlet diaphragm pump is djpgyandicates the pressure drop over the tube.

For the exact dimensions of the tubes, refereneeaide to the original paper of Albano et al.

[50].
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The experiments with a longitudinally and a heli@diy finned tube were performed at air mass
flow rates of 0.107 and 0.103 kg/s respectivelyicWltorrespond to an inlet Reynolds number of
approximately 230 101t is important to stress that the experimentsrdit involve a sufficiently
long inlet section to avoid entrance effects. Ie fherformed CFD simulations a small inlet
section of 0.2 m length was included as the ex@etdsions of the experimental inlet section are
unknown. Furthermore, the temperatures measuredeoautside of the tube were flawed due to
steam condensation, leaving only the inner wallperatures as reliable data. Hence, in the CFD
simulations the inner wall temperature profile vilmposed without taking conduction through
the metal into account. The latter implies that theperatures in the peaks and valleys were
assumed to be equal, whereas in reality they diffdry 1-2 K. Air was treated as an ideal gas
with viscosity, specific heat capacity and thermsahductivity following a piecewise-linear
temperature dependence. The simulation resultpriegssure and temperature are compared to

experimental data in Figure 3-3 for the longitudlyhand helicoidally finned tube.

Pressure drops were simulated accurately withivelagrrors of 3.2 % and 4.9 % for the

longitudinally and helicoidally finned tube respeety. Temperatures were underpredicted for
both tubes but it can be seen that the major éifflee lies in the entrance region. As the
experimental setup did not include a sufficientdpd adiabatic inlet section, the deviations near
the inlet can be explained by the development diuient phenomena. Nevertheless, relative
errors for the heat transfer were limited to 4.@86 7.6 %, which can be considered satisfactory
given the experimental errors and the use of amuthially uniform internal wall temperature

profile in the simulations.
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Figure 3-3: Pressure [kPa] (left) and temperature K] (right) as a function of axial position [m] in the

longitudinally finned tube (top) at Re = 233 18and the helicoidally finned tube (bottom) at Re 224 1G: = -
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temperature.

3.4 Parametric study

The validated CFD model was used to study the effethe fin parameters on heat transfer and
pressure drop through non-reactive air flow sinmatet. The dimensions studied are close to the
typical ranges of patent and scientific literat[6, 52].However, the ranges studied in this work are
broader than those discussed in previous stf8s52] The fins are distributed over the entire tube
inner perimeter, i.e. there are no locations witHms. The computational domain consisted of a 2

m long inlet section and a 4 m long test tube. ifiet section was an adiabatic tube and was
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used to provide fully developed flow at the tedietunlet. Both pressure-drop and temperature
simulations were performed. In the former the entirbe was simulated adiabatically, while in
the latter the outer wall temperature was set @ 1% K for the last 2 m of the test tube. The air
inlet temperature was set to 300 K. This study vasied out at two flow rates (59.7 - “IKy/s
and 86.3 - 18 kg/s), which corresponds to an inlet Reynolds nemd§ 90 - 1&and 130 - 10
respectively based on the equivalent diameterefitined tubes, i.e. the diameter of a bare tube
with the same cross-sectional surface area, addytédbano et al. [50]. The outlet pressure was
set to 101325 Pa as in the experiments performedlitgno et al. [50]. In the following, results
are given for the lowest inlet Reynolds number ssmigtated differently.

Heat transfer was quantified by calculating a heamsfer coefficient based on the internal
surface area of a bare tube with the same equivaleer diameter. This heat transfer coefficient
was calculated based on the inlet and outlet tempess, from which the amount of energy

absorbed by the air can be calculated as follows:

Q = mcp(Tour — Tin) (3.9)
This same amount of absorbed energy can also ipeatstl in heat transfer terms as:

Q = mdeqLyU LMTD (3.6)
By combination of equation (3.5) and (3.6), thebgloheat transfer coefficient based on the

internal surface area of an equivalent bare tubebeaexpressed as:

— ¢m Cp (Tout - Tin)
70 dogLy, LMTD

U (3.7)

All fluid properties like density, viscosity, theaihconductivity and specific heat are evaluated at

the average of their values at the simulated miguqginlet and outlet temperature.
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3.4.1Fin height

The influence of the fin height on the pressurepdemd the heat transfer coefficient was
quantified by altering the fin height-to-diametatio of the tube, e/D, between 0, i.e. a bare tube,
and 0.196. Eight fins were adopted in all simulagioFor the helicoidally finned tubes, a helix
angle of 15.88° was used. The mass flow rate aedctbss-sectional flow area were kept
constant, i.e. preserving space-time if the gasitieat the inlet is constant. It was chosen to
keep the minimum metal thickness t fixed to a vaifi@.0 - 1Gm. This is industrial practice to
assure structural stability of the reactors. Thisthad allows a bare tube with the same
equivalent inner diameter to be used as a basdf@aak finned tubes. The concept is visualized
in Figure 3-4 where the prevalent velocity (A) @ethperature (B) at the tube outlet are plotted

for helicoidally finned tubes with different fin fght. The dimensions of the depicted tubes are

summarized in Table 3-1.

Table 3-1: Dimensions of helicoidally finned tubessed in fin height study.

Tube ID F1 F2 F3 F4 F5 F6 F7 F8 Bare
Inner diameter D [10 m] 39.0 368 360 353 346 339 332 326 316
Fin height e [15 m] 76 54 46 39 32 25 18 1.2 -
e/D [-] 0.195 0.147 0.128 0.110 0.092 0.074 0.054 0.037 -
Number of fins [-] 8 8 8 8 8 8 8 8 0
Wetted perimeter ratio [-] 181144 133 124 116 110 106 1.02 1.00
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Figure 3-4: Velocity [m/s] (A) and temperature [K] (B) at the outlet of helicoidally finned tubes withdifferent

fin height; clockwise starting at top: F1, F2, F3F4, F5, F6, F8 and bare, viz. Table 3-1.

Figure 3-5 shows the heat transfer coefficient dnhel pressure drop normalized to the
corresponding value of a bare tube as a functioth@fwetted perimeter. Both types of finned
tubes offer substantial improvements in heat temdgfor the longitudinal fins the heat transfer
improvements can be assigned solely to the incréasmternal surface area as a linear
relationship is observed between the heat tramafer and the wetted perimeter. However, this is

not the case for the helicoidally finned tubes.
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Figure 3-5: Pressure drop ratio [-] (left) and heattransfer ratio [-] (right) at Re = 9 - 1¢fas a function of

wetted perimeter ratio [-]: —— - longitudinally finned; ........ - helicoidally finned.

An enhanced cross-sectional mixing can explainlabal bump in the heat transfer coefficient
seen in Figure 3-5. In order to quantify this cresstional mixing, a dimensionless mixing cup
temperature variance in a cross sectnis introduced:
2
Z (d)m,i(Ti - Tavg) )
Prmtot 1)

Tavg

®T=

In this equationpm; represents the mass flow rate through the feEethe temperature of fade
andT,,, the mixing cup temperature over all faces of thesg section. Lower values 6f;
correspond to a more uniform temperature distrisuin the cross section. Figure 3-6 shows this
dimensionless mixing cup averaged temperature nvegiaFor all longitudinally finned tubes a
lower uniformity is obtained than for the bare tuber helicoidally finned tubes, a more uniform
cross-sectional temperature profile is obtainetbat e/D ratios. Hence, better cross-mixing is

established leading to a higher heat transfer woefit at low e/D ratios. However, the lowest
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e/D ratios also offer the smallest increase inrmaksurface area. The combination of these two
opposing effects explains the non-linear behavidhe heat transfer coefficient as a function of
the wetted perimeter ratio for helicoidally finnedes and that an optimal ratio of fin height-to-
diameter exists. The performed simulations forttbkcoidal fins indicate this value to be around
0.12. Tubes with an e/D higher than 0.12 will oféelditional heating improvements but at the

cost of a higher pressure drop.
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Figure 3-6: Dimensionless mixing cup averaged tempaure variance [-], viz. equation (1) as a functia of

wetted perimeter ratio [-]: —— - longitudinally finned; ........ - helicoidally finned; bare -= .

3.4.2Helix angle

Helix angles ranging from 0°, i.e. longitudinaldito 48° were studied. Two different fin height-

to-diameter ratios of 0.037 and 0.147 were studigght fins were adopted in all simulations.
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The pressure drop ratio and heat transfer ratiopemed to a bare tube as a function of the helix
angle are shown in Figure 3-7. These results imglithat larger helix angles improve heat
transfer. Indeed, at higher helix angles swirlitayvfis induced providing better cross-sectional
mixing. As a result of the increased wall sheagsstes, also higher pressure drops are simulated.
The upper limit of optimal helix angle for the téilhs is in the range between 25-30°, because
increasing the helix angle further makes the presdwp increase strongly while gain in heat
transfer remains constant. These results correspathdthe values proposed by Higuchi et al.
[23] for a similar geometry. Alternatively, fins thia reduced height can be used at higher helix

angles as they only result in a moderate pressopeidcrease.

3 T 1.75
2 25| SI—)
E § 15} .
g 5
s 20 1 %
o & 125 1
S -
g 157] 1 0w
o] o
[ T 1 -
1 l il |
0 25 50 0 25 50
Helix angle [°] Helix angle [°]

Figure 3-7: Pressure drop ratio [-] (left) and heatransfer ratio [-] (right) at Re = 90 - 1§ as a function of helix

angle [?]: —— - fin height-to-diameter ratio of 0.037 ....xx-. - fin height-to-diameter ratio of 0.147.

3.4.3Number of fins
Typically between 6 and 12 fins are used in finegghm cracking reactors [53]. The simulation

results obtained for an e/D ratio of 0.147 withni tubes containing between 4 and 12 fins are
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shown in Figure 3-8. The tubes with 4, 6, 8, 10 &4Rdins have a wetted perimeter ratio of 1.11,
1.26, 1.44, 1.78 and 1.90 respectively. For thebiglally finned tubes, the helix angle was again
15.88°. A linear relation between the number of fand pressure drop is observed for both the
longitudinally finned and helicoidally finned tubedowever, the heat transfer ratio increases
only up to 8 to 10 fins. For tubes with more thénfihs, it was seen that the flow inside the fin
valley gets isolated from the tube center leadmdptver velocities. As soon as flow isolation
inside the fin occurs, an additional heat transésistance emerges due to the narrow passing
from the fin valley to the tube center. The simiolas illustrate that the optimal number of fins
depends strongly on the chosen fin height, whicthis case results in an optimal value of 8 to

10 fins. For fins with a small fin height-to-diareetatio a higher number of fins can be adopted.
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Figure 3-8: Pressure drop ratio [-] (left) and heatransfer ratio [-] (right) at Re = 90 10°as a function of

number of fins [-]: —— - longitudinally finned; ........ - helicoidally finned.
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3.4.4Geometry optimization

The parametric study assessed the performancaredditubes for non-reactive air flow in terms
of pressure drop and heat transfer. It allows foatmg several guidelines towards optimal steam
cracking reactor design. Ideally low pressure dragscombined with a high radial temperature
uniformity, giving rise to high light olefin selaeity and a reduced coking tendency [54]. Hence,
based on the results of the preceding parametritysta design with a small fin height seems
potentially attractive because this allows to talkeximal advantage of the lower pressure drops
these fins induce. In combination with a large edlor the helix angle, this could lead to a large
increase in heat transfer by swirling flow for avipressure drop increase. In any case, a clear
trade-off between heat transfer enhancement antiaadd pressure drop needs to be made. This
becomes clear from Figure 3-9, in which all simolatdata points acquired throughout the
parametric study are plotted. The relationship ketwthe relative heat transfer and relative
pressure drop is highly linear, but it is not olmsdo assess the effect on product selectivitids an
run length based on these data. Translating tha@skelmes to optimal fin height and number of
fins has allowed defining two optimal geometriesttishould significantly outperform the
previously studied tubes. The dimensions of thgdenized designs are summarized in Table

3-2.
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Table 3-2: Dimensions of optimal tube geometries.

Tube ID 01 02
Inner diameter [10 m] 35.34 31.32
Fin height [10°m] 3.89 1.15
Number of fins [-] 10 24
Helix angle [°] 28.7 44.1
Wetted perimeter ratio [-] 1.367 1.212
U ratio [-] for inlet Reynolds number of 9L0% 130- 10° 1.31/1.33 1.53/1.43
Pressure drop ratio [-] for inlet Reynolds numbe®®- 10°/ 130- 10° | 1.48/1.56 1.99/1.83

Geometry “O1” has fins with an e/D ratio of 0.11heThelix angle and number of fins were
chosen at the optimal values found in the paramstudy for the taller fins, i.e. 8 to 10 fins aad
helix angle between 25° and 30°. For geometry “Q@2',small fins are combined with a high
helix angle. Both optimized geometries were foumaffer increased heating characteristics as
seen in Figure 3-9. Mainly at the highest Reynoldsber a better performance is simulated, i.e.

for a given pressure drop the heat transfer isdrigh

14 - i

do

13 F - ®, 1 A
12 - = -

Heat transfer ratio [-]
Heat transfer ratio [-]

1 1.5 2 1 1.5 2

Pressure drop ratio [-] Pressure drop ratio [-]

Figure 3-9: Heat transfer ratio [-] as a function d pressure drop ratio [-] at Re = 90 - 1¥left) and 130 - 18

(right) for longitudinally finned; 4 helicoidally finned; ® and optimized geometriesm .
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For application in steam cracking reactors, it barconcluded that the optimal geometry will be
largely dependent on the process conditions, ianly the Reynolds number. Furthermore a
trade-off between improved heat transfer and irsgdapressure drop must be made, which
depends on the applied feedstock as changes ingirselectivity due to the higher pressure drop
will differ for different feedstocks [54]. Hencepn-reactive experiments and simulations can
offer guidelines for design, but reactive CFD siatigins are necessary to assess the actual effect

on product yields and coking.

3.5 Reactive simulations of an industrial propane
cracker

Reactive simulations of one of the reactors inratustrial Millisecond furnace were performed
to assess the effect of finned reactors on progiettds and coking tendency. Millisecond
furnaces operate at very high severity and a resgldime of approximately 0.1 seconds.
Millisecond furnaces are designed to achieve mainethene yield resulting in high operating

temperatures and very short run lengths, sometasa$iort as one week.

3.5.1Process conditions and reactor configurations

A 100 % pure propane feedstock was adopted. Theobgrbon and steam flow rate were set to
0.03292 kg/s and 0.01075 kg/s respectively, regylith a steam dilution 0.33. The reactor inlet
temperature was equal to 903.7 K while the reamtitlet pressure, i.e. just upstream the transfer

line exchanger, was set to be 170 kPa, i.e. thestnidlly applied value.
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A coupled three-dimensional furnace-reactor sinnutatequires several iterations between the
reactor and furnace simulations and is at preséfitut due to too high computational cost and
is considered outside of the scope of this worler&fore a heat flux profile was set as boundary
condition on the outer wall of the reactor. Thisath@ux profile was taken from a furnace
simulation where the boundary condition appliedh® outer wall of the reactor tubes was the
industrially measured outer wall temperature peofiThe adopted models in the furnace
simulation were similar to those of Hu et al. [55].

Four different reactor configurations were simuliat€heir dimensions are summarized in Table
3-3. First, a bare tube (Bare) was simulated asfexence case. Second, an industrially applied
helicoidally finned reactor (Helix) was consider@the fin dimensions of this reactor are close to
those of the optimized geometry “O1”, viz. Tabl@3ef the parametric study. Third, the same
fin parameters were applied in simulating a reautith longitudinal fins (Straight). Finally, a
tube with significantly smaller fins was simulaté@mallFins) corresponding to the optimized

geometry “O2".

Table 3-3: Reactor dimensions.

Reactor ID Bare Helix Straight SmallFins
Reactor length [m] 10.556 10.556 10.556 10.556
Adiabatic inlet section [m] 0.444 0.444 0.444 440
Maximum inner diameter [T0m] 30.2 34.8 34.8 31.3
Number of fins [-] - 8 8 24

Helix angle [°] - 15.7 - 33.1
Outer diameter [1&m] 43.7 48.3 48.3 44.8
Metal thickness [16 m] 6.75 6.75 6.75 6.75

Fin height [10° m] - 4.8 4.8 1.15
Cross-sectional surface areaP1®?] | 715.7 715.7 715.7 715.7

Cross-sectional perimeter [m] 0.0948 0.1315 (®131 0.1150
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3.5.2Results and discussion
The computational grid was constructed by extrudingD mesh of 1/8 of the cross section
applying the required twist vector for the helialg finned reactors. The grid size in wall units
was maintained at the values used throughout th@nparic study which were confirmed to
provide grid-independent results, see Appendix s Ted to computational grids consisting of 6
to 11 million cells.
Computation was performed on 32-core Dell C6145maimg nodes with AMD Magny-Cours
Opteron 6136 processors and an Infiniband Doubl&@Bmmunications link. Total CPU time
amounted to around 25008ours per simulation, i.e. about one month of cltake. In the
following, many averaged variables are reportece €hguations used to calculate the different

averages are given in Appendix C.

Figure 3-10 A and B show the mixing cup temperatmd pressure as a function of the axial
position for the four reactor configurations. lattldifferences between the process gas
temperature profiles are simulated as the sameimgatt, reactor volume and mass flow rate are
adopted. However, the pressure drop varies drdgtisath SmallFins showing the highest
pressure drop. This higher pressure drop resultsa ihigher inlet density yielding small
differences in residence time, calculated heresastor volume divided by volumetric inlet flow

rate, as shown in Table 3-4.
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Figure 3-10: Process gas temperature [K] (A) and @ssure [kPa] (B) mixing cup averaged over a crosedion
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Figure 3-11 shows the azimuthally area-averageereat tube metal temperature as a function of
the axial position. The maximum external tube metmhperature occurs at around 3.5 m
corresponding to the maximum of the heat flux @ riactor. For the Bare reactor, the maximum
temperature is 1334 K, which is close to the maxmallowable TMT of 1363 K. This is caused
by the high cracking severity, i.e. the coil-outietnperature (COT) is above 1190 K. The
maximum TMT is 29, 26 and 51 K lower than the Begactor for Helix, Straight and SmallFins
respectively. For Millisecond furnaces the maximtube metal temperature is typically the
limiting factor for the run length. Hence, decreasthis temperature by adopting finned tubes

will significantly increase the reactor run length.
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Figure 3-11: Azimuthally area-averaged external tulk metal temperature [K] as a function of axial pogion

[m]: ——— -Bare; - Helix; ------ - Straight; ------ - SmallFins.
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Table 3-4 summarizes the most important procesdittons, product yields and selectivities. For
validation, data of an industrial bare tube Miliead reactor running with a crude propane
feedstock, i.e. 95 % pure propane or higher, usaeilar, but not identical conditions have been
added. Considering the accuracy of the industigtlyneasurements, the purity of the feed and
accounting for the fact that the industrial data &or a slightly lower cracking severity, the
agreement between the simulated Bare reactor anthdustrial data is reasonable. Comparing
the four simulation cases some small differenceSQT are observed. These can be attributed to
different reaction rates due to different pressamd temperature fields in the reactors. The coil-
inlet-pressure (CIP) increases drastically withaetdr 1.22 and 1.39 for the Straight and Helix
reactor respectively. As expected from the paramstudy, the SmallFins reactor shows the
highest pressure drop. The propane conversiongistist higher for Helix and SmallFins, which
can be attributed to a higher space time due tdhitpeer pressure drop. To limit the effect of
differences in propane conversion, comparison shde made on the basis of selectivities
expressed as product yield divided by propane asioie As bimolecular reactions are favored
over monomolecular reactions at higher pressum,stiectivity to light olefins produced by
monomolecular beta scissions is reduced at higkector pressure. This effect can be clearly
seen in Table 3-4, where the ethene selectivityedses monotonically with increasing pressure
drop ratio. The effect is limited as ethene sel@gtonly decreases by 0.56 wt%. However, given
the large scale of the steam cracking process,diffsrence is economically significant. The
selectivity to methane and 1,3-butadiene is in@e@aas these are formed by a series of

bimolecular reaction steps.
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Surprisingly the SmallFins reactor has the higlpespene selectivity although the conversion in
this reactor is higher than in all other reactorgpically the propene yield decreases with
increasing conversion [56]. A rate of productioralgsis of the reaction mechanism reveals that
propene is primarily formed by C-H beta scissiofghe 2-propyl radical while the addition

reaction of the hydrogen radical to propene resunltee 1-propyl radical that further decomposes

to ethene and methyl:

—CQ . \ + H (R1)

//_ +_H> HzC'—\ iH?’, H2C¢CH2 (R2)
As reported by Van Geem et al. [54] radial temperatgradients strongly affect the radical
concentrations and seem to be very likely resptaditr the higher propene selectivity. To
further assess the effect of conversion on seiéesy a second simulation for the Bare reactor
configuration was performed at the same propaneeassion of the SmallFins reactor. To this
end, the total heat input to the reactor was irsg@avith 0.8 %. The results of this simulation are
summarized under Bare HighFlux in Table 3-4. Conmgathese results with the SmallFins
simulation, it is clear that the reduced ethenedplity for the SmallFins reactor is completely
balanced by the increased selectivity to propereg BB-butadiene as the total selectivity to
valuable light olefins is almost identical. Henegplication of optimal fin parameters does not
necessarily result in a loss of the total olefilestvity and can be economically more attractive

for example during periods where propene and 1{8ediene are more valuable than ethene.
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Table 3-4: Reactor conditions, product yields andedectivities for the four reactor configurations.
Bare Straight Helix SmallFins HigBﬁlg(laux IndE;I;(iaal &

Coil-outlet-temperature [K]| 1190.9 1191.2 1193.5 1192.7 1192.8 -
Pressure drop [kPa] 29.13 35.68 40.49 48.42 28.92 -
Pressure drop ratio [-] 1.00 1.22 1.39 1.66 0.99 -
Propane conversion [-] 8455 84.74 85.42 85.16 85.20 -
P/E ratio [wt%/wt%] 0.476 0.471 0471 0.485 0.467 0.50
Residence time [s] 0.149 0.154 0.157 0.163 0.149 -
Product Yields [wt%]

H, 1.52 151 1.51 1.49 1.53 -
CH, 18.75 19.03 19.22 19.25 18.88 19
CoH2 1.03 1.05 1.06 0.98 1.08 -
CoHy 38.31 38.39 38.58 38.11 38.67 36
CzHe 3.65 3.59 3.58 3.46 3.69 3.5
CsH4 1.20 1.24 1.26 1.22 1.25 -
CsHs 18.24  18.08 18.17 18.47 18.05 18
CsHs 15.45 15.26 14.58 14.84 14.80 17
1,3-GHe 1.23 1.23 1.43 1.53 1.44 1.5
1-C4Hg 0.54 0.53 0.54 0.56 0.54 -
2-C4Hsg 0.02 0.02 0.03 0.03 0.03 -
N-C4H1c 0.02 0.02 0.02 0.02 0.02 -
Valuable light olefins* 57.78 57.70 58.18 58.11 58.15 55
Product Selectivity [-]

H, 1.80 1.78 1.77 1.75 1.80 -
CH, 22.18 22.46 2250 22.61 22.15 -
CoH2 1.21 1.24 1.24 1.15 1.27 -
CoHy 45.31 4531 45.16 44.75 45.38 -
CoHe 4.31 4.24 4.19 4.07 4.33 -
CsH, 1.42 1.47 1.48 1.43 1.47 -
CsHe 21.57 21.34 21.27 21.69 21.18 -
1,3-GHe 1.46 1.45 1.67 1.79 1.69 -
1-C4Hs 0.64 0.62 0.63 0.65 0.63 -
2-C4Hs 0.03 0.03 0.03 0.03 0.03 -
n-C4H1c 0.02 0.02 0.02 0.02 0.02 -
Valuable light olefins* 68.34 68.10 68.10 68.24 68.25 -

*Valuable light olefins is the sum of ethene, propand 1,3-butadiene.
& Detailed feed composition not available.
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Figure 3-12 A shows the azimuthally mixing cup aged process gas temperature as a function
of the radial position at an axial position of 1@%5 i.e. near the reactor outlet. As the reactor
inner radii vary, the radial position is normaliz8the Bare reactor has a temperature difference
between centerline and innerwall equal to 95.6 KisTvalue is in the same range as reported
previously by Van Geem et al. [54] using a 2D moaietl De Saegher et al. [53] using a 3D
model, although for different reactors and/or feedss. The temperature difference in
comparison with Bare is 13.3, 6.9 and 21.4 K loviar the Helix, Straight and SmallFins
respectively. Because of the lower inner wall terapees, the finned reactors will yield lower
coking rates. The small maximum seen at 0.013 nHfdix and at 0.014 m for SmallFins is a
result of a zone with higher temperature in the avakthe fins as was also seen in Figure 3-4.
Figure 3-12 B shows the mixing cup propane yield &snction of the radial position at an axial
position of 10.5 m. The profiles are normalizedheir respective value at the reactor centerline
to limit the effect of small differences in conviers A relative difference of up to 10 % is
simulated between the center of the reactor andréhetor inner wall for the Bare reactor.
Surprisingly a larger difference of 18 % is obserfer the Straight reactor. This is attributed to
the larger reactor maximum inner diameter compacethe Bare reactor and the absence of
enhanced mixing from swirling flow. The better nmgiin the Helix reactor reduces the non-
uniformity although still not making up completefpr the larger reactor inner diameter
compared to the Bare reactor. The SmallFins redaoefits both from better mixing and a lower
tube diameter compared to Helix and Straight, yigjdhe most uniform profile. Figure 3-12 C
shows the mixing cup hydrogen radical yield asraction of radial position at an axial position

of 10.5 m. Again the values are normalized to thespective value at the reactor centerline to



Chapter 3:

Computational Fluid Dynamics-based design of finnedteam cracking reactors 93

limit the effect of small differences in conversid@omparing these profiles with Figure 3-12 B,
it is clear that the hydrogen radical yield showsiach steeper profile close to the reactor wall
than the propane yield. This comparison holds foraglicals and molecules. The formation of
radicals through C-C and C-H scissions has a hdivation energy, whereas the activation
energy of radical-consuming recombinations is ckoseero. Hence, the formation of radicals is
favored at high temperatures. The ranking of rddiogormity between the reactors is therefore
equal to the ranking of temperature uniformity wilare being the worst and Smallfins

performing best. Taking into account reactions Rd B2 as determining the propene selectivity,
a higher hydrogen concentration near the wall rgdult in lower propene selectivity as reaction
R2 is favored over R1. Higher radial temperaturdonmity results in a reduction of propene

consuming reactions, leading to a higher propeleetbaty.
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Figure 3-12: Azimuthally mixing cup averaged proces gas temperature [K] (A), normalized propane yield

[wt%/wt%] (B) and normalized hydrogen radical yield [wt%/wt%] (C) as a function of radial position at an
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As discussed in Chapter 1, coke formation durimgust cracking of hydrocarbons is a complex
process. Three distinct mechanisms have been @d(d63]. First, there is a catalytic phase in
which the properties of the reactor alloy are intpot. Afterwards, a heterogeneous, non-
catalytic mechanism dominates. Coke can also beddrthrough a homogeneous non-catalytic
mechanism in which high-molecular polyaromaticsdmrse, collide with the coke surface and
get incorporated in the coke layer. In steam cragkeactors, most coke is formed through the
heterogeneous, non-catalytic mechanism. The maglainthe coke formation is therefore
focused on this mechanism [58]. In this mechanisdical active sites are formed on the coke
layer by abstraction reactions by gas-phase ralioibwed by additions of gas phase olefins,
terminations by radicals, cyclizations and dehydragion [59]. Hence, the coking rate is
determined by the temperature and both moleculdradical gas-phase concentrations near the
gas-coke interface. As the time-scale for coke &iiom is much smaller than for gas-phase
reactions, a discrete approximation can be adopieds means that coke formation can be
assumed constant in a certain time interval, tWiyi@4 to 48 hours is sufficient [60, 61]. From
the performed simulations, the coking rate at sthrtin conditions, can thus be calculated in a

post-processing step from the species concentsatiod inner wall temperature.

The semi-empirical coking model of Plehiers wasdu&®]. The parameters in this model were
fitted to experimental data using a one-dimensighad flow reactor model and it has shown to
give reasonable agreement with both pilot and its@dsoking rates [60]. The coking model of
Plehiers considers only ethene and propene as pod®ursors. Given the typical species

concentrations in a propane cracker, these areethtiee main molecules adding to the active
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radical sites on the coke layer. As the model kingarameters were fitted to experimental data
using a 1D model, the mixing cup ethene and promemeentrations are used. However, the
kinetic parameter estimation was performed for dbke-gas interface temperature. Hence, the

inner wall temperature is used here, rather thamtixing cup gas temperature.

Figure 3-13 shows the azimuthally area-averagetéhgatate as a function of axial position for
the four reactor configurations. All profiles shawo high values; the first around 6 m and the
second at the reactor outlet. This shape can daiagd by considering the three contributions to
the coking rate, i.e. the inner wall temperatutee ethene concentration and the propene
concentration. The inner wall temperature showsrdlas profile as the outer wall temperature

profile shown in Figure 3-11 having a maximum amban axial position of 4 m.
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Figure 3-13: Azimuthally area-averaged coking ratd10°kg/m#s] as a function of axial position [m]:

- Bare; e - Helix; ------ - Straight; ------ - SmallFins.
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The ethene and propene concentrations are depittEdjure 3-14 A and B respectively. The
reactors with the highest pressure drop obviousbysthe highest concentrations due to a higher
gas density. The ethene concentration increasestomnally along the reactor. The propene
concentration has a maximum at 6 m. Hence, thermaniin coking rate at 6 m is a result of the
temperature and propene concentration maximum.hidte value at the outlet results from the
high ethene concentration. Comparing SmallFinsdaceBcoking rates are lowered by 48 % and
27 % at 6 m and 10 m respectively. Hence, run lengh be extended greatly by application of
finned tubes as a given reduction in the coking rasults in a more than proportional increase of

the run length as shown by Wang et al. [62].
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Figure 3-15 A shows the coking rate as a functibthe relative fin arc length. This relative fin
arc length is defined as the running arc lengtinfame fin top to the next divided by the total arc
length of one fin. This normalization is necessasythe total fin arc length differs between
SmallFins on one side and Helix and Straight orother. The shape is a direct result of the non-
uniform temperature at the reactor inner wall showirrigure 3-15 B. The average inner wall
temperature is 17.2, 16.8 and 18.5 K lower thartehgerature of the Bare reactor for the Helix,
Straight and SmallFins reactor respectively. Théedince between minimum and maximum
temperature is about 15 K for Helix and Straighheveas it is only 6 K for SmallFins. At a
relative fin arc length of 0.11, Helix shows a dmmalmp. This is again caused by the higher
temperature in the wake of the fin also seen iuf@@-4. The higher inner wall temperature in
the fin valley and resulting higher coke formatwiil lead to a reduction of the fin height by
coke filling up the fin valleys. This will be moptonounced for the Helix and Straight reactor as
coke in the fin valley grows about 30 % faster camg to the coke at the fin top. The more
uniform temperature profile for SmallFins resultsa more uniform growth of the coke layer.
Here the difference in coking rate between fin amol valley is only 10%. Hence it is expected
that the increased heat transfer due to the firstrestture will persist longer for SmallFins. The
large non-uniformity of the coking rate shows thatmuthally averaging the coking rate for run
length predictions of finned reactors as typicaltyne for bare reactors in 1D and 2D reactor
models can severely bias the results. For futurekwtois therefore advised to take the non-

uniform buildup of coke over time into account mer to make realistic run length predictions.
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3.6 Conclusions

A three-dimensional reactor model was used for ghmeulation of internally finned steam
cracking reactor tubes. The model agreed well thighexperimental validation data of Albano et
al. [50] obtained with air. A parametric study opizing the fin parameters, i.e. fin height, helix
angle and number of fins, to maximize heat transfgealed that the application of small fins
with a large helix angle leads to an overall inseea heat transfer for a similar pressure drop.
Two optimized designs outperformed all other tubergetries of the parametric study regarding
heat transfer. These optimized designs were cordpaith conventionally used bare reactor
tubes for an industrial Millisecond furnace. Thaative simulations with a detailed free-radical
reaction mechanism of 203 reactions and 26 spesfiesved that helicoidally finned tubes
performed better in comparison to longitudinallyried tubes. Mainly the configuration with 24
small fins and a high helix angle outperformedaodiier configurations in terms of heat transfer.
The corresponding coking rates were found to b&@6 lower than for the bare tube depending
on the fin parameters, which will lead to improvadh lengths. However, the large non-
uniformity of the coking rates in the azimuthal odioate could lead to local buildup of coke
over time and could affect the performance. Thecudated pressure drop for the finned
geometries is significantly higher, especially floe helicoidally finned reactors. It was seen that
this can reduce the relative ethene selectivitynoye than 1 %, while it increases selectivity to
propene and 1,3-butadiene. An economic trade-affafgpecific unit, evaluating the effect of
longer run length and shift in light olefin seledy, should determine the final decision of
application of finned reactors. The presented CHRDukations can provide data for such

evaluations.
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Abstract

Using detailed kinetic models in computational dlulynamics (CFD) simulations is extremely
challenging because of the large number of spé¢cagsare nowadays considered in these models
and the stiffness of the associated set of difteakrquations. A simplified 1D model does not
capture the required detail that reactor enginemmsd and leads to substantial differences
compared to the reference 3D simulations as istitiled for propane steam cracking. A
methodology was developed to use detailed singdetawicrokinetic models in CFD simulations
of steam cracking reactors by on the fly applicatod the pseudo-steady state assumption on the
radicals. Depending on the reaction network sizepeedup factor from 7 to 54 was obtained
compared to the standard FLUENT routines. The gi@fimolecules matched those from the
standard routines well. For the concentration efrtiicals near the reactor inner wall, there is an
average relative error of around 10 %. The methmglovas then applied to the simulation of an
industrial propane cracking reactor. A conventidrede reactor and a helicoidally finned reactor
were compared. The adopted reaction network coedadd species, of which 41 were radicals
and 44 were molecules. By application of the finrredctor, the maximum external tube
temperature is reduced by 44 K. The ethene seigcis/reduced by 0.17 % while propene and
1,3-butadiene selectivity increased by 0.08 an® @@respectively. The benzene selectivity is

0.05 wt% higher in the helicoidally finned reacbmcause of the higher pressure drop.

Keywords: Computational fluid dynamics, detailed chemistry,sepdo-steady state

approximation, steam cracking, ethene, enhancedaesfer
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4.1 Introduction

Accurate simulation of reactive fluid flow requirfsst principles models for both the chemistry
and the fluid flow. For the former only comprehemskinetic models consisting of elementary
reaction steps will yield accurate results over idewrange of conditions. In the field of
combustion, oxidation and pyrolysis, the fundamemadeling of gas-phase chemistry has
thrived over the last two decades driven by an awpd knowledge of the reaction families, the
availability of rate coefficients [1] and the autation of kinetic model generation through
computer codes [2-10]. This increase in modelingueacy is accompanied by a steep increase in
the size of kinetic models, with state of the annbustion and pyrolysis kinetic models easily
containing several hundred species and thousandsaofions [11-14] to account for all reaction
pathways and the intermediate species. Figure idglays the size of selected kinetic models for
thermal decomposition, oxidation and combustiorcesses over the last two decades. It is clear

that the number of species and reactions of thetiozanetworks has increased drastically.
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Figure 4-1: Number of reactions [-] as a function bnumber of species [-] of selected reaction netwks for

oxidation, pyrolysis and combustion (after Lu and law [15]) over the last two decades.

Notwithstanding the developments in accurate cheynmodeling, the implementation of these
detailed kinetic models in computational fluid dgmes (CFD) simulations remains a daunting
task because of two specific characteristics ofehlenetic models. First, the simulation time
increases drastically with increasing size of tlwetic model as each species adds an extra
continuity equation to the system to be integrateelcond, these kinetic models show a large
spread in time scales associated with specieseaudions [16]. This spread originates from the
distinct difference in reactivity of radical and lecular species and from reactions in partial
equilibrium. These two characteristics of the kimehodels, large size and stiffness, render

multidimensional CFD simulations very CPU time-img&ve and often beyond the capabilities of
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computers available in most research centers [Tk has resulted in two main categories of
reactive flow simulations [17]. On the one hande-aiimensional models using detailed kinetic
models are often used for the assessment of theaycof (automatically generated) kinetic
models and for the simulation of lab-scale setupsven for industrial reactors if simplification
of the fluid flow to one dimension is possible. @@ other hand, advanced engineering tools
relying on CFD methods used for the design of itéhlly relevant geometries usually model the
chemistry rather approximately by a few reactiob8, [19]. Merging these two categories, i.e.
unification of detailed kinetic models and CFD slations, would allow the more accurate
design and optimization of reactive flows. This lfrage has been widely recognized in the
combustion engineering community [20] and severathwods for reducing the computational
cost associated with detailed kinetic models haenlproposed. These can be roughly divided
into three categories: kinetic model reduction rod#) storage/retrieval-based methods and
adaptive chemistry methods. Model reduction dee#se number of reactions and/or species or
reduces the number of independent variables byicapipin of e.g. the pseudo-steady state
assumption (PSSA) [21-25], partial equilibrium (FE®, 27], vertical and horizontal lumping
[28, 29], intrinsic low dimensional manifold (ILDMBO0], directed relation graph (DRG) [31]
and computational singular perturbation (CSP) [rage/retrieval methods are based on
tabulation strategies for the species rate of foionaln-situ adaptive tabulation (ISAT) [33] and
Piecewise reusable implementation of solution magpPRISM) [34] are two examples with the
former using Taylor series and the latter usingpoinial regression to obtain rates of formation
based on tabulated points. Finally, adaptive cheyisiethods use several reduced kinetic

models, each valid for a subset of space of theilaion [35-39]. As the kinetic models are
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tailored to a more narrow range of thermochemioalddions, they are smaller and a significant
speedup can be obtained.

For the steam cracking of hydrocarbons, there istanest in shifting from conventional one-
dimensional plug flow modeling towards more fundatak multidimensional reactive flow
modeling. First, the heat flux from the furnacethe reactors causes a radial gradient in the
process gas temperature and this radial tempernatafiée produces radial concentration profiles.
In the plug flow reactor model the rate of formatiof a species is calculated using the cross-
sectional mixing cup temperature and concentratidhg value is not equal to the mixing cup
average rate of formation, i.éej(ca,,g,Tavg) # Rj 4vg(C,T) . Hence, depending on the
magnitude of the radial gradient, an error in tihedted product yields is made. In addition
coke is formed on the inside of the reactor. The of coke formation depends -among other
variables- largely on the inner wall temperaturel am the gas-phase concentrations near the
inner wall. In a one-dimensional reactor model, theer wall temperature is obtained via
correlations for the Nusselt number for fully deyedd, turbulent pipe flow such as the
Gnielinski correlation [40]. These correlationsgetr at non-reactive flows and application to
endothermic reactive flows results in an overprigalcof the difference between the inner wall
and the mixing cup process gas temperature as shgvundaram and Froment [41]. Also the
mixing cup species concentrations are typicallydusethe calculation of the coking rate even
though it has been shown that the near-wall conagons differ significantly from the mixing
cup concentrations, most certainly for radicals, [42]. Secondly, the plug flow reactor model

fails to account for azimuthal non-uniformitiestive heat flux profile to the reactors, e.g. because
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of shadow effects in the furnace. Heynderickx arahtent [44] showed that these azimuthal heat
flux non-uniformities can cause an azimuthal vasratof 50 K in temperature and a 100 %
azimuthal variation in coking rate, but did not ntify the effect on the product yields. Finally,
the plug flow reactor model fails to account foe ttomplex flow pattern caused by emerging
three-dimensional reactor technologies [43, 45, d&di return bends [19]. Reckoning these
shortcomings, several authors have simulated steacking reactors with two-dimensional [42,
47-49] and three-dimensional reactor models [1958352]. In most of these studies, a severely
reduced kinetic model was used because of extrelasdg simulation times and difficulties in
achieving a converged solution with a detailed tieodel.

In the present work, steam cracking reactors anelaied using detailed kinetic models. To limit
computational time, the pseudo-steady state assumist applied to the radicals both a-priori
and on the fly. First, the three-dimensional sirtialaresults are compared to one-dimensional
plug flow results. To this end, the one-dimensiorahulation program COILSIM1D was
extended to account for radial non-uniformitiesemperature and radical concentrations. After
an overview of the 3D model, the methodology isdaed and the speedup in CPU time is
guantified. Next, the application of an optimizéahed reactor technology in an industrial steam

cracking unit is simulated and the effect of thecter geometry on product yields in analyzed.
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4.2 Numerical models

4.2.1 Governing equations

4.2.1.1 One-dimensional reactor model

Instead of performing CPU-intensive simulationshwét three-dimensional reactor model, plug
flow reactor models are more routinely used to &weusteam cracking reactors. The common
method to account for the effect of three-dimeraioaactor technologies on product yields and
maximum external tube metal temperatures is byiphgiation of the friction factor and Nusselt

number by a factor derived from non-reactive experits or simulations as e.g. reported by
Albano et al. [53] and Schietekat et al. [45]. COIM1D is such a 1D reactor model for steam
cracking reactors incorporating a single-event akicretic model of more than 700 species [13].

The governing equations of COILSIM1D are:

dF, md?
iz~ 4 Ravg *-1)
dp  (2ff ¢ X du (4.2)
‘E‘(@*Trb putt P,
o nreac (43)

Ns

daT td; ¢
Z F}ij d‘;’ﬂ = TdintGine + :l-n Z r; (—AH;)
j=1

i=1
with fr = asfeorr feorr Calculated from the Colebrook equation [54] anda user-supplied
correction factor to account for the increased suesdrop by application of a three-dimensional

reactor technology. For the simulations in paralgrdy3.3,ar was set to unity for the Bare tube
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while for the SmallFins tube; was set to 1.99. These values were obtained ftemnbn-
reactive flow simulations of Chapter 3 [43].

COILSIM1D was extended to account for the influewnéehe radial temperature afidradical
concentration profiles on product yields and heatdfer by calculating the mixing cup rate of
formationR,,, ; in equation (4.1) over the cross-sectional aregaah axial grid point; zluring
numerical integration of the ordinary differentegjuations (4.1), (4.2) and (4.3). The well-known

power law velocity profile for fully developed piflew proposed by Prandtl [55] is assumed:

1/n

u(r) = Upmax (1 - %) (4.4)

where n is typically taken to be 7 resulting in thee-seventh law. From heat-momentum

similarity, the following radial temperature distition is assumed:

27’ l/n
T(r) = Tint + (Tcenter - Tint) (1 - d_) (4'5)
int
Figure 4-2 shows a flow sheet of the adopted calmr procedure. At the first point of the axial
grid, i.e. i=0 in Figure 4-2, the average tempea®ly,, is the reactor inlet temperature supplied

by the user and the inner wall temperature is ¢aled using the heat flux at this axial position:

Qint = h(Tint - Tavg) (4.6)
with g;,; the heat flux per inner wall surface arkas a,h.o, @, @ user-supplied correction
factor andh,,,, calculated from the Gnielinski correlation [40prRhe simulations in paragraph
4.3.3,a;, was set to unity for the Bare tube while for tleaiFins tubex;, was set to 1.53. These

values were obtained from the non-reactive flomsations of Chapter 3
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%(Re —1000)Pr
1/, (4.7)

1+ 127 (%f) (Pr*5s—1)

Nu =

Next, T..nter IS Calculated by calculating the mixing cup tengpeare from equation (4.5) and

setting it equal to the value of the reactor itdshperature:

_ Iy #nT@)dA
N om)dA

(4.8)

Hence, the radial temperature profile of equatibb)(is defined. From this profile, the mixing
cup rates of formatioR,,,, ; are calculated:

dine
2

Js

p(Mu(r)R; (C(r), T(r))dr
dint

Jy 2 p(u(r)dr

Ravg,j = (49)

By substitution of the ideal gas law and neglectimgradial variation of pressure and molecular

mass, equation (4.9) becomes:

2

dint y(r)R; (C(T'); T(T‘)) dr

Ravg,j = - dint‘zg:; (410)
fO 2 mdr

With thisR,,, ;, the plug flow equations (4.1), (4.2) and (4.3 artegrated oveAz, the axial
length of the axial grid point;.zHence, updated values f6randT,,, are available. From
equation (4.6)T;,, is updated. If the difference between the old tredupdated value G, is
smaller than the threshold valeg set to 0.01%, convergence is reached in thid gxid point

and the simulation is proceeded to the next axidlgpint. The converget,,,, andT;,, are used
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as initial guess for the next grid point. This g@dare is repeated until the end of the reactor is

reached, i.e.;= L.

i=0
n=0

»i
bl

Y

Initial estimate
Tin(,o and Tavg,O

»i
)

Y

Calculate

Tcenter,n

Y
Radial
temperature
profile set

v EnE

Calculate mixing A
cup rates of
formation n=
=i+1
4 A
Integrate plug
flow equations
over Az

\ 4
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No

| Tavg,n'Tavg,n—ll <é&r

Figure 4-2: Flow sheet of calculation procedure itCOILSIM1D to account for radial profiles.
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Three types of simulations were performed. Firshaut taking into account any radial variation,
referred to as ‘1D’. Second, taking into accourmt tadial temperature profile, referred to as ‘1D

T’, without accounting for radial variation in tlspecies concentrations:

incu(r)R; (€, T(r))
0 T(r)
Ravg j = dint 3 (1)

I T

dr

(4.11)

dr

Finally, by taking into account both the radial fmmature profile and the radi@iradials
concentration profile. The radial variation of t@ncentration of the molecules is neglected in all
simulations as it has been shown in Chapter 3 tmibeh smaller than the radial variation of the
B-radicals concentration [42, 43]. TReadicals concentrations as a function of radialrdmate
are obtained by solving the algebraic equationsltiag from application of the PSSA to tifie

radicals as a function of the radial coordinate:
—R (Cu, Cp(r), T(1)) = R;;j(CM, Cp(),T(r)) (4.12)
Hence, equation (4.9) becomes:

ayeu(r)R; (Cp, C(r), T())
Ravgy =~ U@ i @19
avg.) dint u(r) o

o 769

4.2.1.2 Three-dimensional reactor model

The steady-state governing equations of a comjnessieactive, single-phase, fluid flow are

summarized in Table 4-1.
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Table 4-1: Continuity equations.

Total mass balance V-(pu) =0 (4.14)
Navier-Stokes equations V- (o) = —Vp+ V- T (4.15)
Process gas region energy

equation V- (u(pE +p)) =V | Apopf VT — Z hJj |+ Sk (4.16)

J

Reactor metal region V-(A,VT) =0 4.17)
energy equation '
Species continuity equation V- (ﬁcj) = -V -jj +R;,Vj = 1,nspec — 1 (4.18)

In the gas-phase energy equatibrs h —§+ g with the sensible enthalpy of the ideal gas

nspec

mixture calculated a& = X,;7;" x;h; andh; = fTT fCP(T)dT with C,, ; defined as a temperature

polynomial with coefficients for the different spes estimated with RMG’s

ThermoDataEstimator [5]. The effective conductivatythe process ga ¢, is the sum of the

laminar and turbulent thermal conductivty,. s = A¢; + Ar, with A¢; calculated from kinetic

theory andAs, =% with Pr, = 0.85. ]_j is the diffusion flux of specieg, including
t

. . . . Lo . T o 1 ) B ]

contributions from both the laminar and turbulerftudivity, i.e.J; = i (ij,m +5Ct) V(;

with Sc; = 0.7. Turbulent diffusion overwhelms laminar and thermaSoret diffusion in steam

cracking reactors [43]. Hence, laminar diffusionm®deled rather approximate using kinetic
theory and Soret diffusion is neglected. The fieamsS,, in the gas-phase energy equation is the
heat of reaction. For the metal tube, an energwtamuis solved to account for conductive heat

transfer. The metal thermal conductivityis modeled as a temperature polynon®alis the rate
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of formation of speciegandnspec is the number of species. The IRNG model was used for
the bare tubes while the Reynolds Stress Modeluwsasl for the helicoidally finned tube as it
showed better agreement to experimental data ipt€éh3 [43].

An adiabatic entrance zone with a length of 1.5 &as wdded upstream all reactors to ensure fully
developed velocity and turbulence parameters go#fit the reactor inlet. At the inlet boundary,
the process gas temperature, mass flow rate, embellparameters k amcand the composition
of the process gas were imposed. The turbulencanpers were calculated for a turbulence
intensity of 8 % and a characteristic length scdl@0 % of the tube hydraulic diameter. At the
reactor outlet, a constant pressure boundary donditas set. The no-slip boundary condition
was set at the tube inner walls. The enhanced twegtment was used to “bridge” the solution
variables in the near-wall cells. This model corekira two-layer model with enhanced wall
functions by blending linear and logarithmic lawfsttee-wall. Similar grids as in our previous
work were used, ensuring that the near-wall celsvathin the viscous sub-layer, satisfying the
y*'<1 condition [43]. A heat flux profile was appli¢d the reactor outer walls. The commercial

CFD code ANSYS FLUENT 13.0 was adopted to solvegihverning equations.
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4.2.2 Calculation rate of production term

The calculation routine for the rate of producti@mmsR; in the species continuity equations

(4.18) was tailored to steam cracking kinetics mmolemented in a user-defined function (UDF).

4.2.2.1 Single-event microkinetic model

The adopted single-event microkinetic model wasegeied using the same methodology as
applied by Dijkmans et al. [56]. As the details thie methodology have been explained
previously [13, 56-58], only a brief summary of tkey aspects is given here. The reaction
network consists of two parts: thenetwork and theu-network. Thep-network contains the
reactions between molecules with less than 6 cadvoms and radicals that can undergo only
bimolecular reactions or both mono- and bimolecudactions, i.e. so-calle@l and Bu-radicals
respectively. The adoptdinetwork was obtained by reducing fpwetwork of Dijkmans et al.
[56] to the species relevant for propane crackihg, feedstock studied in this chapter. This
resulted in aB-network of 758 elementary reversible reactionsvben 42 molecules and 41
radicals. TheB-network is appended with thenetwork, which is a collection of independent
sub-networks. In total, 31 sub-networks were inellitb account for the formation of aromatics.
In 15 sub-networks, A(u)-radical adds to an olefin to produce g@-Cadical. These radicals are
assumed to only undergo monomolecular reactioms, the so-called p-radical hypothesis.
Unsaturated p-radicals can undergo ring closuretiomes to form cyclic (di-)olefins. These
cyclic species can subsequently dehydrogenaterto &womatics via hydrogen abstractiofis,

scissions and C-H scissions which is described Hey remaining 16 sub-networks. During
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generation of ai-network, the pseudo-steady state assumption iBedppn thep-radicals. In
combination with thei-radical hypothesis, this results in a set of algebequations that can be
solved analytically to the p-radicals’ concentratioHence, the concentration of eaehadical
can be expressed as a function of the concentrafiche starting species of the p-network.
Substitution of these concentrations in the ratefayfmation terms makes the latter only
dependent on the concentrations of molecules [n§tradicals. This not only reduces the
number of species continuity equations to be solbeti also greatly reduces the stiffness of the
set of differential equations. Consequently, thenglete network contains 85 species, of which
41 radicals and 44 molecules. Validation of theuoed kinetic model for propane cracking was
performed by comparison to the full network of Dn&ns et al. [56] and is available in Appendix
A.

The thermodynamic data of the @olecules an@(u)-radicals were derived from first principles
CBS-QB3 calculations of Sabbe et al. [59, 60]. Timynamic data of th@-molecules was
estimated using RMG’s ThermoDataEstimator.

The Arrhenius parameters necessary to calculatedhetion rate coefficients are calculated
using a group additivity framework that is an esien of Benson’s group additivity [61-63]. The
reference parameters and group additive values ligdijkmans et al. [56] were also adopted
here. Most are based on first principles calcufetiand none were fitted to experimental data. To
avoid time-consuming calculation of the reversectiea rate coefficient by expressing
thermodynamic consistency during the fluid dynansicsulation, the reversiblgreactions were

split into two irreversible reactions by a-prioerforming an linear regression of the reverse
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Arrhenius parameters to the values expressed hyntdynamic consistency in the relevant

temperature range, i.e. between 700 and 1300 K.
4.2.2.2 Pseudo-steady state assumptior3fo)-radicals

Elimination of the p-radicals by expressing the R®8ring network generation, greatly reduces
the number of species continuity equations andsyiséem stiffness. However, the difference in
time scales between molecules gachdicals is so large that significant stiffnesi stmains in

the system. This requires very strong under relaxabf the continuity equations of thg
radicals to avoid divergence, making the simulat@nindustrial reactors computationally
impossible. Therefore the PSSA is applied topnadicals also. As the rate of formation of these
B-radicals contains terms that are second orddrarPSS species, a-priori analytic calculation of
the B-radicals concentration as done for theadicals is impossible. Lu and Law [64] developed
a method to obtain analytic solutions even whenomsgcorder terms in the PSS species
concentrations are present. The nonlinear algelegitations are first linearized and then
analytically solved with a directed graph. A goapleeement was seen for the ignition delay time.
This methodology was not applied here as the neafiterms in the PSS equations are strongly
influenced by the higher pressure drop inducedhoget-dimensional reactor technologies and
contribute more than 10 % to the rate of consumpiito some PSS species, such as methyl and
allyl radicals. Hence, to accurately model the d@ffgf the reactor geometry on product yields,
accounting for these terms is necessary. Hencesaiheentration of th@-radicalg; is calculated
numerically on the fly, i.e. during the flow simtitns by expressing the rate for consumption

jo to be equal to the rate of producti@ﬁ}:
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—jo(cM, Cp) = jo(cM, Cp) (4.19)

Solving equation (4.19) numerically @ can be unstable [64] while a robust solution metisod

required as divergence of this algebraic solver ld/ag@rminate the time-consuming flow
simulation. A tailored algebraic solver was usedehthat updates the concentration of fhe

radical j in iteration step n+1 via:

(4.20)

The concentration will increaselﬁgj| >

c
Rf,

and decrease if the opposite holds. Convergence

is reached Whethj| = , l.e. equation (4.19) expressing the PSSABfoadical j holds. The

C
Rﬁj

recursive relation is used until the relative chay concentration drops below a certain user-

specified threshold valuefor all PSS species or the maximum number of sdteeation steps

max
vj

A value of 1 % for the threshold valgeand 100 for the maximum number of iteratiamsax

nmax is surpassed:

n+1 n
Cg; " — Cﬁj

J

n
Cﬁj

)<eorn=nmax

was found to be sufficient. In the first iteratisteps of the flow solvenmax is the limiting
factor. However, after several flow iterations, @S species concentration profiles change only

slightly and as the PSS concentrations of the ptsviteration are taken as an initial guess for
Cﬁj, convergence is reached rapidly. Applying the PS8Ahe -radicals further reduces the

number of continuity equations to be integratedshAswn by Ren and Pope, the reactive system
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is regarded solely to consist of the non-PSS spddeguarantee element conservation and to
satisfy the first and second law of thermodynar{6és.

To quantify the error made by application of theSR®n theB-radicals, the pyrolysis of propane
was simulated with the one-dimensional plug flowdeloCHEMKIN [66]. CHEMKIN uses a
proprietary stiff solver based on DASPK [67, 68]JdaRSSA is not applied to any species.

Subsequently, KINALC [23, 69] was used to calculdtee instantaneous error on the

concentration of specigswhen applying PSSA for this species, denotedG{S>*(z), and the

chemical lifetime of each specigsdefined ast (Z)/E. at the axial coordinate Details

Vit (2)

regarding the procedure utilized in KINALC to cdbe these properties can be found elsewhere
[23, 69]. Two isothermal reactor simulations weeafprmed at 873.15 K and at 1073.15 K
respectively. In both simulations, the propane niksg rate, steam dilution and pressure were
set to 43.66- IBkg/s, 0.325 kg/kg and 200 kPa abs respectivelg. fEactor inner diameter was
30.2 mm.

Table 4-2 shows the results for a selection of irigma radicals during propane pyrolysis for both
simulations. The relative error on the concentratba radical when applying the PSSA is found
to be negligible, below 0.5 %. The lifetime of tmajority of radicals is below 1s. The lifetime

of the allyl radical CsHs-3¢) is about two to three orders of magnitude latgan the lifetime of
most otherB-radicals at 873 K. This is caused by the resonatedalization of this radical and
results in a larger error when applying PSSA toathd radical. However, at 1073 K the effect of
the resonance stabilization is lower and the ngdagrror is of the same order of magnitude as for

the otherp-radicals. These results only quantify the errorden®@n a specific radical when
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applying PSSA to that radical. In paragraph 4.8%2, error on both molecules and radicals is
assessed by application of PSSA on all radicalglibgct comparison to simulations without

application of PSSA.

Table 4-2: The chemical lifetime of and the relatig error on species j when applying the PSSA to spes j for

a selection of radicals at z=5 m.

873 K 1073 K

Lifetime (s) |ACFS*/C;| Lifetime (s)  |ACPSS2 /¢y

He 8.72.10 2.01-1F 9.93.1¢ 3.21-10
CHge 2.69-1F 1.57-1¢ 2.46-10 3.35.10
C,H3e 1.44-1¢  -2.96-1CF 3.09-10  -5.05-1C
C,H5e 439.-1¢  -3.38-1C 6.93-10  -2.93-10
CaHs-1¢ 7.15-10  -3.88-1C 2.61-1¢ -3.14-1C
CsHs-2¢ 3.28-1¢  -4.90-1CF 3.45.10  -2.15-10°
C3Hs-3e 3.94.10  -3.94-10 4.39-10 2.51-10°
CaH-1e 6.01-10  -1.54.10 2.04.-1¢  -3.37-10
CaH-2e 2.37-1F 1.38-1¢ 3.68:10  -3.33-1C0
CsHg1e 6.72-10 9.30-1¢ 3.14.1¢  -3.38-1C0
C,Hg-2¢ 3.96-10  -2.30-1CF 1.29-1¢  -3.38-1C

4.2.2.3 Computation cost minimization

As the reaction rates and rates of formation ateutted multiple times during each flow
iteration in the solver, the total simulation tirdepends strongly on the efficiency of these
calculations. Therefore, the generation of the Uilé was automated with a Pythbscript.
Typically, reaction coefficients are stored in sdled stoichiometric matrices and calculation of
the rates of formation requires several do-loopsrahe number of species and number of
reactions. These large do-loops were eliminatedarg-coding the values of all variables needed

for the calculation of the reaction rates and thtes of formation. To further reduce the CPU
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time the calculations are processed using Mapl€odeGeneration package to generate an
optimal calculation procedure for the rates. Thackage detects common subexpressions,
calculates them once and stores them for subsegaenfn obvious example is to only calculate
the denominator 1/(RT) once and to store its vahstead of calculating it again for every

reaction rate coefficient.

4.3 Results and discussion

4.3.1 One-dimensional vs. three-dimensional reactor model
In this section, the 3D simulation results of Clea® [43] are compared to one-dimensional plug
flow simulation results to study the necessity sing a three-dimensional reactor model for
steam cracking reactors. As the PSSA was not apptighese 3D simulations, the plug flow
reactor model CHEMKIN was used [66]. The two reactnfigurations referred to as Bare and
SmallFins reactor are discussed here. For bothaesadwo one-dimensional simulations were
performed. In the first type of 1D simulations,eeéd to with ‘T’, the mixing cup temperature
profile from the corresponding 3D simulation is imspd. These simulations correspond to the
theoretical case where one would have perfect lediwas for the friction and Nusselt numbers
resulting in perfect temperature and pressure Ipsofiln the second type of 1D simulation,
referred to with ‘Q’, the heat flux profile was digg to the reactor inner wall and scaled to
obtain the same conversion as in the corresporgiihgimulation. Both type of simulations use
the mixing cup pressure profile from the 3D simiglas. Table 4-3 compares the 3D and the 1D
results and shows that in the 1D simulations withimposed temperature profile, the conversion

is lower than in the corresponding 3D simulatiofise difference is 2.57 wt% and 1.65 wt% for
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the Bare and SmallFins reactor respectively. Thghdri conversion in the 3D simulations is
explained by accounting for the high temperatulra fiear the reactor inner wall. As this high
temperature zone is less distinct in the SmallFéastor, the agreement between the 1D and 3D
simulations is better. By matching the conversibi, total heat input is overpredicted by 1.07
and 2.59 % in the 1D simulations. This shows thiemva coupled furnace-reactor simulation
[70, 71] is performed where the fuel flow rate ke tfurnace burners is adjusted to match a
desired cracking severity, e.g. conversion, theukited fuel flow rate will be overestimated by
adopting a one-dimensional reactor model. Furthezmitne effect of the SmallFins reactor on
product selectivities compared to the Bare reastaot well captured by the 1D simulations. For
ethene, the 1D simulations show a decrease intsateof 0.1 wt% while the 3D simulations
show a much larger decrease of 0.6 wt%. In contaghe increase of 0.1 wt% in propene
selectivity simulated with the 3D model, a decreasB.2 wt% is seen from the 1D simulations.
Finally, the increase of 1,3-butadiene selectivdyunderestimated; 0.1 wt% with the 1D
compared to 0.3 wt% with the 3D model. Although sthedifferences are small, they are
significant to the economics of an industrial cerckHence, an accurate prediction of the effect
of a 3D reactor technology on product yields baseda 3D reactor model is necessary upon
evaluation of the installation of such a technolofonetheless, only detailed single-event
microkinetic models guarantee the desired accurAsystated above, the implementation of
these models in CFD simulations calls for CPU-tne@ucing methods such as the PSSA applied

here.
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Table 4-3: Comparison simulation results of three-tinensional simulations of Chapter 3 [43] and one-diensional plug flow simulations with the 3D

mixing cup temperature and pressure profile (T,p) ad with the 3D mixing cup pressure profile and heaflux profile scaled to the same conversion.

Bare 3D Bare 1D T,p Bare_1DQ,p SmallFins SmallRs_1D T,p SmallFins_1D Q, p
Coil-outlet-temperature [K] 1190.9 1190.9 1192.6 1192.7 1192.7 1192.6
Pressure drop [kPa] 29.13 29.13 29.13 48.42 48.42 48.42
Propane conversion [-] 84.55 81.99 84.55 85.16 83.50 85.16
Product Yields [wt%]
H, 1.52 1.43 1.47 1.49 1.44 1.47
CH, 18.75 18.13 18.90 19.25 18.69 19.21
C,H, 1.03 0.78 0.92 0.98 0.84 0.93
C,H, 38.31 35.89 37.45 38.11 36.66 37.66
CoHe 3.65 3.21 3.34 3.46 3.28 3.35
CzH, (PD) 1.20 1.01 1.16 1.22 1.08 1.19
CsHe 18.24 19.01 18.56 18.47 18.85 18.52
CsHg 15.45 18.01 15.45 14.84 16.50 14.84
1,3-CHg 1.23 1.79 2.06 1.53 1.95 2.14
1-C;Hg 0.54 0.62 0.59 0.56 0.61 0.59
2-C4Hs 0.02 0.04 0.04 0.03 0.04 0.04
n-C4H1¢ 0.02 0.02 0.02 0.02 0.02 0.02
Product Selectivity [wt%]
H, 1.80 1.75 1.74 1.75 1.73 1.72
CH, 22.18 22.11 22.35 22.61 22.38 22.56
CoH, 1.21 0.96 1.09 1.15 1.00 1.09
CoH, 45.31 43.78 44.29 44.75 43.90 44.23
CoHe 4.31 3.92 3.95 4.07 3.92 3.94
CsH, (PD) 1.42 1.23 1.37 1.43 1.30 1.39
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CsHs 21.57 23.19 21.95 21.69 22.57 21.75
CsHs 1.46 2.19 2.43 1.79 2.33 2.51
1,3-GHs 0.64 0.76 0.70 0.65 0.73 0.69
1-C,Hs 0.03 0.04 0.04 0.03 0.05 0.05
2-C4Hs 0.02 0.02 0.02 0.02 0.02 0.02
Valuable olefing 68.34 69.15 68.67 68.24 68.81 68.49

#Valuable light olefins is defined as the sum dfegte, propene and 1,3-butadiene.
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4.3.2 Validation and speedup

To validate the application of the PSSA on famdicals and to quantify the obtained speedup,
three cases with differefi-networks were studied. For all cases, a simulatvas performed
with the developed UDF and with the standard FLUEMtines for calculating the rates of
formation. Simulations were performed for a batgeton a 2D grid of 280,000 cells. An external
tube wall temperature profile was imposed on tlaet@ outer wall. The simulated reactor had a
length of 10 m, an internal diameter of 0.032 m areall thickness of 6 mm. The mass flow rate
was set to 0.01 kg/s and the inlet temperature7®1% K. The details of the used reaction
networks and the obtained speedup factor by aplicaf the developed UDF compared to the

standard FLUENT routines are shown in Table 4-4.

Table 4-4: Specifications of the reaction networkand the obtained speedup factor in the 3D validatio

simulations.
Feedstock Nr molecules Nr radicals Nrreactions  Speedup factor
Ethane 6 3 9 7.4
Butane 8 6 57 51.8
Propane 13 11 10C 54.2

The speedup factor is seen to increase with theanktsize up to a speedup factor around 50.
The reason for the large speedup factor is thréefatstly, less continuity equations are to be
solved by application of PSSA on the radicals. 8dbg the calculation of the reaction rates and
rates of formation is optimized. Finally, the si#gts of the system is reduced. To avoid

divergence without application of PSSA, under-rateon factors of 0.001 on the continuity
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equations of the radicals were necessary. By agtpit of PSSA, the under-relaxation factors of
all species continuity equations can be set to 0.9.

Figure 4-3 shows the mixing cup yields of the nadaindant molecules as a function of the axial
coordinate in the Butane case. A good agreementeleet the PSSA and non-PSSA cases is seen
for all molecules. Figure 4-4 shows the mixing gigdds of several radicals as a function of the
axial coordinate in the Butane case. Some diffeeeraze seen here. Most notably, the radicals
that can be formed directly from the feedstock muale butane have a non-zero value at the
reactor inlet which is most clearly seen for thethpeand ethyl radical. In general a small
underestimation is seen towards the end of theéaeas most clearly seen for the methyl radical.

Nonetheless the agreement is satisfactory.
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Figure 4-4: Yields of radicals as a function of asil coordinate [m] in 3D validation simulation ‘Butane’; B -

methyl; © - ethyl; ® - 1-butyl; “ - 2-butyl; “* - hydrogen radical; * - allyl; full lines with PSSA.

As the species concentrations vary significantgnfrthe reactor centerline to the reactor inner
wall [43] and as the concentrations near the wallimportant for an accurate calculation of the
coke formation rate when using a fundamental cofemétion model [42, 72, 73], the
concentrations in the Butane case as a functioadél coordinate at an axial position of 9.5 m
are compared in Figure 4-5 and Figure 4-6 for mdés and radicals respectively. When
applying PSSA on thp-radicals, the conversion near the reactor inndravan axial coordinate
of 9.5 m is 0.27 wt% higher than in the non-PSSg#ec&onsequently, the yield of the different
products is also slightly higher. A good agreentetiveen the PSSA and non-PSSA case is seen
for the radical concentrations at the center ofrdaetor. Near the reactor inner wall, the radical
concentrations are overpredicted by applying th8A S he average relative error is about 10 %.
For the most important radical coke precursors hiyerogen, methyl and ethyl, the relative error
is 9, 15 and 9 % respectively. In the fundament&irg model of Wauters and Marin [72, 73],

an increase of the concentration of these radlmal80 %, resulted in an increase of the coking
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rate by about 640, 165 and 10 % respectively. Hehteclear that the error made on the radical

concentrations near the wall by application of P3SAmall but can have a significant influence

on the simulated coking rates.
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4.3.3 Simulation of an industrial propane-cracking reacta
An industrial propane cracking reactor was simulafiéhe reactor is of the Millisecond type, i.e.
a straight tube with rather small length and diemmeompared to other reactor designs. The
reactor length is 10.55 m and the tube cross-gatitow area is 715.72 mm?2. A pure propane
feedstock is assumed. The dilution is 0.325 andirlet temperature is 903.7 K. The outlet
pressure is 205.7 kPa abs. A heat flux profile &snation of axial coordinate is applied to the
reactor outer wall. The total heat input is 102WW ker reactor. A conventional bare reactor
(Bare) is compared to the optimized finned reatSomnallFins’ of Chapter 3. The reactor details
are given in Chapter 3. As in Chapter 3, the ceesgional flow area, reactor length, flow rate

and heat input are the same for the two simula{8k

4.3.3.1 Discussion of three-dimensional simulation results

Figure 4-7 shows the external and internal tubeammperature as a function of axial
coordinate. Maximum values occur where the heattluthe reactor is maximal. The maximum
external tube temperature is 44 K lower in the $frad case compared to the Bare case.
Obviously, this will result in a significant increa of the run length. Table 4-5 shows the 3D

simulation results in the columns denoted with 88D’ and ‘SmallFins 3D’.
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Figure 4-7: External and internal wall temperature [K] as a function of axial coordinate [m] in the 3D

simulations of the industrial propane-cracking reador: - Bare external wall temperature; = = = - -

Bare internal wall temperature; «««==---- - SmallFins exterral wall temperature; - —-—-. - SmallFins internal

wall temperature.

Figure 4-8 shows the azimuthally averaged mixing process gas temperature as a function of
the radial coordinate at an axial coordinate o651 for the two reactors. The temperature
difference between center and inner wall is 91 Kili@ Bare reactor. This is reduced to 65 K by
application of the SmallFins reactor. A small buisigeen at a radial coordinate of 15 mm for the

SmallFins reactor which can be attributed to tlghér temperature in the wake of the fins [43].
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Figure 4-8: Azimuthally averaged mixing cup procesgias temperature [K] as a function of the radial

coordinate at an axial coordinate of 10.5 m in th8D simulations of the industrial propane-cracking eactor:

-Bare;, =------ - SmallFins.

Two phenomena influence the product selectivitiethe SmallFins reactor compared to the Bare
reactor: the larger reactor pressure drop and thre smiform cross-sectional temperature profile.
Depending on the reaction path through which aagegroduct is formed, the former or the latter
might have a decisive influence. The less unifoross-sectional temperature profile in the Bare
reactor will enhance the rate of reactions withigh tactivation energy. On the other hand, the

higher reactor pressure drop in the SmallFins wWallor bimolecular over monomolecular

reactions.

For the same heat input, the conversion is 0.44 it$teer in the SmallFins reactor than in the

Bare reactor. The mixing cup averaged propane c¢eioreas a function of axial coordinate is
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shown in Figure 4-9. The conversion initially inases faster in the Bare reactor as the induction
period for heating of the process gas is shomeleéd, the high temperature zone near the reactor
inner wall already induces C-C scissions more epstrresulting in the formation of radicals to
start reactions as shown in the insert of Figu@& Eurther downstream the reactor, the mixing
cup averaged temperature profile of the two readwvery similar and the higher pressure in the
SmallFins reactor results in higher reaction rageplaining the higher conversion in the

SmallFins reactor.
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Figure 4-9: Mixing cup averaged propane conversioffo] as a function of axial coordinate [m] in the 3D

simulations of the industrial propane-cracking readtor: -Bare; ====-- - SmallFins.

As seen from Table 4-5, the selectivity towards haeé is higher in the SmallFins reactor.

Methane is mainly formed by hydrogen abstractianpmmpane by the methyl radical. Van Geem
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et al. [42] simulated a higher methane yield usirtgzo-dimensional simulation model compared
to a one-dimensional simulation model during cragkof ethane. This was attributed to the
higher concentration of the methyl radical becanfsthe high temperature zone near the reactor
inner wall in the 2D model. Following this reasamira higher methane selectivity would be
expected in the Bare reactor. During cracking bfee, the methyl radical is formed by C-C
scission of ethane, which has a high activatiorrggne.e. about 377 kJ/mol [74]. However,
during cracking of propane, methyl is mainly forntedp-scission of the 1-propyl radical. This
reaction has a much lower activation energy (13m&l) and hence, a negligible difference in
mixing cup average concentration of the methylgaldis simulated. As formation of methane
from methyl mainly proceeds via bimolecular abdtoag; the higher pressure drop in the

SmallFins reactor causes the higher methane ssatgcti

- ——= CHy + CHy E.= 377 kdmol (R4

N —> S+ CHy Ea=137ki/mol  (R4.2)
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Table 4-5: Comparison simulation results for Bare ad SmallFins reactor using a 3D model and the onekdensional models 1D, 1D T and 1D Tj.

Bare3D BarelD BarelDT BarelDTp

SmallFins 3D SmallFins 1D SmallFins 1D T SmallFingD T, g

Coil-outlet-temperature [K] 1168 1170 1169 1166 1167 1171 1170 1169
Heat input [kW] 102.7 104.3 103.2 103.1 102.7 104.0 103.4 103.2
Pressure drop [kPa] 23.0 25.5 255 25.6 45.6 45.1 45.0 45.6
P/E ratio [wt%/wt%] 0.70 0.73 0.73 0.73 0.71 0.72 0.72 0.72
Propane conversion [-] 75.1 75.1 75.1 75.1 75.6 75.6 75.6 75.6
Product Yields [wt%]

C4- 93.52 93.72 93.72 93.68 93.50 93.59 93.62 93.58
[C5+-Benzene| 2.68 2.62 2.62 2.63 2.69 2.64 2.64 2.64
[Benzene-Naphthalene] 3.80 3.66 3.66 3.69 3.80 3.77 3.74 3.78
H> 2.05 2.04 2.04 2.04 2.05 2.04 2.03 2.05
CH, 15.00 15.10 15.10 15.10 15.22 15.32 15.32 15.32
C,H, 0.71 0.65 0.65 0.66 0.69 0.66 0.65 0.67
C,H,4 27.26 26.86 26.86 26.89 27.29 27.10 27.10 27.12
C,Hs 1.19 1.12 1.12 1.13 1.17 1.16 1.17 1.14
CsH, 0.82 0.79 0.79 0.80 0.80 0.79 0.78 0.80
CsHs 19.13 19.72 19.72 19.68 19.30 19.61 19.61 19.58
CsHg 24.85 24.91 24.91 24.87 24.41 24.38 24.41 24.39
1,3-GHs 1.42 1.39 1.39 1.38 1.45 1.40 1.41 1.39
1-CHg 0.89 0.94 0.94 0.93 0.93 0.93 0.94 0.93
2-C4Hg 0.12 0.13 0.13 0.13 0.13 0.13 0.13 0.13
i-C4Hg 0.06 0.07 0.07 0.07 0.07 0.07 0.07 0.07
n-C4Hyg 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
1,3-Cyclopentadiene 1.64 1.58 1.58 1.59 1.61 1.59 1.58 1.60
Me-1,3-Cyclopentadiene 0.36 0.35 0.35 0.35 0.36 0.35 0.34 0.34
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Benzene 2.43 2.46 2.46 2.48 2.48 2.53 251 2.54
Toluene 0.41 0.35 0.35 0.35 0.39 0.36 0.36 0.36
Styrene 0.10 0.08 0.08 0.08 0.10 0.08 0.08 0.09
Naphthalene 0.85 0.77 0.77 0.77 0.84 0.80 0.79 0.80
Product Selectivity [wt%]

C4- 91.37 91.64 91.64 91.59 91.52 91.56 91.51 91.37
[C5+-Benzene[ 3.57 3.49 3.50 3.50 3.50 3.49 3.49 3.57
[Benzene-Naphthalene] 5.06 4.91 4.98 4.95 4.98 4.95 5.00 5.06
H, 2.73 2.71 2.71 2.72 2.71 2.70 2.69 2.70
CH, 19.96  20.11 20.11 20.10 20.14 20.26 20.26 20.26
CH, 0.94 0.87 0.87 0.88 0.91 0.87 0.86 0.89
CH, 36.27  35.76 35.76 35.79 36.10 35.83 35.86 35.86
CoHs 1.58 1.49 1.49 1.50 1.55 1.53 1.54 1.51
CsH, 1.09 1.05 1.05 1.06 1.06 1.04 1.04 1.06
CsHs 25.45  26.26 26.26 26.20 25.53 25.93 25.94 25.90
1,3-CHe 1.88 1.85 1.85 1.83 1.91 1.85 1.86 1.83
1-C4Hg 1.19 1.25 1.25 1.24 1.23 1.23 1.24 1.23
2-C4Hg 0.16 0.17 0.17 0.17 0.17 0.17 0.17 0.17
i-C4Hsg 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09
n-CyHyc 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
1,3-Cyclopentadiene 218 210 2.10 211 2.13 211 2.09 2.12
Me-1,3-Cyclopentadiene 0.48  0.46 0.46 0.46 0.48 0.46 0.46 0.45
Benzene 3.24 3.27 3.27 3.30 3.28 3.34 3.32 3.36
Toluene 0.55 0.46 0.46 0.47 0.52 0.47 0.47 0.48
Styrene 0.14 0.11 0.11 0.11 0.13 0.11 0.11 0.11
Naphthalene 1.13  1.02 1.02 1.03 1.11 1.05 1.05 1.05
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The selectivity towards ethane is lower in the Sfna¢ reactor than in the Bare reactor. Ethane
is mainly formed by hydrogen abstraction by theyktladical and by recombination of two
methyl radicals. Figure 4-10 shows the rate of fttan of ethane by these two contributions.
The methyl recombination is bimolecular and hensefdavored at higher pressure. The
concentration of the ethyl radical in the Bare teaés higher than in the SmallFins reactors
because of the high temperature zone near theoresmter wall. Ethyl radicals are mainly
formed via C-C scission of propane having a higiivaton energy, i.e. about 370 kJ/mol [74].
As the lion’s share of the ethane formation goesugh ethyl radicals as shown in Figure 4-10,
the higher ethane formation via the ethyl radicalthe Bare reactor compensates the high

pressure effect on the bimolecular recombinatiactien in the SmallFins reactor.

4R = _~ + R (R4.3)

CHy + CHy —= (R4.4)
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Figure 4-10: Rate of formation [mol/m3/s] of ethanes a function of axial coordinate [m]:

- by ethyl

hydrogen abstraction; ------ - by methyl-methyl recombinaion.

A lower ethene selectivity is simulated by applicatof the SmallFins reactor compared to the
Bare reactor. Ethene is mainly formed by fhscission of the 1-propyl radical. This 1-propyl
radical is formed by hydrogen addition to propeAs. shown in Figure 4-11, the hydrogen
radical yield is higher in the Bare than in the 8Rias reactor. This higher hydrogen radical
yield results in a higher rate of formation of bpyl and subsequently a higher ethene
production. As this pathway consumes propenesd akplains the higher propene selectivity in

the SmallFins reactor.
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Figure 4-11: Hydrogen radical yield [10" wt%)] as a function of axial coordinate [m] in the3D simulations of

- Bare; ------ - SmallFins.

the industrial propane-cracking reactor:

A slightly higher selectivity towards 1,3-butadieriebutene and 2-butene is simulated. Figure
4-12 shows a scheme of the most important reactleading to the formation of these

components.
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Figure 4-12: Reaction pathway to G-olefins.

1-Butene is formed via the recombination of a mieétimg an allyl radical. Subsequent hydrogen
abstraction yields the 1-buten-3-yl radical, whidm form 2-butene or 1,3-butadiene. As the
formation of 1-butene is bimolecular, this reactisnfavored at high pressure, explaining the
higher yields of the golefins. It is noted that during steam crackinghehvier paraffins, e.g.
present in naphtha feedstocks, 1-butene is maariypdd viap-scissions, e.g. vif-scission of
the 3-hexyl radical forming 1-butene and ethyl dgrthermal cracking of hexane [75]. Hence, a
higher G-olefins selectivity is probably not to be expecteg application of a 3D reactor

technology when cracking heavier feedstocks.

The increase in 1,3-butadiene selectivity by apggilie of the SmallFins reactor is smaller than in
Chapter 3 [43]. This is caused by part of 1,3-betael reacting with vinyl radicals to yield

benzene as shown by Sabbe et al. [76] and Dijkratuas [56] not accounted for in the kinetic
model used in Chapter 3. Another main route to éeeazs the addition of allyl to propadiene and

propyne. These pathways are accounted for irpthetwork by reactions involving benzyl and
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cyclopentadienyl radicals taken from the high terapge combustion kinetic model developed
by the CRECK modeling group [77]. As both thesetesunvolve a bimolecular first reaction,
they are favored at higher pressure, i.e. in thallins reactor. Based on these considerations
solely, a much higher increase in benzene selgcinould be expected in the SmallFins reactor.
However, both routes to benzene involve typicahftgmperature species, i.e. vinyl and propyne
or propadiene respectively. Vinyl is formed by hygken abstraction from ethene, mainly by
methyl and hydrogen radicals which are hydrogertratttons with high activation energies
(84.4 and 72.1 kJ/mol respectively). Propyne andpgadiene are formed by a hydrogen
abstraction from propene to form propen-2-yl arglibasequeni-scission. Like the formation of
vinyl, the formation of propen-2-yl has a high aation energy. These considerations make that

the vinyl, propyne and propadiene yields are highé¢ine Bare reactor as shown in Figure 4-13.
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Figure 4-13: Mixing cup average yield of vinyl radcal [10* wt%)] (A), propyne [10™ wt%)] (B) and propadiene
[10* wt%)] (A) as a function of axial coordinate [m] inthe 3D simulations of the industrial propane-crackng

reactor: - Bare; =-=--- - SmallFins.
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Hence, the rate of formation of benzene in the &nmd reactor in comparison to the Bare
reactor, is a balance between an increase causadigper pressure and a decrease caused by a
greater cross-sectional temperature uniformity.sTétatement is corroborated by Figure 4-14,
showing the benzene rate of formation as a funaifaadial coordinate at an axial coordinate of

7 m. In the reactor center, a higher rate of foromats seen in the SmallFins reactor caused by
the higher pressure. However, near the reactor wak, the rate of formation is lower caused by
the lower temperature. For the here adopted reagsigns, feedstock and process conditions,
the balance tips slightly in favor of the increasesed by the higher pressure. However, for other
designs, conditions and/or feedstocks, the oppasgét hold, showing the need for these highly
detailed three-dimensional simulations upon evalnatf the application of a 3D reactor design

in a specific cracker.
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Figure 4-14: Rate of formation of benzene [mol/m3]sas a function of radial coordinate [m] at an axi&

coordinate of 7 m in the 3D simulations of the indstrial propane-cracking reactor: - Bare 3D;

------ - SmallFins 3D.

4.3.3.2 Comparison to one-dimensional plug flow simulations

To assess the error when using a one-dimensionglffdw model, simulations were performed
using COILSIM1D. Although COILSIM1D normally comesith an extensive single-event
microkinetic model containing about 700 species #ralisands of reactions, the microkinetic
model adopted in the 3D simulations was used isegl@OILSIM1D simulations. Furthermore,
the algorithm of application of PSSA on tfeadicals, the thermodynamic data of the species

and the reactor alloy properties of the 3D simalaiwere implemented to isolate the effect of
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the adopted reactor model on the simulation resktis the simulations of the Bare tulag,and
ap were set to unity, while for the SmallFins tulag, anda, were set to 1.98 and 1.52

respectively, values obtained from the non-readtos® simulations of Chapter 3.

Table 4-5 compares the 1D simulation results with 3D simulation results of the two reactors
discussed above. For the two reactor designs, thesimulations were performed; without
radial profiles (1D), with a radial temperaturefgeo(1D T) and with a radial temperature gid
radicals profile (1D Tp). In all 1D simulations, the heat flux profile ttee reactors was scaled to
obtain the same propane conversion as in the gameling 3D simulation. In the 1D model
without radial profiles, the heat input necessamythe desired conversion is 1.5 % and 1.2 %
higher for the Bare and SmallFins reactor respelgtivihese errors are small but are significant
when considering that a similar error on the fl@hfrate to the furnace will be simulated when
performing coupled furnace-reactor simulations. Wiaecounting for the radial temperature
profile, these differences decrease to 0.45 % a6l % for the Bare and SmallFins reactor
respectively. Accounting for the radial non-unifatynof the p-radicals further reduces the
differences to 0.37 % and 0.49 %. The COT in thesliulations is higher than in the 3D
simulations. Taking into account radial profilesuls in a closer agreement between the 1D and
3D simulated COT’s. The pressure drop in the Baeetor is slightly overpredicted in the 1D
model compared to the 3D results. For the Smallf@astor, a good agreement is obtained. This
shows that using a correction factor obtained froom-reactive CFD simulations can give

accurate pressure drop predictions for reactivesibilations. However, it should be noted that
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the Reynolds number of the non-reactive simulaina this reactor simulation is the same which

is obviously important to obtain a correct scaliagtor.

Figure 4-15A and B compare the external tube watigerature (TMT) in the 3D and the 1D
simulations for the Bare and the SmallFins reactspectively. For the Bare reactor, the
maximum tube metal temperature is overpredicte@®K using the 1D model without radial
profiles. As shown by Sundaram and Froment [4H,tdmperature difference between the inner
wall temperature and the mixing cup process gageeature is indeed larger when using a
correlation for the Nusselt number derived for meaetive flow than when accounting for the
endothermic reactions. Consequently, a good agm#ermeseen between 1D and 3D TMT's
towards the end of the reactor where the endotleaneat of reaction is lower. Furthermore, axial
conduction in the tube metal is not accounted fiothe 1D model, which flattens out the TMT
profile in the 3D simulations, reducing the TMT nmaym. Taking into account the effect of
only the radial temperature and afseadicals concentration profile reduces the ovefigt®n of
the maximum TMT to 20 and 13 K respectively. Simidansiderations as made for the Bare
reactor can be made for the SmallFins reactor, avitheximum TMT difference compared to the

3D simulation equal to 20, 18 and 14 K for 1D, 1@&arid 1D T respectively.
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Figure 4-15: External tube metal temperature [K] fa the Bare (A) and SmallFins (B) reactor.—— - Bare
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Figure 4-16 shows the propane conversion for theetdimensional and the one-dimensional
simulations of the Bare reactor. Without accounfimgradial profiles, the induction length for
reaction to start is longer compared to the 3D &tran. When accounting for radial temperature
andp-radical concentrations in the 1D simulations, ageeement with the 3D conversion profile

at the start of the reactor is better as seen theninsert in Figure 4-16.
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Figure 4-16: Propane conversion [wt%)] as a functiomof axial coordinate [m]: + - Bare 3D;- = = - Bare 1D;
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Besides for ethene and propene, the agreement dretthe 1D model without accounting for
radial profiles and the 3D model for the produclgs is satisfactory for the Bare reactor. The
propene yield is overpredicted by 0.6 wt% in therhiBdel and consequently the ethene vyield is
underpredicted by 0.4 wt%. Accounting for radialofges of temperature an@-radicals
concentrations slightly improves the agreement ausignificant deviation remains. The
difference between the 1D model without accountargadial profiles and the 3D model for the
ethene and propene yield is smaller for the SmadlRieactor, i.e. 0.2 wt% and 0.3 wt%
respectively. Indeed, the radial temperature amt@atration profiles are less pronounced in the

SmallFins reactor making the plug flow assumptionrenaccurate for this reactor. When
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analyzing the effect of the reactor geometry ongteduct selectivities, it is seen that only for
some products the right trends are predicted byltbemodel, even when radial profiles of
temperature an@-radicals are accounted for. The increase in methpropene and benzene
selectivity by application of the SmallFins read®mwell captured. On the contrary, the decrease
in ethene selectivity and the small increase jf{ddolefins selectivity is not captured by the 1D

T, model.

4.4 Conclusions

A methodology was developed to adopt detailed lamabdels in computational fluid dynamics
simulations of steam cracking reactors. Eventudlysimulations should become the industrial
standard for design because comparison to 1D piwg reactor simulations shows that a small
but significant error is made by neglecting tha@ased reaction rates in the film near the reactor
inner wall. Significant speedup in the 3D simulaiovas achieved by a combination of three
techniques. Firstly, the application of the p-ratlioypothesis and PSSA on p-radicals during
network generation reduces the number of and iffeests of the species continuity equations.
Secondly, on the fly application of the PSSA on ifye)-radicals further reduces the number of
continuity equations and the stiffness of the systEinally, Mapl&’s CodeGeneration package
was used to generate an optimal calculation proeethr the reaction rates and the rates of
formation. Depending on the kinetic model’'s sizepaedup factor from 7.4 to 54.2 was obtained
compared to the standard FLUENT routines. A goagemgent was seen for the species yields
compared to the conventional 3D simulations. Theladions are the largest for the radicals

weight fraction near the reactor inner wall witharerage relative error of 10 %, which could be
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significant for example when fundamental coking eiedare considered. Application to a
propane-cracking conventional bare reactor and lecomally finned reactor shows that
considering a kinetic model of 85 species, thedthneactor outperforms the bare reactor if only
coke formation is considered as the maximum tubgézature was reduced by 44 K. However,
the ethene selectivity is reduced by 0.17 % whitgopne and 1,3-butadiene selectivity increased
by 0.08 and 0.03 % respectively. Reaction pathyarsabn the detailed kinetic model reveals that
the change in ethene and propene selectivity arelated as less propene is converted to ethene
in the SmallFins reactor because of the lower hyeinoradical concentration. The increase in
1,3-butadiene is caused by the higher pressureaape first step in 1,3-butadiene formation is
the bimolecular recombination of methyl and all§lso the benzene selectivity is 0.05 wt%
higher in the SmallFins reactor because of the drigtressure drop. Accounting for radial
temperature and radicals concentration profilea ¥D model, improves the agreement between
the 1D and 3D simulated heat input, tube metal sratpre and coil-outlet temperature.
However, the effect of a 3D reactor technology aodpct selectivities is not well captured by a
1D model. Accounting for radial temperature andaald concentration profiles only results in a
marginal improvement. This illustrates the need 3@ reactor simulations upon economic
evaluation of a 3D reactor technology, where thédroff between the run length improvement

and the change in products selectivity is key.
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5.1 Introduction

Modeling finite-rate chemistry in turbulent rea&iflows presents a challenge because of the
large span in length and time scales. In Large ESugulations (LES) or Direct Numerical
Simulations (DNS), the largest or all turbulentéiscales are explicitly resolved, implying that
local fluctuations and their effect on reactionegtare explicitly accounted for. Although
requiring stringent computational resources, LE®ulence models have been successfully
applied to reactive flows and this mainly in comous research [1-6]. The present work focuses
on steam cracking of hydrocarbons, i.e. pyrolyaig] although pyrolysis reactions are inherently
a part of kinetic models for combustion, the sintiola requirements for combustion and steam
cracking are quite different. Indeed, as often mh@n objectives of a CFD simulation of a
combustion process are the prediction of heat selehlame temperature and flame stability,
reduced kinetic models and/or mixture fraction apphes are typically sufficient. The main
exception is the simulation &f0, formation during combustion which requires a dethkinetic
model. HoweverNO, formation is mostly calculated in a post-procegsstep, decoupling the
flow dynamics from th&v 0, chemistry calculation [7]. On the contrary, onetloé paramount
objectives of any simulation of a steam crackiragrter, whether with a plug flow reactor model
or using a CFD model, is the accurate simulationpofduct yields. Whereas typically
combustion proceeds to full conversion to steamaandon dioxide, steam cracking reactors are
operated at a partial conversion to maximize tloelpetion of valuable light olefins. These two
observations mean that the minimum size of thetkin@odels necessary for steam cracking
reactor simulations is larger than that requiradtypical combustion simulations. Secondly, the

Reynolds number in industrial steam cracking reaatanges from 80,000 to more than 200,000
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[8]. The grid requirements for wall-resolved LESalscto the power of 1.8 with the Reynolds
number [9, 10], currently limiting LES to Reynoldsimbers of approximately 100,000. The
combination of the large kinetic model and the éagyid size renders a spatial LES of an
industrial steam cracking reactor computationaéipyvdemanding. Therefore Reynolds Averaged
turbulence models are used in this work. Howeveglett of the turbulent fluctuations by using
the mean temperature and concentrations for tleelleéibn of reaction rates can induce an error:
7; # 1;(T, C) (5.1)
and this mainly due to the highly nonlinear deperdeof the reaction rate coefficient on

temperature in the Arrhenius equation:

k; # k;(T) = Aie_% (5.2)

The effect of turbulent fluctuations on the reacticates can be accounted for in RANS
simulations by scalar-variance transport equationtemperature and species concentrations. As
the temperature dependence (exponential) is strahga the concentration dependence (first or
second order in pyrolysis kinetic models), only éfiect of temperature fluctuations is accounted
for here. Scalar-variance transport equations lhees used for several applications. One of the
most important being the simulation of turbulergmixed flames [11-13]. In order to reduce the
computational load in this application, a chemistnpdel based on elementary reactions is
eliminated. Instead, a so-called reaction progvassble is introduced which is defined in such a
way that it spans the interval between unburned &rty burned fuel by increasing
monotonically from zero to one. Transport equatifamghe progress variable mean and variance

are solved and the species concentrations arestuoted in a post-processing step based on a

predefined probability density function (PDF) oktheaction progress variable. Scalar-variance
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transport equations have also been used to prgdicformation in turbulent combustion [7]. In

a post-processing step, the formation rat&@f is calculated based on the temperature mean
and variance and mean species concentrations.

In this work, a code for the three-dimensional datian of steam cracking reactors based on the
free and open source CFD package OpenF&Ads developed [14, 15]. The effect of turbulent
temperature fluctuations on the reaction rates lmaraccounted for by solving a temperature
variance transport equation. It should be noted ithaontrast to non-premixed combustion, the
reactants in steam cracking reactors are (pre)mktedce, the effect of finite-rate mixing by e.g.
the Eddy Dissipation Concept [16] or the Eddy Brgalodel [17] is not accounted for here.
Pseudo-steady state is applied to the radicalssasssed in Chapter 4 to limit the computational
cost while maintaining the chemical detail. To et reduce the computational cost, the code
also incorporates a dynamic zoning method. In &% of the chapter, the model equations are
summarized and the solution procedures are disgudsext, the importance of turbulence-

chemistry interaction in steam cracking reactossessed and an industrial reactor is simulated.

5.2 Model equations

5.2.1 Conservation equations
Steam cracking reactors are gas-phase flow tubedators made out of high Cr-Ni-alloy steels.
To account for the conductive heat transfer inréactor metal, next to the process gas region,
also the solid metal region is modeled. The proessn-isothermal and non-isobaric and hence
the solution of both the momentum and the energyaton is required for the process gas. The

process gas can be considered as an ideal gasreniktuthe reactor metal region, only the
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conductive heat transfer equation is solved. Theegong steady-state conservation equations
are summarized in Table 5-1. Turbulence can bentak® account using any of the available

standard RANS turbulence models of OpenFUAd new user-implemented turbulence models.

Table 5-1: Conservation equations.

Process gas region

Global mass V- (om) =0 (5.3)
Momentum V- (pHi) = —Vp + V- (5.4)
Ener 1 A

¥ V- <pﬁ (h += |ﬁ|2)> =V- <—f'eff Vh) +Sh (®-5)

2 PCp

Species V- (aC) = —V- (Duy;,VG,) + Ry, Vj = Lnspec =1 OO
Reactor metal region
Energy V-(A,VT) =0 (5.7)

In the Navier-Stokes equations, the laminar vidgasi the ideal gas mixture is calculated from

the species laminar viscosity using an ideal mixang. The species laminar viscositjgg are

calculated from kinetic theory using the speciesria#d-Jones well depty; andoy,, i.e. the

MM; T

distance at which the intermolecular potential e&twthe two particles is zem;; = )
%L1\

with Q(T*) = 1.16145T* 14874 1 0.52487¢707732T" 1 2.16178¢ 243787T" and T+ = “E~

€Lyj

Most values foe,; ando,; are taken from literature [18], with the remainiaegtimated using

RMG’s TransportDataEstimator [19]. In the energyatipn (5.5),/12—5” is the thermal diffusivity
14
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containing contributions of laminar and turbuleiftusion, i.e.As.;f = A7, + A¢,. The laminar
conductivity coefficientls; is calculated from kinetic theory, i.8s,; = u; ; (cp,j +ZR)' The
turbulent conductivity coefficient;, is calculated from the turbulent viscosity, g, = :—rt

t

with Pr, = 0.85. The heat of reactiofy;, is calculated from the species heat of formation:
Sn = X720 RiAs ;h. The species continuity equations (5.6) are soffegdispec — 1 species
with the concentration of the last species caleddtom the global mass balance (5.3). Steam is
chosen as the last component because it is présetite entire reactor in a considerable
concentration because in the process it is addedddsent. Furthermore, steam is considered to
be inert in the here adopted reaction mechanisrdshance the uniformity of the steam mass

fraction over the reactor acts as a double checlkcdavergence and mass conservation of the

simulation. The effective diffusion coefficiebt,, ; in the species continuity equations has a
laminar and a turbulent contributiob, s ; = D; ; + D, ;. The laminar coefficient is neglected as
its contribution is minor in comparison to the tuldnt contribution which is calculated from the

turbulent viscosity, i.eD, ; = £ with Sc, = 0.7 [20].
t

To account for the effect of local turbulent flustwns on the reaction rates a temperature
probability density function is used as explaine®i3.2. The temperature variance is obtained by
solving the scalar variance equation (5.8). Thevegon of this equation is shown in Fox [21]
and relies on the eddy diffusivity concept of Koljooov's theory for the unclosed terms. The
laminar transport contribution in the first termtire right-hand side of equation (5.8) is neglected

because of the high Reynolds numbers.
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(r2) . Kt 2 Ht omna (5.8)
V- (piic?) = V- (p o Vo?) + 25 (1) — &

There are two distinct ways of obtaining the terapee variance dissipatiosy. In fully
developed flow at high Reynolds numbers, the akjebequilibrium’ model, i.e. equation (5.8),
can be used [21]. The paramefegris typically set to 2.0 based on the experimentaik of
Beguier et al [22].

€ 5.9
ET = ClEUTZ ( )

For non-fully developed flow, the effect of turbote anisotropy and mean shear stress can be
accounted for by modeling an extra transport equodir the temperature variance dissipation
(5.10).

Er

(5.10)

==

C,k _
Pou T + Cope

S, 5]

V(puer) = V- (pﬁng) —Cyp

C,k
Csp?t—er + C
S, 3P 10 ér 4

e
The terms with the model paramet€gsand(C; are the respective dissipation terms due to scalar
and mechanical destruction of fluctuations. Thentewith the model parametefs andCs are

the respective production terms due to scalar grasliand velocity gradients. Many sets of

values have been proposed for the model paran@tars, C, andCs. An extensive overview is

given by Sanders and Gokalp [23]. The model paranigtis part of the turbulence model and

equal to 0.09 in most kturbulence models. The source td&his the strain rate tensor defined
as:
sy=n(2l, 0% 5.11
b 2\0 Xj 0 X ( ' )
Based on user-input, turbulence-chemistry intebactan or cannot be taken into account. If

turbulence-chemistry is accounted for, the ‘equilitm’ closure model, i.e. equation (5.9), or one
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of the fifteen sets of implemented parameter vafoegquation (5.10) can be used. To assure
convergence, iterations are performed until thalfresiduals of all equations are belbds 15

and below1071® for the gas region energy equation. Furthermone, autlet mixing cup
temperature and species concentrations are mathittrebe constant during the final 100

iterations.

5.2.2  Species rate of formation
As discussed in Chapter 1 thermal cracking of hgarhoons proceeds mainly through a radical
mechanism [24-26]. The adopted kinetic models i3 thork are single-event microkinetic
models that only take into account elementary reast The kinetic models were derived from
the model of Van de Vijver et al. [27] by removisgecies known to be unimportant during
cracking of the considered feedstock molecule. Vdiglity of the reduced network is shown in
Appendix A by comparing one-dimensional plug floiwnslation results obtained with the
reduced and the full model to pilot plant data. rit@dynamic data of most molecules and
radicals was derived from first principles CBS-Q&#8culations of Sabbe et al. [28, 29]. Missing
data was estimated using RMG’s ThermoDataEstim§i®]. To avoid time-consuming
calculation of reverse reaction rates, reversilgiactions are decoupled into two irreversible
reactions with the Arrhenius parameters of the n&eeaction calculated prior to the simulation
via regression to the values expressed by thernaodiyn consistency over the relevant
temperature range from 700 to 1300 K.
A probability density function (PDF) is used to @ahte the average reaction rate coefficients to

account for turbulence-chemistry interaction:
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k; = f k;(T)P(T)dT (5.12)
0
with k; the mean reaction rate coefficient used for thieutation of the reaction ratei; =
ki TT728“v; ;C;. A predefined Gaussian probability function distion for temperature is

Jj=1

assumed:

_(r-1)?
P(T) =———e 20% (5.13)
(2mo?)z

With T the mean temperature obtained by solving the enequation (5.5) and? the
temperature variance. The temperature variancesgomh equation (5.8) is solved to obtain a

value fora?2 in each grid cell.

5.3 Solution procedure

5.3.1 Conservation equations

OpenFOAM applies the finite-volume method on collocateddgriand adopts Gaussian
integration. A segregated solver was used to dbkweonservation equations given in Table 5-1.
The Semi-Implicit Method for Pressure-Linked Eqaas (SIMPLE) algorithm was used to solve
the Navier-Stokes equations. The mesh orthogonatity high enough in all simulations, not to
require any non-orthogonal correctors. K »rder central differencing spatial discretization
scheme was used, with a limiter for the speciessrfrastions to be non-negative and below or
equal to unity. As turbulence model, the shearsstiteansport (SST) & model was used to
calculate the eddy viscosity [30]. Using detailédlekic models renders the species conservation
equations highly stiff because of the large diffee in time scales associated with species and

reactions as discussed in Chapter 1. To tacklei¢sise, the pseudo-steady state assumption
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(PSSA) is applied on the radicals on-the fly usangumerical algebraic solver. Besides reducing
the stiffness of the species conservation equatials® the number of species conservation
equations is reduced as the concentrations of @& dpecies is calculated in the algebraic solver
based on the concentrations of the non-PSS spdcieare elaborate discussion on the adopted

algorithm using FLUENY was given in Chapter 4.

5.3.2  Turbulence-chemistry interaction
When turbulence-chemistry interaction is accourieedthe integral in equation (5.12) has to be
integrated in each cell at every iteration. Comtiamaof equation (5.12) and (5.13) gives the

following expression for the mean reaction rateffocient:

ki =E(k) = 2mof)'/? fw A; exp (—}%) exp <—ﬂ> dr (5.14)

2 0f
A linear transformation df to the normalized variableis performed. The resulting expression

for the mean reaction rate coefficient is giverohel

T-T

YT 2o (5.15)

= o172 _ _ ai .2
ki=mn f_oo Alexp< @ a%)1/2x+7_")>eXp( x%) dx (5.16)
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The right-hand side of this expression can be tesrias:
w12 joo exp(—x?)| A;exp| — Eai — || dx
o ' R(2adP) V2x+T)
(5.17)

= q~1/2 me(x) f(x) dx

with W (x) = exp(—x?2) andf (x) = A; exp <_ Eq,i )

R ((202)"% x+7)

In order to easily carry out the integral in (5.htmerically, Gaussian quadrature is adopted. A

Gaussian quadrature rule is an approximation ofritegral of a function as a weighted sum of

function values at specified points within the damef integration. These specific pointsat

which the function is evaluated are called the islsae, the weighting factong are called the

weights. The number of function evaluatidvniss called the quadrature order. Hence, the main

equation of Gaussian quadrature is:

b N
f W) f(x)dx = ij f(xj)
a _l:l

The concept is to project the functipfx) on an orthonormal set of functions. Based on the
weight function in equation (5.17) beiegp(—x?), the Gauss-Hermite polynomials are suited as

a basis for the Gaussian quadrature. The recurnetaton for the Gauss-Hermite orthogonal

polynomials is:

(5.18)

(5.19)
(5.20)
(5.21)
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In order to use the orthogonal set of Gauss-Hermainomials in Gaussian quadrature,
normalization of the set of orthogonal equationsnécessary. However, for higher orders,
overflow of the variables can occur. Therefore,fhiwing alternative set of recurrence relation

and weights can be used which allow a direct geioeraf an orthonormal set of polynomials.

A,.=0 (5.22)
H ! 5.23
Hy = 73 (5.23)

_ 9 \1/2 j vz
Hjva = x (j n 1) H = (j n 1) Hja 5249
Wj=——""—7 (5.25)

[y (x)]

H =Q@pYH_, (5.26)

The roots of the Gauss-Hermite polynomiﬁ}scan be found using Newton’s method in case
adequate initial estimates are available. Howewenore efficient method than finding the roots
of the polynomial function of orddy with Newton methods is often preferred. Based lon t

results of Wilf [31], roots of a set of orthonornmdlynomials can be found based on the matrix
representation of the recurrence relation via tldusWelsch algorithm [32]. The recurrence

relation (5.24) is rewritten and transformed to nm&brm.

x H = (#) Hii + (%) Hi_, (5.27)
|

x| i = (5.28)
]
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The N x N-matrix for the set of Gauss-Hermite polynomialghss defined by the following

expression fof <i < N. All the other elements of the matrix are equdl.to

1/2

Jii+1 = Jiv1,i = (l -'2- 1) (5.29)

The eigenvalues of the matrix are the abscisga€he weightw; associated with; is the square
root of the first element of the eigenvector cqoargling tax; multiplied with the integral of the

weight function over the full integration domain:

b (o]
fa W(x) dx = ‘[_WEXP(—XZ) dx = m'/? (5.30)

The eigensolver distributed by Passalacqua [33das the EISPACK package [34] is used to
calculate the eigenvalues and eigenvectors oNtleV-matrix of equation (5.28). The set of
abscissae and weights for the integration of equath.17) are now available to calculate the

mean reaction rate:

IIl

1 E
2 ) w4 Y
i Z exp( R((Za%)l/ij+T)> (5.31)

As calculation of the abscissae and weights ispaddent from the adopted reaction network, it
is performed prior to the simulation. A quadratarder of 7 was seen to give satisfactory results.
The on-the-fly integration of equation (5.12) thugaks down to the inner product of the 7

pre-calculated weights and the reaction rate eteduat the 7 abscissae, i.e. temperatures.
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5.3.3  Dynamic zoning method
The second term on the right-hand side of the teatypes variance conservation equation (5.8) is
the production term caused by the temperature gnadin steam cracking reactors, this gradient
is largest near the inner wall. Furthermore, thdmeensional reactor technologies aiming at
enhanced heat transfer, induce flow fluctuations tambulence via the wall. Hence, an accurate
description of the near-wall region using a low-Rays formulation of the turbulence model is
desirable. This requires a first-cell dimensionlesall distance ¥ below unity, yielding a
first-cell thickness in the um range. Given thegéalength of steam cracking reactors, i.e. from
10 to 100 m, this results in grids containing tehsnillions of cells. Calculation of the reaction
rates and rates of formation accounts for the Ergeare in CPU time. Hence, significant speed-
up would be realized if the chemistry calculatiovmuld not require such a fine grid. To evaluate
this, a dynamic zoning partitioning scheme basetherwork of Liang et al. [35] was tested. The
latter comprises three steps: grouping of “thernmaghyically similar” cells into zones,
calculation of the reaction rates and rates of &rom based on the zonal averages and mapping
of the zonal averaged solution back to the indigidtells. For combustion applications, several
advanced algorithms [35, 36] have been proposedrmuping of cells because of the strongly
varying conditions during combustion, e.g. from Hiygstratified to near-homogeneous. This
implies that for certain outliers, e.g. cells whageition starts, the algorithm must assure that th
accuracy is maintained which results in a signiftc@dPU overhead. In the case of pyrolysis and
steam cracking, the thermodynamic state is muclemoiform over the grid than in combustion
applications because of the endothermic naturdefplyrolysis reactions. Therefore, a simple,

fast, uniform zoning method can be applied. Wheglewting turbulence-chemistry interaction,
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the thermodynamic state that determines the ratdermation in cellk is [T, C,]. Hence,
strictly speaking grouping of cells should be perfed by comparison of all species
concentrations and temperature. This is inappledtt two reasons: the CPU time associated
with comparison of all these variables would be lgh and it is difficult to define appropriate
criteria for similarity for each species individlyads one should know the expected concentration
span of each species in the reactor [37]. Howesaraapproximation, the thermodynamic state
can be simply thought of as being determined bynédd number of so-called featurég35],

e.g. the temperatuf® and the conversion of a feedstock component. Eigdt shows the rate
of formation for ethene as a function of tempematand butane conversion for all cells in the
simulation of a butane cracking reactor. Indee@, rtte of formation for ethene is a smooth
function of mean temperature and butane converaiah grouping of cells can be performed
based on these two features. In each iteration gtepminimum and maximum values of the
selected features are determined. Next, based on user-suppliedhblds on each featueg,

the cells are uniformly grouped into zones as showifigure 5-1. Based on the zonal averages,
the rates of formation and the heat of reactioncaleulated for each zone [35]. Finally, the rates
of formation and heat of reaction in each cell ssaey for solving equations (5.5) and (5.6) are

set equal to the values of their associated zone.
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Figure 5-1: Rate of formation of ethene as a funatih of n-butane conversion and temperature in a butae

cracking reactor.

5.4 Results and discussion

5.4.1  Dynamic zoning method

The dynamic zoning method was evaluated for theilsiion of a butane cracking reactor. The
goal of these simulations is to select appropriesturesd for the zoning algorithm and to find
user-specified thresholdg for the features that balance accuracy againsonpeance in terms
of CPU time. The reactor has a length of 10.55 mjnaer diameter of 30.2 mm and a wall
thickness of 6.75 mm. The reactor is modeled owadimensional grid of 174,000 cells. The
inlet temperature is 893 K and the steam dilut®0.80 kg/kg. A pure n-butane feedstock was
assumed. The coil outlet pressure was set to 23BH& abs. The adopted single-event
microkinetic network has 11 molecules and 9 radicAl heat flux profile was applied to the

reactor external wall. No turbulence-chemistry riatéion was taken into account in these test
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cases. All simulations were performed on one Dol Xeon CPU E5-2670 octo-core processor
(16 logical cores via Int8IHyper-Threading Technology).

As stated above the rate of formation of a spaniescellk is determined by the thermochemical
state[T}, C] in that cell. Hence, an obvious choice for a fiesiture is the mean temperat(ie
As a second feature, the butane converXio first evaluated to represent the concentrations
vectorC,. The effect of the user-specified threshadgsandsy, on the simulation results was
assessed in a parametric study. The effee} afas evaluated by testing three values: 1, 5 and 10
K, while the effect oky was tested at four values: 1, 5, 10 and 100 wt#irfg ey to 100 wt%
results in no zoning based on the conversion amteheising only one feature, ig:. A
simulation without zoning, calculating the ratesfafmation in each cell individually, was also
performed and is referred to as ‘fully resolvedhisTparametric study thus comprises4 + 1 =

13 simulations.

Figure 5-2A and B show the mixing cup process gagperature as a function of axial coordinate
for the simulations witlez = 5 K andey = 5 wt% respectively. Figure 5A shows that excellent
agreement is obtained for the simulations with= 5 K andey at 1, 5 or 10 wt%. Zoning based
solely on temperature, i.ey = 100 wt% results in a large deviation from the fully resslv
simulation. This holds for all simulations perforingtey = 100 wt%, regardless of the value of
er. As all temperature profiles in Figure 5-2B mathk fully resolved data almost exactly,
can be set to high values without losing too muchueacy. Figure 5-3A and B show the
simulated outlet conversion and ethene yield reaspdy as a function oy for differente;z. The
error on conversion and consequently on the etheeld compared to the fully resolved

simulation is seen to increase with increagipgHowever, the effect of; is rather small.
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Figure 5-3: Outlet conversion (A) and ethene yiel@B) as a function ofey: = - fully resolved,- - -- -e5 = 1 K,
-------- -&7 = 5K, -er =10 K.

The CPU time consumed by calculation of the reactates and rates of formation (chemistry

time) and the overhead of the zoning algorithm izgrtime) are shown in Figure 5-4. The
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zoning overhead includes the transfer of the cah drom all logical cores to one logical core,

calculation of the number of zones, distribution tbé cells over the different zones and

calculation of the zonal averages. The ‘chemidtnet includes the calculation of the reaction

rates and rates of formation based on these zeeadges. The CPU time used for zoning and
chemistry calculations in the simulation wigh= 1 wt% ande; = 1 K is 2.39 times higher than

in the fully resolved case. For all other simulaipa speedup factor ranging from 1.1 to 120 is
obtained. The simulation witly = 5 wt% ande7 = 10 K which shows excellent agreement to

the fully resolved simulation as shown in Figur@ &nd Figure 5-3 has a speedup factor of 8.5.
A significant zoning overhead is seen for all siatidns, which is largely associated with

collection of the data from the different logicalres on one logical core for division of the cells

in zones and calculation of the zonal averagesurigp-5 shows the total CPU time of the

different simulations. Comparison to Figure 5-4wfdhat an almost constant time of about 0.4
sfiteration is associated with solving the contyn@quations. The number of iterations to reach
convergence was around 200,000 and was negligifiiyenced by zoning. The total CPU time

of the simulation witlkey = 5 wt% ande; = 10 K is about 2.7 times shorter than for the fully

resolved simulation.
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From the previous, conversion seems a good featulee used during the zoning algorithm.

However, when conversion reaches 100 % in the ogaall zones with a conversion of 100 %

will be grouped into a single zone, although trecking severity in these cells can strongly vary.
Indeed, secondary reactions, e.g. converting liglefins to aromatics, proceed when the
feedstock molecules are fully converted. Hence, dtlé concentration vectors and the correct
species rates of formation will differ significantivithin this zone. To resolve this problem, the

methane weight fraction was evaluated as seconthgdeature instead of conversion. To

remove the effect of dilution on the zoning feattimeeshold, the dry methane weight fraction is
used, i.e. normalized using the total hydrocarbaight fraction. The dry methane weight

fraction increases monotonically with cracking séyeand has been proposed previously as a
cracking severity index [38].

Figure 5-6A and B show the simulated outlet coneersand ethene yield respectively as a

function ofsyCH4. Similar to the trends from the parametric studing conversion, the error on
conversion and consequently on the ethene yieldpaosd to the fully resolved simulation is
seen to be largely determined “Wm- For a given set of values for the thresholds @and@X or
Yen,, the error when usingy, is larger as less zones are present. Indeed, ¢ieame weight

fraction ranges from 0 to about 20 wt%, whereascdbmversion ranges from 0 to almost 100

wt%. Hence, about 5 times more zones are made wbgmg conversion instead of;y, .
Appropriate values fo¢z andsyCH4 are 10 K and 5 wt% respectively. Figure 5-7 shtvesCPU

time consumed by calculation of the reaction rated rates of formation (chemistry time) and

the overhead of the zoning algorithm (zoning timajleed as less zones are made, the CPU
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times are lower compared to those of the paramstwity using conversion. The speed-up factor

for the simulation using,,CH4 = 5wt% ande; = 10 K is 36.
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Figure 5-6: Outlet conversion (A) and ethene yiel@B) as a function ofeyCH4: .-
& =5K, -e7 = 10 K.

As stated previously, gathering all cell data distied over the different logical cores in the

parallel simulations contributes largely to the imgnoverhead time. As cells with a similar

thermochemical statgT,, C,] are also geometrically close to one another, zpnian

alternatively be performed logical core-wise, pbe.each logical core the cells are grouped into

zones based on the user-specified feature threshatiout inter-logical core communication.

Figure 5-8 illustrates the difference between gldaaing, i.e. over all cells of the grid and per

logical core zoning.
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Zoning per logical core was tested for the parametudy using the methane weight fraction.
Figure 5-9A and B show the simulated outlet conearsand ethene yield respectively as a

function ofsyCH4. As zoning is performed per logical core, the nambf zones is higher

compared to the previous parametric studies. Hetlue, agreement to the fully resolved
simulation data is much better than in the previpasametric studies. For all simulations, the
difference to the outlet conversion in the fullgob/ed simulation is below 0.04 wt%. As before,
the error on conversion and consequently on thenetlyield compared to the fully resolved

simulation is seen to increase with increaﬁm4while the effect ok is rather small.
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Figure 5-9: Outlet conversion (A) and ethene yiel@B) as a function ofsyCH4with zoning per logical core:- - - -
N ge— -e7 = 5K, -e7 =10 K.

Figure 5-10 shows the CPU time consumed by chemesticulation and by zoning for the 12

cases. Note that the fully resolved simulationa$ included in this figure and that the scale is

different than in Figure 5-4 and Figure 5-7. Congplato the fully resolved simulation, a speedup

factor from 50 to 190 is obtained for the chemistajculations. A much higher speedup factor is

obtained compared to zoning over the entire gride Teason is two-fold. First, the time-
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consuming gathering of the data spread over thierdiit logical cores is avoided. Second,
calculation of the zonal averages is faster as each has less cells. Little CPU time reduction is

seen by increasing,CH4above 5 wt% for a set;. This is a result of the zoning being performed

per logical core. As 16 logical cores are used #@ned maximum methane weight fraction is
around 20 wt%, the average methane weight fractage per logical core is around 1.25 wt%.

Hence, zoning with a thresho&(,:ICH4 above 5 wt% results in almost no increase in timaber of

zones. Figure 5-11 shows the total CPU time peatit. It is seen that when zoning per logical
core the CPU time is reduced to about 0.4 s/itmnatie. the CPU time associated with solving
the continuity equations. By zoning per logicalesahe contribution of the chemistry calculation
and the zoning overhead is negligible. Summarizingying per logical core has a higher
accuracy and a better performance compared to goower the entire grid and is therefore
recommended. Finally, it should be noted that eadst-state simulations are performed here, the
feature threshold values can be changed alonguthéime of the simulation. At the start of a
simulation, high feature threshold values can hdieg, i.e.ez = 10 K andsyCH4 = 100 wt%.
This results in fast iterations that still guarante solution close to the fully resolved solution.
Afterwards, the feature threshold values can beedftoe; = 1K andsyCH4 = 1 wt% to move
closer to the fully resolved solution. Ultimatelgpning can be disabled to obtain the fully

resolved solution. This way not too much CPU tirsaziated with the fully resolved method is

spent when the simulations is still far from theeerged solution.
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5.4.2 Impact of turbulence-chemistry interaction

5.4.2.1 Validation to DNS data

To validate the use of a temperature variance ceasen equation, comparison is made to the
DNS data of Redjem-Saad et al. [39] of turbulepediow. Similar to the work of Redjem-Saad,
the flow is modeled incompressible in this simaatiand temperature is treated as a passive
scalar. Following the methodology of Patankar et [4D], streamwise periodic boundary
conditions are applied. By application of a unifohmat flux to the tube wall, the fluctuating
components of pressure and temperature can beéeddtam the mean streamwise gradient. For
more details on the applied methodology, referenoeade to Van Cauwenberge et al. [41].
Figure 5-12 compares the results of the mean wgl¢d) and temperature (B) and the root-
mean-square temperature (C) as a function of themsionless wall distance. Good agreement is
seen for the mean variables, although both meawocigl and temperature are slightly
overpredicted near the tube center. The root-mqaars temperature is underpredicted near the
wall. At y* =~ 5, the root-mean-square temperature increases chtgtand overpredicts the
DNS data fory™ > 10. This behavior can be explained by the mean teatyer gradient being

underpredicted by the RANS simulation below*aof 5 and an overprediction more towards the

center of the tube. Subsequently the source Beﬁ%(vf)z in equation (5.8) results in the
t

underprediction/overprediction at low/higti. The location of th&,,; maximum aty* = 17 is
well predicted. However, the maximum value is ovedicted. Hence, the effect of
turbulence-chemistry interaction on product yiehdth the RANS model will be overestimated.

In other words, if a negligible influence on protlyeelds is simulated here, the real effect of
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turbulence-chemistry will certainly be negligibl€he difference between using the algebraic
equilibrium model (5.9) or solving an extra conitguequation of the temperature variance
dissipation (5.10) is small. Using different sets parameters for the temperature variance
dissipation continuity equation showed a negligiiiference as exemplified in Figure 5-12

when using the parameters of Newman et al. [42]JElgbobashi and Launder [43].
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Figure 5-12: Dimensionless mean velocity §A); dimensionless mean velocity Tand dimensionless root-

mean-square temperature as a function of dimensioass wall distance { ® - DNS Redjem-Saad et al. [39];

----- u =y === law of the wall; - RANS &, from equation (5.9); - RANSg; from

equation (5.10), parameters from [42]: - RAN&; from equation (5.10), parameters from [43].
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5.4.2.2 Turbulence-chemistry interaction

Two cases are studied to assess the importancebofilénce-chemistry interaction referred to as
‘fixedT’ and ‘fixedQ’. Both are for a butane craok reactor of 10.55 m long and with an
internal diameter of 30.2 mm and a wall thicknes6.@5 mm. An entrance zone of 1.5 m was
placed upstream the reactor inlet to ensure fidlyetbped flow at the reactor inlet. The feedstock
is pure butane and steam is added at a dilutidh3ff kg/kg. The coil outlet pressure was set to
233.15 kPa abs. The two cases differ in the endrmgyndary conditions. In fixedT, the
temperature profile shown in Figure 5-13A was agiblo the reactor inner wall, while in fixedQ
the heat flux profile shown in Figure 5-13B was diskn the former, only the process gas is
modeled while in the latter, both the fluid and tieactor metal tube are modeled. The inlet
temperature is 800 K and 923 K in the fixedT anediQ case respectively. The first case was set
up to test the importance of turbulence-chemisitgraction under extreme conditions and does
not correspond to a realistic operation of a tubplaolysis reactor. As seen from Figure 5-13A,
the reactor inner wall makes a step change atténed the reactor which induces a large source
term in the temperature variance equation as @ leadial temperature gradient exists at the
reactor inlet. The second case corresponds to af gabre realistic operating conditions of an
industrial cracker. A small single-event-microkiosehetwork containing 8 molecules and 7

radicals was used.



Chapter 5:

190 . . . . ; :
The importance of turbulence-chemistry interactionfor CFD simulations
A 1300 ﬁ—k_ﬂ\'/'_ B ; .
< 1200 | 4 = 20t .
[ 2
2 3
© o~
g 1100 | 4 E 5L .
£ 2
2 x
— 1000 | 4 5 10} -
@ =
: ;s
2 900 - 4z sl il
£
800 1 | | | I O | | | 1 |
0 2 4 6 8 10 0 2 4 6 8 10
Axial position [m] Axial position [m]

Figure 5-13: Energy boundary condition on wall: (A)Inner wall temperature [K] for case fixedT, (B) heat flux

[kwW/m?] for case fixedQ as function of axial coordnate [m].

Figure 5-14A and B show the temperature standakdatien o as a function of the axial
coordinate for the fixedT and fixedQ case respetfivThe temperature standard deviation

makes a sharp jump at an axial coordinate of 1i®® mvhere the imposed inner wall temperature

suddenly increases from 800 K to 1290 K. This @®ea large source ter?n;‘?t (VT)? in
t

equation (5.8). More downstream, the temperatusndstrd deviation decreases as the
temperature difference between center and inndrdeateases as shown in Figure 5-15A and as
the temperature variance dissipatignincreases. Similar trends are seen for the fixed€g, but
less pronounced. The maximum temperature standaidtobn is only around 15 K for this case
compared to 35 K for the fixedT case. Moreover itiiwease and decrease are slower as the
temperature gradient is smaller and changes morglyslas shown in Figure 5-15A and B.
Hence, the importance of turbulence-chemistry adgon depends largely on the existing radial

temperature gradient in the reactor which in tusndetermined by the reactor diameter,
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convective heat transfer coefficient and heat fllixe effect of turbulence-chemistry interaction
on the radial temperature profile is negligiblesaen from Figure 5-15A and B. The species rates
of formation are slightly affected, having a sn&dfect on the product yields as discussed further.
However, the change in the species rates of foomag too small to influence the heat of

reaction to the extent of having a significantuefice on the mean temperature.

A 40 T T B 20 T T
30 ;: \ — 15 - _
< ! | 3 Tag
= 20 | i 4 = 10~ ; "ribn,_ -
[2) | .. S) : LT
10 - 5/ -
0 ,’I L I L 1 ! oL \ L \ L I
0 2 4 6 8 10 0 2 4 6 8 10
Axial coordinate [m] Axial coordinate [m]

Figure 5-14: Temperature standard deviation [K] asa function of axial coordinate [m] for fixedT (A) and

fixedQ (B).
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Figure 5-15: Mean temperature [K] as a function ofradial coordinate [m] for fixedT (A) and fixedQ (B):

- without turbulence-chemistry interaction at2 m; = = =« - with turbulence-chemistry interaction at

2m; - without turbulence-chemistry interaction a5 m; = = = - - with turbulence-chemistry

interaction at 5 m; - without turbulence-chemistry interaction at 10 m; - with turbulence-

chemistry interaction at 10 m.

Table 5-2 summarizes the results of the two casafy and without accounting for
turbulence-chemistry interaction. Note that onlye thesults obtained with the algebraic
equilibrium model (5.9) are shown. Negligible difaces were obtained when the extra transport
equation for the temperature variance dissipatohQ) was solved. The conversion in the fixedT
case is nearly 100 % showing the extreme crackengergy of this case. Accounting for
turbulence-chemistry interaction results in a glighigher cracking severity, i.e. the conversion
increases and the P/E ratio decreases. The effechast product yields is negligible in the
fixedT case, except for ethene and propene. Thenetand propene yield are 0.13 wt% higher
and 0.11 wt% lower respectively when accounting timbulence-chemistry interaction. The

conversion in the fixedQ case is 88.7 % withoubtilence-chemistry interaction and is 0.2 %
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higher when turbulence-chemistry interaction is std@red. Taking turbulence-chemistry
interaction into account results in a small buh8igant change for the ethene and propene yield,
i.e. the ethene yield increases by 0.18 wt% whike propene yield decreases by 0.07 wt%.
Summarizing, the effect of turbulence-chemistrgiattion on conversion and product yields is
small in all cases but results in a change in etla propene yields that is of the same order of
magnitude as the effect of a three-dimensionaltoedgechnology on these yields as shown in

Chapter 3 and 4.

Table 5-2: Coil outlet temperature, P/E ratio, conersion and product yields for fixedT and fixedQ cas.

Case fixedT fixedQ
Turbulence-chemistry Without  With Without With
COT [K] 1235.1 1235.1 11419 11419
P/E ratio [wt%/wt%] 0.193 0.191 0.904 0.897
Butane conversion [-] 90.82 99.84 88.74 88.93
Product Yields [wt%]

H2 1.40 1.39 0.66 0.66
CH4 12.07 12.14 14.60 14.61
C2He 758 7.54 7.20 7.24
CsHs 0.87 0.85 2.14 2.17
CaoHq4 65.32 65.45 33.69 33.87
CsHs 12.58 12.47 30.45 30.38
Product Selectivities [wt%]

H2 1.40 1.40 0.75 0.75
CH,4 12.09 12.16 16.45  16.43
C2He 7.60 7.55 8.12 8.14
CsHs 0.87 0.85 2.41 2.44
CzH4 65.44 65.56 37.96 38.08
CsHs 12.61 12.49 34.31 34.16
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5.4.3  Simulation of an industrial steam cracking reactor

An industrial-size butane-cracking U-coil reactasasimulated. A U-colil reactor has two passes
referred to as the inlet and outlet leg respegtivEhese are connected by a return bend and a
joint where the diameter gradually expands fromitihet diameter to the outlet diameter. Figure
5-16 A, B and C show a front, side and top viewhaf lower part of the reactor, i.e. focusing on
the return bend. The first part of the return bend S-bend moving the reactor outside the plane
defined by the inlet and outlet leg. Downstrean-bBend connects the S-bend to the outlet leg.
The most upstream part of the outlet leg is a jounkere the diameter gradually expands.
Upstream of the depicted part of the inlet leg,8am straight tube is located, yielding a total
length of the inlet leg of 9.15 m. To ensure fudigveloped flow at the reactor inlet, 1.5 m extra
straight tube is placed upstream the inlet leg. fthal outlet leg length is 10.2 m. The butane
feed was modeled as pure n-butane. The coil ialaperature and coil outlet pressure were set to
853 K and 243.18 kPa abs respectively. The butasmss rflow rate and dilution are 0.4215 kg/s
and 0.30 kg/kg respectively. The adopted singleyermecrokinetic model contains 149 reactions
between 11 molecules and 9 radicals and was obtdypeeducing the butane pyrolysis network
of Van de Vijver et al. [27] to its main specieshelvalidity of the reduced network was
confirmed by comparison to pilot plant data as shaw Appendix A. The adopted mesh is a
structured butterfly grid created using PointWis&he number of cells in the process gas fluid
and reactor metal solid region is 20.03- 48d 2.55- 1Drespectively. An axial heat flux profile
was applied to the reactor outer wall. The reag®ometry details, process conditions and

product yields are summarized in Table 5-3.
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Table 5-3: Geometry details and process conditiorsf butane-cracking U-coil reactor.

Reactor geometry

Reactor type U-coll
Inlet leg

Length [m] 9.15
Inner diameter [m] 0.09
Wall thickness [m] 0.0116
S-bend

Length [m] 1.0177
Inner diameter [m] 0.09
Wall thickness [m] 0.0116
U-bend

Length [m] 2.32
Inner diameter [m] 0.09
Wall thickness [m] 0.1016
Length [m] 0.0116
Outlet leg

Number 1
Length 10.2
Inner diameter [m] 0.102
Wall thickness [m] 0.0156

Process conditions
Butane mass flow rate [kg/s/reactor] 0.4215

Dilution [kg/kg] 0.30
Coil inlet temperature [K] 853
Coil outlet pressure [kPa abs] 243.18
Results

Coil outlet temperature [K] 1129
Product yields [wt%]

H, 0.50
CH, 16.55
CoHe 8.18
CsHg 1.01
N-CsH1c 11.00
CoHy 38.78
CsHe 20.61
1,3-GHe 2.47
1-C4Hg 0.61

2-CyHg 0.29
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Figure 5-16: Front view (A), side view (B) and toview (C) of the simulated U-coil.

Figure 5-17 shows the velocity magnitude and thelame velocity vectors for six cross sections
in the return bend. The cross sections are labieted a to f. Note that the in-plane velocity
vectors are not scaled to their magnitude and hemte give the direction of the occurring

secondary flow. Cross section a is located in treeght inlet leg and a fully developed turbulent
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flow field is simulated consequently. As the flowmters the S-bend, a low velocity zone is
created near the inner curve of the bend and twanteo-rotating vortices prevail. By
introduction to the U-bend, the low-velocity regishifts to the inner curve of the U-coil bend
from c to d. Downstream the U-bend, the two countéating vortices and the dead zone remain
for some length as shown in e and f. The velocitg iand f is also lower compared to the other
cross sections as the inner diameter has enlargktience the cross-sectional area is larger. The
effect of these flow patterns have a straightfodveifect on temperature and conversion: low
near-wall velocity results in low heat transfer asubsequently in high temperature and high

conversion.

Velocity
magnitude [m/s] 1

. 110.0 =

88.8

“e

25.0
Figure 5-17: Velocity magnitude [m/s] in the six coss sections in the return bend and the location tfie cross

sections.

The near-wall low velocity in a U-bend prevailstia¢ inner curve [44-46]. As the U-bend is not

in the plane defined by the inner and outer legotied ‘p1’ in Figure 5-16 C, but rather in the



Chapter 5:

198 The importance of turbulence-chemistry interactionfor CFD simulations

plane ‘p2’, the near-wall low velocity zone in thatlet leg is not directed towards the inlet leg
but is directed towards the start of the U-benchddeit is in a location receiving a high radiative
heat flux from the furnace walls and burners. Hgvihis zone directed towards the inlet leg
would be beneficial as this is the so-called ‘slvadone’ receiving less heat flux [47, 48]. Figure
5-18 A, B and C show the velocity, temperature mtitane yield in plane ‘p1’ shown in Figure
5-16 C in the outlet leg. As shown previously tletoeity in the U-bend is higher near the outer
curve of the bend. This results in a low velocibyne near the inner curve of the outlet tube that
remains up to about 3 m in the outer leg. Thisltesn a high temperature near the inner curve of
the outlet leg as shown in Figure 5-18 B. Consetiy¢he n-butane weight fraction in a cross

section of the outlet leg is highly non-uniform.
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Figure 5-18: Velocity [m/s] (A), mean temperature K] (B) and n-butane [wt%] (C) in plane ‘p2’ in the outlet

leg, viz. Figure 5-16 C.

5.5 Conclusions

The importance of turbulence-chemistry interactioming steam cracking was assessed. To this
end a code for the three-dimensional simulatiosteAm cracking reactors based on the free and
open source CFD package OpenFOAMas developed. The code incorporates the algorithm
apply the pseudo-steady state assumption to radatistussed in Chapter 4 and a dynamic
zoning method to speed up the chemistry calculatidhe dynamic zoning method can best be
applied per logical core and results in a speedfupe chemistry calculations by a factor of 190

while maintaining a similar accuracy as calculating chemistry in every cell individually. This
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reduction makes the contribution of the chemistiicualations negligible compared to the time
consumed by solving the continuity equations. Tifece of turbulent temperature fluctuations is
accounted for by solving an extra continuity equatfor temperature variance. Temperature
variance dissipation can be modeled with an algeleguilibrium model or by solving an extra
continuity equation. Comparison of this approaclbtdS data for non-reactive, turbulent pipe
flow showed that the root-mean-square temperatsreuriderpredicted near the wall and
overpredicted in the tube center. Simulation ofctiea flow indicated that neglecting the
turbulence-chemistry interaction results in an reaio the ethene and propene yields around 0.1-
0.2 wt%. Finally the code was used to simulate Hmitaracking in an industrial-size U-coll
reactor. Secondary flow patterns in the U-bend wesealized and showed a high temperature,
high conversion zone in the outlet leg near thesiiraurve of the U-bend which is impossible to
detect with one-dimensional simulations. These ilgetssimulation results show that this code

can be used for the design and optimization oftogaEometries.
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Abstract

A novel catalytic coating that converts coke tobcar oxides by reaction with steam was
developed. Several coating formulations were tesied jet stirred reactor setup and the best
performing formulation was further evaluated initpplant setup. Application of the coating
during steam cracking of ethane at industriallgvaht conditions resulted in a reduction of the
asymptotic coking rate by 76 %. The coating adtiviemained constant over several
coking/decoking cycles. Scanning electron microscapd energy diffractive X-ray analyses
showed good adhesion of the coating to the basg allen after several coking/decoking cycles.
Coupled furnace-reactor run length simulations of iadustrial ethane cracking unit were
performed and resulted in an increase of the mgtkeby a factor of six. However, the simulated

CO, yield is higher than the design value of a typaalstic tower.

6.1 Introduction

Coke formation on the inner wall of the tubularateas of steam cracking units has a negative
impact on the economics of the steam cracking gscas coke is formed, the cross-sectional
area of the reactor is reduced, resulting in adrgitessure drop over the reactor. This higher
pressure drop results in a change in product selée$ as bimolecular reactions — often leading
to the formation of aromatics — are favored ovemamolecular reactions. Furthermore, the
highly insulative coke layer hampers the heat fearfsom the furnace to the reactors. To operate
at a constant cracking severity over time, the fi@k rate to the furnace burners has to be
increased to compensate for this extra conducteat transfer resistance. Consequently the

reactor tube metal temperature rises over time. \AMthe maximum tube metal temperature
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(TMT) reaches the metallurgically maximum allowabdenperature, typically 1360-1380 K, or
the reactor pressure drop exceeds a predefinedmaxivalue, operation is halted for about 48
hours and the reactors are decoked using steanmore commonly - a steam/air mixture. As
this decoking operation limits the yearly productcapacity and has high operating costs, many
technologies to reduce coke formation have beeeldped and installed commercially over the
last decades. These technologies can be roughigtedivinto three groups: three-dimensional
(3D) reactor technologies, feed additives and serf@chnologies. In 3D reactor technologies,
the reactor tube geometry is altered from the cotieeal bare, straight tube to a more complex
geometry to enhance convective heat transfer andéoease heat transfer area. For example
finned tubes [1-3], ribbed [4] or partially ribbg8] tubes and swirl flow tubes [3] have been
investigated. All these technologies lead to ameased pressure drop compared to conventional
bare tubes and hence affect the ethene selecfBlityThe second category is one of the most
widely applied techniques to reduce coke formatibar some additives a combination of
pretreatment and continuous addition is appliedilevor others only continuous addition is
beneficial. Sulfur-containing compounds are the tneosnmonly applied group of additives [7-
15]. The role of sulfur additives on diminishinglean monoxide formation is well established,
but their effect on coke formation is debated [1Besides sulfur-containing additives,
components with phosphorus [16-18] and siliconl], have also been investigated. The present
work belongs to the third category of surface tedhgies such as high performance alloys and
coatings. Steam cracking reactors are typicallyeradt of heat-resistant Fe-Ni-Cr alloys which
resist coke formation by an oxide layer of chrof2i@, 21]. Often aluminum and manganese are

added to enhance the coking resistance of the salbyy forming a protective alumina or a



Chapter 6:

208 Catalytic coating for reduced coke formation

manganese chromite (M) spinel layer respectively [20, 21]. Alternativedythin layer of a

coating can be deposited on the reactor base alldace. Distinction can be made between
barrier coatings that passivate the inner wall eathlytic coatings [22] that convert coke to
carbon oxides. A barrier coating pacifies the belk®y by covering the catalytically active sites,
eliminating catalytic coke formation. However, then-catalytic coke formation through a free-
radical mechanism is not prevented. In contrastalytézc coatings eliminate the base alloy
catalytic coke formation by covering the originatige sites and provide catalytic sites for
converting radically formed coke to carbon oxidesl daydrogen by reaction with steam via
gasification reactions. Hence, a positive catalgtitivity is added besides the elimination of the

negative catalytic activity of the base alloy.

Several authors have investigated the applicatfdmaarier coatings in steam cracking reactors.
Zychlinski et al. [23] tested the performance af #icroPlexX coating in an electrobalance setup.
AlcroPlex® is an Al/Si barrier coating that is applied in aotatep chemical vapor deposition
process. This coating decreases the total cokesdepoup to 90 % when cracking ethane and up
to 80 % when cracking naphtha compared to a referé#P 40 material. Ganser et al. [24]
described the application of AlcroPfesn an industrial ethane cracker. The run lengttthef
furnace was doubled from 30 days to more than 6@ @éter installation of coated tubes. In
addition, lower CO formation was measured and degpkperation was accomplished in less
than half the normal time. After one year of inlstiddn, metallurgical analyses were performed
on the coated reactor tubes. No carburization efttlbes was seen and the coating seemed

essentially unchanged.
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NOVA Chemicals and Kubota have developed a teclygyolccommercialized as ANK 400 - to
reduce both catalytically and radically formed cdk®, 26]. The heat resistant base alloy is
separated from the process gas with a micron-sietl manganese chromium oxide ANK 400
spinel. Application of fresh ANK 400 tubes in twohane cracking furnaces resulted in an
increase of the run length from 33 to more than da@s. Subsequent runs had a duration of
around 175 days. Westaim Surface Engineered Prodeeeloped another barrier coating, called
CoatAlloy [27-29]. CoatAlloy consists of an engineg surface, an enrichment pool and
diffusion barriers coated on the bulk alloy. In tréginal patent [30], the intermediary diffusion
barrier is an aluminum-containing coating deposdeédctly onto the bulk alloy substrate prior to
deposition of the enrichment pool. The enrichmemlps a MCrAlX material in which M is
nickel, cobalt, iron or a mixture thereof and Xyttrium, hafnium, zirconium, lanthanum or a
combination thereof. This enrichment pool and thk lalloy are heat-treated to metallurgically
bond the coating and to form a multiphasic microsttire. The overlay coating is then
aluminized by depositing a layer of aluminum andd@ing the resulting coating to form an
alumina surface layer. Between 1995 and 2001 skewremovements have been made to the
technology resulting in an increased operatingtlinoim 1293 K (Original CoatAllo}") to 1333

K (CoatAlloy™ - 1060) and 1373 K (CoatAlldY - 1100) [29]. By 2001, CoatAlloy coatings
were installed in 25 furnaces globally and typiga#isulted in a decrease in coking rate by about

90 % [29].

Besides the inert barrier coatings, several catabgatings have also been developed. The so-

called Catalyzed-Assisted Manufacture of OlefinsAMOL) coating was developed by
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Quantiam Technologies and NOVA Chemicals from 2001 2008 and is since 2011
commercialized by BASF Qtech [22, 31]. Two familiescoatings have been developed; one
manganese and one tungsten based [32]. As sucprbwoicts are commercially available: the
Low-Catalytic Gasifier (LCG) and the High-Cataly@asifier (HCG) [33]. The LCG can be used
for ethane-propane cracking, while the HCG coatargets at heavier feedstocks cracking such
as naphthas. The coatings have been installed indurstrial naphtha cracking furnace. After
three years in operation, it was found that modiféart up procedures are required in order to
reactivate the catalytic sites [33]. A small amoohtHCG was coated on the reactors’ outlet
tubes. Before application of the coating, the faeavas typically limited by high outlet TMT’s.
However, with the help of this small amount of HGQe furnace became pressure drop limited
instead [33]. This shows that only a small amounHGG can gasify a significant amount of
coke. A sample taken from a reactor after 14 moothservice showed minor damage to the
coating which could be repaired after an oxidapoocedure [33].

SK-corporation developed a method of on-line caatime reactor inner walls with a catalytic
film, called PY-COAT [34]. The method comprisesd@rsteps of vapor depositing: a solution of
a metal alkoxide and a chromic compound to formutieb layer on the inner walls; a metal
alkoxide as a barrier on the buffer layer and finah alkali metal/alkaline earth metal compound
alone or mixed with metal alkoxides as a decokiaget on the barrier. Application in a
Millisecond naphtha cracking furnace more than dedithe run length.

In the following, a new catalytic coating, calleteMUp, is presented. The coating is based upon
a family of ceramic catalysts having doped peraeskiructures that are capable of converting

coke to carbon oxides and hydrogen. The performahckfferent formulations of this coating
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was probed in a jet stirred reactor (JSR) setup.dgtimal coating formulation was further tested
in a pilot plant setup. Finally, the applicationtbé coating when scaling the JSR and pilot plant

data to an industrial ethane cracker was simulated

6.2 Experimental section
6.2.1Coating

YieldUp consists of an engineered synthetic cerdB8%¢ 36]. When exposed to high temperature
steam, water molecules are chemisorbed and dejtethnresulting in the formation of highly
reactive oxygen atoms that react with depositece dokcarbon oxides. A family of YieldUp
catalyst materials has been developed that provadesde range of anti-coking activities as
described below. The ceramic coating was applieth¢oJSR coupons by forming an aqueous
slurry of catalyst microparticles and other ad@itvand dip-coating the coupons, followed by a
high-temperature sintering step. The same slumyditation was used to coat the inner surface
of the reactor tubes used in the pilot plant expenits. A typical coating thickness ranges from

20 to 50 pm.

6.2.2Jet stirred reactor
As the jet stirred reactor setup has been extelystescribed by Muiioz Gandarillas et al. [20,
21], only a brief description is given here. Théupeconsists out of three parts: a feed section, a
reactor section and an analysis section. The feetibs controls the mass flow rates of gases and
water by thermal mass flow controllers, vaporizester to steam in an evaporator, mixes the
steam with the hydrocarbon feedstock and heatsniktire to the reactor inlet temperature of

903 K. The reaction section is a jet stirred reantade out of quartz. Inside the reactor, a small,
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flat coupon is suspended from an electrobalance. ddupon mass is tracked over time and
increases as coke deposits on the coupon. In thlysan section, the reactor effluent is first
quenched to prevent further cracking. Afterwartig, teactor effluent composition is measured
with two gas chromatographs (GC) using nitrogennésrnal standard: a refinery gas analyzer
dedicated to the analysis of components with leas & carbon atoms and a TRA®EUItra GC

detecting hydrocarbons ranging from methane to thatdne.

6.2.3Experimental procedures and conditions in the jettared
reactor

Similar operating procedures and conditions weesl s described by Mufioz Gandarillas et al.
[20] and hence, only a brief description is giveme. The experiments consisted of three cycles
of a 6 h cracking step and a decoking step andcgde of a 12 h pre-oxidation step and a 2 h
cracking step. Afterwards, the coupons were remdaedcanning electron microscope (SEM)
and energy dispersive X-ray (EDX) analyses. Befihre first cycle, a pre-oxidation step is
performed. In the pre-oxidation step, the coupowoxiglized in the reactor to have a surface state
similar to the start-of-run surface state of anustdal reactor. First, the reactor temperature is
raised from room temperature to 1023 K under a teonss.7 - 18 NI s* nitrogen flow.
Afterwards, the feed is switched to air to oxidthe coupon. No presulfidation of the coupon
was performed. After 12 h of oxidation, the feedswatched back to nitrogen and the reactor
temperature is increased to 1283 K. During heatliigp - 16 kg s* of a water/dimethyl
disulfide (DMDS) solution and 0.0275 NI*sthane are send to the evaporators and vented in
order to get a steady evaporation and mixing. DMiE2S dissolved in water to have a continuous

addition of 50 - 18 kg DMDS/kg ethane which is common practice in Btdal crackers to limit
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the formation of carbon oxides. Once the set redetoperature is reached, the cracking mixture
is sent to the reactor. The reactor temperatucensrolled throughout the cracking runs at 1159
K, a value that is reached 5 min after introductbthe cracking mixture in the reactor. After the
6 or 2 h of cracking, the reactor temperature tstéel173 K and the flow rate of ethane and
steam is set to zero, leaving only nitrogen to pulg reactor. Once this temperature is reached,
the reactor is cooled down to 1023 K with a stedow frate of 6.7 - 18 kg s'. Once that
temperature is reached, a mixture of air (8.3 Ms) and nitrogen (8.3 - TNI/s) is fed to the
reactor. During the decoking step, the reactorestdd to 1173 K using a heating ramp of 300
K/h. As soon as the reactor reaches 1173 K, th#ioaris maintained, but the nitrogen flow is
switched off to mimic industrial decoking practidénese conditions are kept for 15 minutes and
then the feed to the reactor is switched back trmgen (6.7-18 NI/s) only. In the fourth cycle,
i.e. after 2 h of cracking, the coupon was not &edpbut removed from the reactor for analysis

after cooling down the reactor to room temperawitk a nitrogen flow rate of 6.7- TONI/s.

6.2.4Pilot plant setup

A schematic representation of the pilot plant isveh in Figure 6-1. Since the main parts of this
unit, the analytical equipment and the calibragowacedure have been described previously by
Wang et al. [8], Dhuyvetter et al. [10] Van Geenakt[37], Pyl et al. [38, 39] and Dijkmans et
al. [40] , only a short description is given he®amilar to the JSR setup, the pilot plant setup has
three main sections; the feed section, the reacg@mtion and the analysis section. In the feed
section, the flow rate of the different feedstottisthe reactor is controlled by CORI-FLGW
pumps. Ethane, air and nitrogen are fed directdynfthe gas bottle, while demineralized water is

fed from an intermediate storage vessel. The reastmounted in a furnace of about 4 m long,
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0.7 m wide and 2.6 m high. The furnace is wall dir@ith ninety premixed gas burners
distributed over the two side walls. The furnacediisded into seven separate cells by means of
brick walls inside the furnace. The seven cells barfired independently to set a temperature
profile along the reactor axial coordinate. Twetttgrmocouples and eight manometers along the
reactor measure the temperature and pressure girtioess gas. The reaction section of the
reactor tube, i.e. where the process gas temperatabove 823 K, is about 12 m long and has an
internal diameter of 9 mm. Just downstream thedfcen a sample is taken for the on-ling C
analysis. Next, the effluent is cooled in a doubilge heat exchanger using oil as coolant. The
condensate and tars are removed from the oil cadferent with a knock-out vessel and a
cyclone. A fraction of the gaseous effluent of dyelone is withdrawn for on-line Lanalysis,
while the rest is sent directly to the flare. Ngem is added before the @Gnalysis to be used as
internal standard. The reactor outlet pressuresgsilated by a control valve. As steam is not
measured on any gas chromatograph and as it cherminsidered an inert because of the high
carbon oxides and hydrogen yields, normalizatiols warformed based on the carbon balance

instead of the total mass balance.
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Figure 6-1: Schematic overview [37] of the pilot @nt setup indicating the process gas temperature],
reactor outer wall temperature () and process gas pressure (P) measurements (1: Mdlow controllers, 2:
demineralized water reservoir, 3: gas bottles, 4:@npling oven at 300°C, 5: heated transfer lines &00°C, 6:
oil cooled heat exchanger, 7: water cooled condems8: cyclone, 9: nitrogen internal standard additon, 10:

outlet pressure control valve, 11: water cooled hé@xchanger, 12: gypsum dryer).

6.2.5Experimental procedures and conditions in the pilofplant
setup

The experiments carried out in the pilot plant ¢stesl of the same three main steps as the JSR
experiments; pre-oxidation, cracking and decokifige process conditions of all three step are
summarized in Table 6-1. Prior to a cracking experit, the reactor was pre-oxidized with a
steam/air mixture. After 2 hours of pre-oxidatiaitrogen is fed to the reactor and the desired
cracking temperature profile is set. Once the teatpee profile is reached, the flow rates of

steam, ethane and nitrogen are set. Upon the indtiath of hydrocarbons, the process gas
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temperature decreases by about 20 K due to theherduc cracking reactions. After about 20
minutes the set temperature profile is again redcimethe experiments where continuous DMDS
addition was applied, the DMDS was added in theewé&ted barrel to provide the desired
concentration. The tubing connecting the waterdbdo the reactor was treated with Restek’s
Sulfinerf® coating to avoid adsorption of DMDS on the tubinger walls. After 6 hours of
cracking, the flow rate of the cracking mixtureses to zero, nitrogen is fed to the reactor and the
temperatures of cell 4 to 7 are set to 1023 K. Ghee new temperature profile is reached, a
steam/air mixture is used to decoke the reactoringudecoking, the CO and G@oncentrations

in the reactor effluent are continuously measurgdrigans of an infrared meter. From these
values and the measured effluent flow rate, theednkned from the reactor wall is determined.
When the molar C@concentration of the effluent drops below 1 moltP& temperatures of cell
4 to 7 are increased to 1073 K. When the conceotraif CGin the effluent is lower than 0.1
mol %, the nitrogen flow is stopped and only aiuged. Furthermore, a filter is installed in the
condensers after the reactor, where entrained lellected. After each experiment, this
collected coke is dried and weighed. The reportekie cvalues are the sum of burned and
entrained coke. In total six pilot plant experineenere performed, referred to as INC, YieldUp,
NO S, PRES, DIL1 and DIL2. In the INC experimentwarcoated Incoloy 800HT reactor was
used. In all other experiments, the inner wallhef teactor was coated with YieldUpl from cell 3
to 7 as indicated by the red, dashed line in Fidiifie Although the same temperature profile
shown in Table 6-1 was used in all experiments,niass flow rates were altered to study the
effect of dilution and DMDS addition on the coatipgrformance. The process conditions of all

experiments are summarized in Table 6-3. INC areddVip serve as the reference cases using an
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uncoated and coated reactor respectively. In teggeriments, ethane was cracked at a flow rate
of 8.333-10 kg/s, a steam dilution of 0.385 kg steam/kg ethama continuous sulfur addition
of 50-10° kg DMDS/kg ethane. In experiment NO S, the efféddMDS addition was tested by
not adding any DMDS. It is noted that this expenineas performed first not to influence the
results by the memory effect of sulfur on the éam previous experiments as reported by Tong
et al. [41]. In experiment PRES, the effect of DMpr@sulfiding was assessed. Presulfiding was
performed after pre-oxidation using a 750°4y DMDS/kg water mixture at a flow rate of
1.111-10 kg/s for 1 hour. In DIL1, the effect of lower steaartial pressure was investigated.
The steam mass flow rate was halved to 0.161kifs and nitrogen was added to provide the
same molar dilution. In DIL2, the effect of lowextal dilution was investigated by reducing the
dilution to 0.1925 kg steam/kg ethane. To mainthi@ same total molar inlet flow rate, the

ethane and steam flow rate were scaled to 1.036ai@ 0.199- 1& kg/s respectively.
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Table 6-1: Process conditions of the pre-oxidatiorpre-sulfidation, cracking and decoking step duringa pilot plant experiment.

Pre-sulfidation Cracking Decoking
Pre-oxidation

Pre-start Start Pre-start Start* Pre-start | Start | CO.<1lvol% | CO,<0.1vol%
Mass flow rate [g/s]
Steam 0.278 1111 1.111 0.0 0.321 0.28 0.280 0.28( 0.0
Air 0.278 0.0 0.0 0.0 0.0 0.0 0.230 0.230 0.230
Ethane 0.0 0.0 0.0 0.0 0.833 0.0 0.0 0.0 0.0
Nitrogen 0.0 0.0 0.0 0.833 0.0 0.230 0.0 0.0 0.0
Dimethyl disulfide 0.0 0.0 8.333-10 0.0 4.165-19 0.0 0.0 0.0 0.0
Temperature profile [K]
COTcell 1 773 773 773 773 773 773 773
COT cell 2 823 773 823 823 823 823 823
COT cell 3 1073 903 1023 1023 1023 1023 1023
COT cell 4 1073 1023 1063 1073 1073 1123 1123
COT cell 5 1073 1093 1093 1073 1073 1123 1123
COT cell 6 1073 1133 1113 1073 1073 1123 1123
COT cell 7 1073 1143 1128 1073 1073 1123 1123

*Flow rates of YieldUp and INC experiment, for otlexperiments see Table 6-3.
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6.3 Experimental results and discussion

6.3.1Jet stirred reactor

6.3.1.1 Product yields and coking rates

The effect of applying the YieldUp catalytic coagion product yields and coke formation was
assessed in the JSR setup. To this end three cogpated with a different YieldUp formulation
were tested and compared to a reference IncololB@@upon. The process conditions, product
yields and coking results are shown in Table 6+ Gonversion of ethane amounted to about 70
wt% and the yields of ethene and propene were débtwit% and 0.78 wt% respectively. The
yields of hydrogen and carbon oxides increasedpipjication of the YieldUpl formulation. The
yields of other components are not influenced by tloating as differences are within the
experimental error. The amount of coke depositethencoupon was significantly decreased in
all cycles by application of all coating formulat® compared to the reference Incoloy 800HT
alloy. For the first cycle coke reductions of 84 &nd 73 % were obtained compared to the
Incoloy 800HT alloy for the YieldUpl, YieldUp2 andeldUp3 formulation respectively. The
lower amount of deposited coke results in higheb@a oxides and hydrogen yields in the
YieldUpl experiment as part of the coke formed tmndoating is gasified. This holds to a lesser

extent for YieldUp2 and YieldUp3 as for these cogtiormulations less coke if gasified.
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Table 6-2: Process conditions, product yields ancking results of ethane cracking in the JSR.
Incoloy , . .
Coupons 800HT YieldUpl YieldUp2 YieldUp3
Temperature [K] 1159 1159 1159 1159

Ethane flow rate [kg/s]

363-1F 363-10 363-1F 3.63-1C

Steam flow rate [kg/s] 11.0-1¢ 11.0-10 11.0-160 11.0-1C
Dilution [kg/kg] 0.33 0.33 0.33 0.33
Conversion [wt%] 69.34 70.33 69.44 69.47
Mass of coke [10 kg / 6h]

1% cycle 39.0 5.0 10.0 10.2
2" cycle 425 6.5 12.0 11.3
3cycle 45.0 9.0 17.2 12.6
Reinit. [10°kg /s/m?]

1% cycle 22.4 2.0 5.3 5.8
2" cycle 19.2 2.3 7.2 5.80
34cycle 19.1 2.4 10.2 7.70
4" cycle 19.10 4.1 5.3 5.20
Re.asym. [10°° kg/s/m?]

1% cycle 4.0 0.9 1.0 1.1
2" cycle 6.1 1.2 1.9 1.5
3%cycle 7.0 1.7 2.2 1.8
Product Yields [wt% dry]*

H. 4.28 4.37 4.22 4.21
co 0.05 0.93 0.07 0.06
CO 0.02 0.19 0.02 0.02
CH, 7.06 7.12 7.18 7.1
CoHe 30.66 29.67 30.56 30.53
CoHa 50.53 50.64 50.67 50.53
CaHg 0.11 0.11 0.12 0.11
CaHs 0.75 0.78 0.81 0.80
CoH» 1.28 1.41 1.41 1.46
1,3-GHs 1.11 1.13 1.03 1.03
Benzene 2.42 2.37 2.34 2.33

* Product yields averaged over all cycles. Asymiptoarbon oxides and hydrogen yields reported.
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The total amount of coke deposited in these 6 hexperiments depends on the respective
contribution of the initial, catalytic coke formati rate and the asymptotic, free-radical coke
formation rate. However, in industrial units theniength is almost solely determined by the
asymptotic coke formation rate. The initial andrapjotic coking rates are depicted in Figure
6-2A and B respectively. The initial coking ratecaculated as the average coking rate between
minute 15 and 30 of the cracking experiment. Th&t fl5 min are excluded because the mass
signal has to stabilize after the introductionhad tracking mixture in the reactor. The asymptotic
coke formation rate is calculated as the averagagoate over the last cracking hour, when the
rate stays constant over time. As the fourth cragkun only lasted 2 h, no asymptotic coking
rate is reported for this cycle. The initial cokinmgtes of all YieldUp formulations are
significantly lower than for the reference Incol89OHT alloy. YieldUpl performs best, while
YieldUp2 and YieldUp3 show a similar initial cokingte. The initial coking rates of the coated
coupons remain more or less stable over subsegyelas, besides a small increase in the third
cycle for YieldUp2 and YieldUp3. Also in the asyrofit regime, application of any of the tested
YieldUp formulations is seen to reduce the cokiaggr Again the YieldUpl formulation has the
best performance, showing a reduction of the asyneptoking rate by 73, 75 and 74 %
compared to the reference coupon for tHe2l® and & cycle respectively. This stable reduction
in coking rate over multiple cycles shows that twating retains its catalytic activity over

different coking/decoking cycles.
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6.3.1.2 SEM and EDX analyses

Scanning electron microscope (SEM) analysis of tthe surface and cross-sectional energy
dispersive X-ray (EDX) line scans and element magpihave been performed on the coked
coupons after the "4 coking cycle. All analyses were performed as deedr by Mufioz

Gandarillas et al.[20].

A top view of the coked YieldUpl, YieldUp2 and Yd&lp3 coupon after the fourth cycle of
ethane cracking is shown in Figure 6-3A, B and §peetively. Multiple cracks are seen in the
surface of the YieldUpl coupon. This coupon had ldast amount of coke deposited after 2
hours of cracking. Hence, the surface morphology tleé coked sample retains many
characteristics of the catalytic coating underndagicause of the low coke deposition. The
surface of the YieldUp2 coupon looks distinctlyfelient with a clear coke layer covering the
coating. The YieldUp3 surface shows characteristitdoth YieldUpl and YieldUp2. The

amount of coke deposited is also intermediary betwthe two other coatings. The surface

exhibits some cracks in the coke layer, fewer imber, but larger than in the YieldUpl sample.
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Figure 6-3: SEM images of coked surface after thetirth cracking cycle: 750%, 10 kV of: YieldUp1 (A),

YieldUp2 (B) and YieldUp3 (C).

Cross-sectional cuts were made of all three cokedted coupons and investigated with SEM,
EDX line scans and elemental mappings. The crodsesal SEM images of the three coupons
are shown in Figure 6-4. Five segments can bendisithed in all three coupons; the bulk alloy,
an oxide layer, the catalytic coating, the cokeetagnd the resin embedment used during the
analysis. The oxide layer was partly present bedfigpecoating the coupons, but also stems from
the sintering step in the manufacturing processs $tep aims at increasing the adhesion of the

coating to the alloy by allowing atoms to diffusstween the layers at high temperature.
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Figure 6-4: Cross sections of coked coupons of YaJpl (A), YieldUp2 (B) and YieldUp3 (C), arrows indcate

path of EDX line scan analyses.

From Figure 6-4, the thickness and structure of difeerent layers can be analyzed. The
YieldUpl coating is approximately 15 pum thick aredviery porous. This high surface area
explains its superior activity compared to the tioer coating formulations. The thickness of the
oxide layer varies between 2 and 8 um. The coker ltyckness is below 1 pm. No clear voids
are seen in-between the coating, the oxide laydrtha base alloy. This indicates the good
adhesion between the different layers after sevasking/decoking cycles and even after the
thermal stresses from cooling down the coupon éoreemperature. The YieldUp2 coating is 30
pm thick. The coating is less porous than YieldUphich can explain the lower coke
gasification activity. Again the different layensesstill well attached showing the stable adhesion
of the coating on the bulk alloy. The oxide layéeeldUp2 is significantly thinner, only about
2-4 um. The thickness of the catalytic layer of [¥ép3 is about 25 pm. Some dense particles
can be seen in this layer surrounded by a moreugogpbase. Two large cracks are seen in the
catalytic layer. The left crack almost reachesdkele layer and spalling of the coating seems

imminent after more cycles. As the YieldUp3 formida was made using a different method
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than YieldUp1 and YieldUp2, this method seems infezoncerning coating adhesion. The oxide

layer is similar to the layer on YieldUp2, i.e. ab@-4 pum thick.

The arrows in Figure 6-4 indicate the path of tlEXHine scans. The line scan results are shown
in Figure 6-5, Figure 6-6 and Figure 6-7 for Yiefull) YieldUp2 and YieldUp3 respectively. The
line scans clearly show the coating elementsbiaeium, cerium, zirconium and oxygen, in the
coating layer. The oxide layer shows some typieatures of an high-alloyed centrifugal cast Ni-
Cr-Fe alloy: a high presence of chromium, mangaaeskeoxygen indicating a Mn&d4-spinel,

the presence of Si, indicating Si@nd an overall low presence of iron and nickele Dixide
layer also contains elements of the coating whietuges a good adhesion between the coating
and the oxide layer. The presence of sulfur wassaesl because of the continuous addition of
DMDS during cracking, but the sulfur content wasrfd to be negligible and is therefore not
shown. In all coupons, negligible presence of Higked iron is found in the catalytic coating,

showing that the oxide layer works as an efficffusion barrier for these elements.



Chapter 6:

Catalytic coating for reduced coke formation 221
Embedmentand Catalytic coating Oxide layer Bulk
coke layer

1

w
£ 300

3

© 200
Y

o

s 100
o]

S
= 0

Embedment and Catalytic coating Oxide layer Bulk

— coke layer

I

%)
£ 300

3

© 200
[ -

o I o

i L 2

(7]
2 100 }

E
= 0"
Figure 6-5: EDX line scan analysis of coked YieldUpcoupon at 15 kV: coating elements (top; -0;

’

- Ba;

- Ce;

- Zr; and base alloy elements (bottn): -0; -Cr,;

Mn; - Si; - Ni; - Fe.



Chapter 6:

228 Catalytic coating for reduced coke formation
Embedment and : ; Oxide
Catalytlc coatmg
—_ coke layer laver Bulk
- 400 T T | |Y|
£ | ™
Wl | | ( o
5 300 | M’f W' f' Ao lq
: | AT
S I [
o 1
7] .
el
=
>
=
Embedment and Catalytic coating Oxide layer Bulk
— coke layer
. 300 I T I I
2 |
L= |
8 200 - Aﬂ “ l I
5 100 | ﬁ‘ v
g " ,«f\ tk, M "HLM
- S e
2 0 s bttt s ¥

Figure 6-6: EDX line scan analysis of coked YieldUpcoupon at 15 kV: coating elements (top:

0 10

- Ba;

- Ce; - Zr; and

20

30
Depth [um]

40

base alloy elements (bottn): -0; -Cr;

Mn;

- Si; - Ni; -Fe.



Chapter 6:

Catalytic coating for reduced coke formation 229
Embedment and . ] Oxide
—_ coke layer Catalytic coating layer Bulk
-i- T | l T T T T
— D M [ | =
= 300 AN T .
g I ” lw‘\{ A[V .|‘|I_. /ﬂi!‘ h ﬂ, |
hat 200 I A ' | ' H"J | | NI N
‘B 1) L ‘ Y \\"'Al“‘ M ] "‘U £ 1
t' I‘ Ui \l A ( | \.
B 100 - If A A’Ws k\zﬂ 41 \.\f;ﬁ '\J T ! ].\ _
-Q 0" Ll '] Ky A H1 f
= (W] ’J,,T%'vw" ‘MMM G Ay \"”/.&“\;.j u Ari’i‘{h o)) aadas
- 0 et ! R e YA e
=
0 5 10 15 20 25 30 35
Embedment and , i Oxide
coke layer Catalytic coating layst Bulk
'j — T T T T i ) T
= 300 @ ] -
5 | Iﬁvﬁ‘ I
o | URT]
S 200 | i -
o il u
- | I i"\ ‘vi"'_ﬂ"q N "J
@ ‘
g 0 —r MU g A Y L A a0 | }a‘
S o ihemeniaripopommentiacin vttty [ nmarin
=
0 9 10 15 20 25 30 35
Depth [um]
Figure 6-7: EDX line scan analysis of coked YieldUpcoupon at 15 kV: coating elements (top: -0;
- Ba; - Ce; - Zr; and base alloy elements (bait): -O; -Cr; -
Mn; - Si; - Ni; - Fe.

The elemental mappings of all three coupons arenshio Figure 6-8. The element mappings of
YieldUp1 in Figure 6-8 show that barium, cerium anggen are uniformly distributed over the
coating, while agglomerates of high zirconium conaion exist. Some carbon is present in the

coating pores showing that the entire surface afélae coating is used for coke gasification. The
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oxygen and chromium mappings show that the oxigerlaovers the base alloy fully. The oxide
layer acts as a good diffusion barrier as no inoth mickel are detected above the oxide layer. In
the YieldUp2 formulation, more zirconium was usedaso seen in the elemental mappings.
Both barium and zirconium are quite uniformly disgeal over the layer, while local spots with
high cerium concentration exist. The presence diarais lower due to the lower porosity of the
coating compared to YieldUpl. Although the oxidgelais much thinner than the YieldUpl
coating, it fully covers the base alloy and presaritkel and iron from diffusing upwards. From
the zirconium mapping, it is seen that the densselof the YieldUp3 coating mainly consists of
zirconium and lacks cerium. Again the cracks aneepare filled with carbon. The oxide layer is
less continuous than with YieldUpl and YieldUp2same interruptions of low oxygen content

exist. Nonetheless, low iron and nickel presenaketscted above the oxide layer.
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Figure 6-8: Element mappings of cross sections obked coupons of YieldUp1l (top), YieldUp2 (middle) ad

YieldUp3 (bottom).

6.3.2Pilot plant setup
As YieldUpl showed the best coking resistance agdaal adhesion to the base alloy during the
JSR experiments, this formulation was further tbatea pilot plant setup for steam cracking. As
depicted in Figure 6-1, the YieldUpl coating waplegal on the reactor inner wall from cell 3 to
cell 7. Six experiments were performed evaluatimg effect of sulfur addition and dilution on

coking rate and product yields. The results offtihat experiments are summarized in Table 6-3.
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Table 6-3: Summary of coke and yield data of piloplant ethane experiments.

Experiment INC YieldUpl NO S PRES DIL1 DIL2
Process conditions
Reactol Incoloy  YieldUpl YieldUpl YieldUpl YieldUpl YieldUpl
Feed 107 kg/s] 0.83: 0.83¢ 0.83: 0.83: 0.83: 1.03¢
H,O flow rate 102 kg/s] 0.321] 0.321 0.321] 0.321] 0.161 0.19¢
N, flow rate [10° kg/s] 0.00( 0.00( 0.00( 0.00( 0.24¢ 0.00(
S addition 1C° kg S/ kg ethan 50 50 0 5C 50 50
H,O/HC ratio 1C° kg/s] 0.38¢ 0.38¢ 0.38¢ 0.38¢ 0.19: 0.19:¢
(H,0+N,)/ethane ratio [kg/ke 0.38¢ 0.38¢ 0.38¢ 0.38¢ 0.49: 0.19:
(H20+Ny)/ethane ratio [mol/mc 0.64: 0.64: 0.64: 0.64: 0.64: 0.321
COT [K] 1128.1! 1128.1! 1128.1! 1128.1¢ 1128.1¢ 1128.1!
CORP [bar ab: 1.7 1.7 1.7 1.7 1.7 1.7
Yields*
> C4- [wt%] 98.¢ 102.< 104.7 102.¢ 101.2 100.¢
Ethene selectivity [wt%/wt% 80.2 80.C 78.2 79.% 79.¢ 80.1
Ethaneconversion [wt% 63.¢ 63.2 63.¢ 64.( 63.£ 61.t
H, 4.2 4.54 4.8¢ 4.52 4,24 4.04
CH, 3.72 3.4¢ 3.6¢5 3.5¢ 3.67 3.5¢
C,Hs 36.1( 36.7¢ 36.1: 35.9¢ 36.62 38.5(
C.H,4 51.3¢ 50.57 49.97 51.0:¢ 50.5¢ 49.2¢
1,3-C4He 1.4C 1.31 1.2C 1.3 1.41 1.3¢
CC 0.01 1.7¢% 3.72 2.0¢ 1.65 0.9¢
CG; 0.0z 2.1¢ 3.61 2.44 1.0z 0.9¢
Net coke deposited [g coke/r 18.t 4.4 2.1 3.2 3.¢ 6.1
Gasified coke [g C/6l 1.6 242.¢ 464.: 276.¢ 177.5 154.¢
% C to coke and COx [¢ 0.0z 3.37 6.4t 3.8 2.4¢€ 1.7z

* Average over 9-13 effluent analyses per expertm@symptotic carbon oxides and hydrogen vyields
reported.



Chapter 6:

Catalytic coating for reduced coke formation 233

Comparing experiment INC and YieldUpl, it is sebattthe amount of coke deposited was
reduced 76 % by application of the YieldUpl coatoognpared to the Incoloy 800HT reactor.
This value corresponds well to the measured deerethe asymptotic coking rate during the
JSR experiments. Consequently, the effluent coettimore hydrogen, CO and €Man during

the INC experiment as more coke was gasified. Mbeease in hydrogen and carbon oxide yields
by application of the YieldUpl coating is much reglin the pilot plant experiments than in the
JSR experiments due to the higher surface-to-voltatie of the pilot plant reactor: 5.1 and
444.4 mtfor the JSR and pilot reactor respectively. Takimg account the small difference in
conversion between the INC and YieldUpl experingrt the experimental errors, the yield of
other components is not significantly influencedthg coating. From the carbon oxides yields,
the amount of coke gasified by the coating candleutated. As seen from Table 6-3, 1.8 g of
coke is gasified in the INC reference experimentjlev242.4 g of coke is gasified in the
YieldUpl experiment. Hence, 0.02 and 3.37 % ofcalbon fed to the reactor is converted to
coke or carbon oxides in the INC and YieldUpl ekpent respectively. This consideration
shows that the coating gasifies more than the atmoficoke that is normally formed on a
reference alloy. This could be caused by the higfase roughness of the coating resulting in a
higher coke deposition rate or the coating conrgrgjaseous hydrocarbons to carbon oxides. It is
clear that this coating formulation is too activelahat more research is needed into tuning the

coating activity.

The absence of continuous DMDS addition was evetlat experiment NO S. The influence on

hydrocarbon species yields is minor. The increaseé® and CQyield is much more apparent;
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CO increases from 1.8 to 3.7 wt% and Ciibm 2.2 to 3.6 wt% compared to experiment
YieldUpl. Hence, continuous DMDS addition can natgg CO and C@production when the
coating is applied. In agreement with previous w8dgk 9], the coking rate decreased without the
addition of DMDS. Presulfidization of the coil with steam/DMDS solution prior to the
continuous DMDS addition was evaluated in experim@&RES. Presulfidization before
continuous DMDS addition shows a coke tendency thaslightly higher than to solely
continuous DMDS addition, resulting in lower carborides yields. Finally, the effect of
lowering the dilution was evaluated in two expemtse DIL1 and DIL2. In experiment DIL1 the
steam mass flow rate was halved and nitrogen wadscdath remain at the same total molar flow
rate to cancel out the effect of reduced hydroganbartial pressure on the product yields. As
DMDS was continuously added, comparison is madédoYieldUpl experiment. The yields of
CO and CQ were lower; CO dropped from 1.8 to 1.7 wt% and,@0Om 2.4 to 1.0 wt%. The
low dilution experiment DIL1 shows a coking ratengar to YieldUpl. Hence, it seems enough
water is present to convert coke to carbon oxidas axperiment YieldUpl. In experiment DIL2
the steam dilution was also halved to 0.1925 gnstga&thane. However, no nitrogen was added
in this experiment. To maintain a similar convensithe flow rates of ethane and steam were
scaled to have the same molar flow rate as in @xpet YieldUpl. Lower ethane conversion
and resulting lower olefin yields were measurede TD and C@yields decreased to 0.99 and
0.98 wt% respectively. In experiment DIL2 a higlwking rate was measured compared to
YieldUp1l. Higher coke formation is expected dudigher hydrocarbons partial pressure and the
coating converting less coke to CO and,GlDe to the lower steam partial pressure. However,

comparing with the INC experiment, a decrease kingprate by 67 % is still obtained while
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increasing the ethane throughput by 24 %. This exy@at shows that besides obtaining longer

run lengths, also higher production capacity canlitained by application of the coating.

6.4 Simulation of an industrial ethane steam cracking
unit
6.4.1Furnace and reactor model
The reactor simulations were performed using thaownse developed COILSIM1D program.
This program applies the plug flow assumption aoties the resulting one-dimensional
continuity, momentum and energy equations. As COMI® has been described in detail by
Van Geem et al. [42] and Pyl et al. [38], only thedifications made to model the effect of the

coating on product yields and coking rate are dised here.

As by application of the coating the hydrogen aarbon oxides yields are strongly influenced,
the effect of coking and gasification reactiongloa product yields is explicitly modeled. The net
amount of coke deposited depends on two terms; dokeation and subsequent coke
gasification. Coke formation is modeled using tbkecmodel of Plehiers [43] which uses ethene
and propene as coke precursors. Gasification wakeled using the following reactions:
C + H,0 - CO + H,
C + 2H,0 - CO, + 2H,

Two sets of Arrhenius parameters for the gas-gel&ttions were used to model the coated and
the uncoated reactor respectively. For the uncoataetor case, the original model parameters of

the model of Plehiers were used. The activatiorrggnef the gasification reactions was taken
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from Bennet and Price [44] while the pre-exponérfaators were fitted to the carbon oxide
yields during pilot plant experiment INC. For theated reactor case, the pre-exponential factors
of the coke-forming reactions of the Plehiers madete fitted to the coking rate of the pilot
experiment YieldUp. The pre-exponential factors bardifferent by application of the coating as
the surface roughness is different from the refezenlloy surface roughness. The original
activation energies were used as the activatiomggnis independent of the reactor inner wall
material. Indeed, the asymptotic coking rate is ehedl where the active sites are radical sites of
the coke layer. The activation energies of the fgasion reactions were determined from a
thermo gravimetric analysis based on the result§vahg et al. [35]. The obtained activation
energy for gasification on the coating is 196.348rol which is as expected significantly lower
than the value of 238.290 kJ/mol reported by Beramet Price [44] without catalytic activity.
The reactions and kinetics for the coke gasificatioe rather global and approximate. Further
improvement of the simulation results is possible implementation of a single-event
microkinetic model. This was considered outsidegtepe of this work as it requires additional
experiments to elucidate the occurring elementaactions and to quantify the accompanying

kinetic and thermodynamic parameters.

By including gas-solid reactions, the right-handesbf the transport equation of spegiéms

two terms describing the gas-phase and gas-sa@ldioas respectively:

nreacf nreacs
dF,
@ = Z ai'jrf,l- + a, Z (Xk'jrslk (61)
i=1 k=1

with a,, the surface area of the coke layer in an axiabmentdz:
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_An(dine —2dc)dz 4
B 7T(dint - ch)de B (di - ch)

whered, is a function of axial position and time. It isvatus from (6.1) that the influence of the

Ay (6.2)
gasification reactions on the yield of carbon ogidend hydrogen decreases as the reactor

surface-to-volume ratio decreases.

For simulation of the heat transfer in the furnabe, in-house developed FURNACE code was
used which applies the method of Hottel and Sar¢difj further improved by Vercammen and
Froment [46]. In this method the furnace enclossrdivided into a number of discrete surface
areas and volumes that are assumed to be isotharndaio have uniform radiative properties.
For each zone an energy balance is constructedfrand the resulting set of equations the
unknown heat fluxes and temperatures are calculéedan elaborate discussion reference is
made to previous works [43, 47-51].

Two coupled furnace-reactor run length simulatiese performed according to the procedures
of Plehiers et al. [43] and Heynderickx et al. [SEjgure 6-9 shows a flow sheet of the
calculation procedure of a coupled FURNACE-COILSIMiun length simulation. As coking
reactions are much slower than the gas-phase ogaokactions, pseudo-steady state is assumed,
i.e. the run time is increased in a stepwise maunsiag a predefined time step. A time interval of
125 hours was seen to be sufficient for the comedldurnace. Every time step a coupled
furnace-reactor simulation is performed. The inseRigure 6-9 shows the calculation procedure
of such a coupled simulation. A coupled simulatsdarts with reactor simulations based on an
initial guess of the heat flux profiles. These teacimulations return new estimates for the

external tube metal temperature profiles. With ¢hepdated boundary conditions, a furnace
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simulation is performed, returning updated heat fiwofiles to the reactors. Next, the updated
heat flux profiles are used to perform new reastowlations. This iterative approach is repeated
until convergence is reached, i.e. when all furnamee and surface temperatures change less
than a threshold value of 1 K. During every timepsthe fuel flow rate is adjusted in an outer
iteration loop to match the user-specified conwersOnce the desired conversion is obtained in
time step t, the coke growth during this time seepdded to the existing coke layer and a new
time step is initialized. This is repeated unti thser-specified maximum allowable tube metal

temperature or maximum reactor pressure drop iseglad in any reactor in the furnace.
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Figure 6-9: Calculation procedure of a coupled FURKCE-COILSIM1D run length simulation.

6.4.2Description of the industrial unit

Figure 6-10 shows a top view of half of the rectdag furnace. Ethane is cracked in four
serpentine reactors of eight passes suspendedbgidéde in the center of the furnace. The
reactors have a larger diameter in the two lastggasompared to the first six. The process gas
enters the reactors at both end sides and in tddlenof the furnace and flows downwards. As

the furnace is symmetrical, only the depicted &lsimulated. The maximum allowable tube



Chapter 6:

240 Catalytic coating for reduced coke formation

metal temperature for the reactor alloy is 1343fKhis temperature is exceeded, production is
halted to decoke. The characteristics of the fuegnaeactors and material properties are
summarized in Table 6-4. In each side wall 64 tamhiaburners are placed. The total fuel gas
flow rate for the 128 burners is adjusted over titmenaintain the ethane conversion at 65 %. The
air excess is 2 % compared to the stoichiometricegjuirement for complete combustion. The
burner cup temperature and the temperature ofltleegas entering the furnace are calculated
using the method developed by Plehiers [48]. Thepmsition of the flue gas is derived from the
stoichiometry of the combustion reactions. The cositipn of the feed and the operating

conditions of the reactor are listed in Table 6-5.
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Table 6-4: Details of the simulated industrial unit

Furnace
Length 9.304 m
Height 13.450 m
Depth 2.100 m
Thickness refractory material 0.230 m
Thickness insulation material 0.050 m
Number of burners 128 -
Reactors
Number of reactors 4 -
Type serpentine coils -
# passes 8 -
Total length 100.960 m
Internal diameter
pass 1-6 0.124 m
pass 7-8 0.136 m
External diameter
pass 1-6 0.140 m
pass 7-8 0.153 m
Tube wall thickness 0.008 m
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Table 6-5: Feedstock composition and operating coittbns of the reactor coils.

Composition of the feed

Ethane 100.0 wt%

Reactor operating conditions

Total hydrocarbon flow 3.889 kg s’

Inlet temperature 873.15 K

COP 182385 Pa abs

Steam dilution 0.35 kg steam/kg ethane

Ethane conversion 65 wit%
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Figure 6-10: Top view of half of the furnace:l - bmer location; @ - pass with downward flowing

process gas; O - pass with upward flowing process gjamm - refractory wall, == == - Symmetry plane.
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6.4.3Simulation results

The maximum external tube metal temperature aseitn of runtime is shown in Figure 6-11.

The maximum allowable temperature of 1343 K is asspd after 42 and 260 days for the
uncoated and coated case respectively. An incrgasanlength by more than 525 % can be
obtained by application of the coating. Assuming &% a decoking operation of the furnace, 8.5
and 1.4 cracking/decoking cycles are possible withiyear of operation. Hence, by application
of the coating 8.5 — 1.4 = 7.1 extra days of préiducare available per year. Moreover the lower
energy input needed on a yearly basis due to actieduof the number of decoking operations

will influence the cracker economics beneficially.
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Figure 6-11: Maximum external tube metal temperatue [K] as a function of runtime [days]: -

uncoated and - coated case
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Table 6-6 summarizes the main results and procasditons at start-of-run (SOR) and end-of-
run (EOR). The carbon monoxide yield increases fidppmw to 216 ppmw by application of
the coating. The carbon dioxide yield increasesnfd8 ppmw to 344 ppmw. This increase in
carbon oxide yields is significantly less than e tpilot plant experiments due to the lower
surface-area-to-volume ratio in industrial reactoosnpared to the pilot plant reactor. Typical
maximum allowable yields for downstream units dvewd 1000-2000 ppmw and 150-200 ppmw
for CO and CQ respectively. Hence, the carbon dioxide yieldde high and a less active
coating should be applied to comply carbon dioxddecifications. More research is thus needed
towards elucidating the occurring elementary reastion the coating to further tune the coating

activity.
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Table 6-6: Simulation results* for the uncoated andcoated case at start-of-run (SOR) and end-of-rurOR)

conditions.
Uncoated Coated
SOR EOR SOR EOR

Coil-inlet pressure [kPa abs] 307 367 307 363
Coil-outlet-temperature [K] 1127 1131 1127 1129.88
Residence time [s] 0.67 0.69 0.67 0.72
Maximum tube temperature [K] 1235 1343 1235 1344
Maximum coke thickness [mm] 0.0 13.9 0.0 17.4
Ethane conversion [%] 65.8 65.8 65.8 65.8
Runlength [days] 42 260
Yields [wt%]

H> 3.75 3.68 3.75 3.67
CH, 5.43 6.00 5.44 6.24
CcO 0.001 0.001 0.02 0.02
CO, 0.001 0.001 0.03 0.03
CoH, 0.39 0.37 0.27 0.34
CoH, 51.39 50.48 51.38 49.95
CoHs 34.22 3421 34.17 34.22
CsHs 1.04 1.15 1.04 1.19
CsHs 0.19 0.21 0.19 0.21
1,3-CHs 1.52 1.57 1.53 1.61
Nn-C4H10 0.44 0.44 0.44 0.45
Benzene 058 0.71 0.58 0.80

*All reactor-related results are averaged overttereactors.

From Table 6-6, it is seen that the ethene seigctiecreases more severely over the runlength
in the coated case compared to the uncoated caseprbcess gas pressure as a function of
reactor axial position is shown in Figure 6-12AeTibtal reactor pressure drop is similar for the
coated and uncoated cases at EOR conditions. HoneeVarger pressure drop occurs at the end

of the reactor in the coated case. As ethene ctratiem is high towards the end of the reactor,
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more ethene is converted by bimolecular reactiarnthé coated case compared to the uncoated
case. This higher pressure drop at the end ofdhetar is caused by the thicker coke layer as
evidenced by Figure 6-12B. In the coated caseivelgtmore coke is formed towards the end of
the reactor as the coke/gas interface temperasuregher here. The activation energy of the
gasification reactions is lower than the activaterergy of the coking reactions, leading to a
relatively higher net coke deposition at higher penatures, i.e. at the end of the reactor. The
higher loss in ethene selectivity over the runlargiuld be solved by applying a coating activity

profile along the reactor axial position, e.g. arenactive coating in the last two passes.
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6.5 Conclusions

A novel catalytic coating, called YieldUp, that des coke to carbon oxides by reaction with
steam, was developed for application on the inredt @ steam cracking reactors. Three coating
formulations were tested in a jet-stirred reacetup and subsequently analyzed with SEM and
EDX. All three formulations showed drastically redd coking rates over multiple
coking/decoking cycles compared to a referenceyal8EM analyses of the coked coupons
showed that for two coating formulations, the aogtstays well attached to the base alloy over
multiple coking/decoking cycles. The best perforgnformulation in terms of coking resistance
was further tested in a pilot plant setup. Cokenftion was reduced by 76 % compared to the
reference alloy reactor. Experiments at lower hlutshowed that an increase of throughput by
more than 24 % can be combined with a coke redudip 67 %. Application of the coating
resulted in increased hydrogen and carbon oxiddsyiey gasification of coke. Further scale up
was assessed by simulation of an industrial etbheaeker. Application of the coating resulted in
an increase of the simulated run length increas®&2% % while the CO and GQjields are
limited to 216 ppmw and 344 ppmw respectively. Sthéndings show that the new coating can
effectively reduce coke formation and prolong rendth. The C@yield is higher than the
typical design value of downstream units. Henceremmesearch is needed towards elucidating the

reactions occurring on the coating to further ttireecoating activity.
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Chapter 7. Conclusions and per spectives

The subject of this work was the development ofstdor the simulation and design of steam
cracking reactors. More specifically, the applioatiof computational fluid dynamics for the
design of steam cracking reactors and the evaluatidhree dimensional reactor technologies to

enhance heat transfer was the main focus.

7.1 Conclusions

In Chapter 2, a recent three-dimensional reactdrm@ogy for steam cracking reactors, the so-
called Swirl Flow Tub® (SFT®) reactor technology was evaluated experimentaiid a
numerically with computational fluid dynamics siratibns. The experiments showed that
application of a SF¥ results in an increase of the heat transfer amefft by a factor of 1.2 to
1.5 compared to a straight tube. The penalty paidhé pressure drop increase is moderate
compared to other 3D technologies and only amotmts4 to 2.2 depending on the Reynolds
number and the SFTgeometric parameters. A computational fluid dyr@nmodel was adopted
that showed satisfactory agreement to the expetaheasults. The simulation results allow
attributing the increased heat transfer and presswop to a higher wall shear stress. The
experimental and simulation results confirm theeptal for the application of the SFT
technology in steam cracking furnaces becauseeolotiier average wall temperatures at the cost
of a moderate pressure drop increase. More gertbede simulations show that non-reactive

CFD simulations validated with a rather simple ekpental setup can be used to assess the
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potential of a three-dimensional reactor technol@nd to study the effect of geometric
parameters on pressure drop and heat transfer.

In Chapter 3, three-dimensional CFD simulationsenperformed in which the detailed free-
radical chemistry was for the first time accounfed The start-of-run external tube metal
temperatures could be reduced by up to 50 K whelyig optimal fin parameters compared to
conventionally used bare tubes. Implementation wdlalated coking model for light feedstocks
showed that coking rates are reduced up to 50%.eMery the increased friction and inner
surface area lead to a factor 1.22 to 1.66 of presdrop increase, causing minor but significant
shifts in light olefin selectivity. For the optingd helicoidally finned reactor the ethene
selectivity decreased, while propene and 1,3-beteiselectivity increased with a similar
amount.

In Chapter 4, a methodology was developed to usalee single-event microkinetic reaction
networks in computational fluid dynamics simulasoof steam cracking reactors by on the fly
application of the pseudo-steady state assumpbepending on the reaction network size, a
speedup factor from 7 to 54 was obtained compavethé¢ standard FLUENT routines. The
methodology was applied to the simulation of arustdal propane cracking reactor comparing a
conventional bare reactor and a helicoidally finnealctor. The difference in product selectivities
are caused by a combination of the increase inseestional temperature uniformity and an
increase in pressure drop. Comparison of the 3Dulaton results to 1D plug flow reactor
simulation results shows that a significant ersomiade by neglecting the increased reaction rates
in the laminar film near the reactor inner wall. eféfore the 1D plug flow reactor model
COILSIM1D was extended to account for the non-umnifeadial temperature profile. Doing so,

the heat input, COT and TMT simulated with the 10del are closer to the corresponding
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values in the 3D simulations. However, the effddhe reactor geometry on product selectivities
is only well captured for a few products by the hiddel. This consideration shows the necessity
of highly detailed 3D simulations upon evaluatidrthte application of a 3D reactor design for a
specific cracker.

In Chapter 5, a code was developed for the threeisional simulation of steam cracking
reactors based on the free, open-source CFD seftpackage OpenFOARM The code
incorporates the methodology of applying PSSA te tladicals discussed in Chapter 4.
Furthermore, the effect of turbulent temperatuwetfiations on the reaction rates is accounted for
by a probability density function for temperatufe. this end, an extra continuity equation for the
temperature variance is solved. The effect of tieree-chemistry interaction on product yields
under typical steam cracking conditions was seehetdimited to about 0.1 wt%. To further
reduce the computational time, a dynamic zoninghotetvas implemented. Cells with a similar
thermochemical state are grouped into zones basédmfeatures and the rates of formation are
calculated based on the zonal averages. Theshararapped back to the individual cells of the
grid on which the continuity equations are solvEde code was then successfully applied to the
simulation of an industrial butane cracking reactor

In Chapter 6, a catalytic coating for reduced cdé&emation, called YieldUp, was tested
experimentally and the scale-up to an industridl was simulated. Three different formulations
of the coating were tested in a jet-stirred reasegtup and showed reduced coking rates over
multiple coking/decoking cycles compared to a mfiee alloy. The most coking rate-reducing
coating was further tested in a pilot plant seflige overall coke formation was reduced by 76%
compared to a reference alloy reactor. Scale upassassed by simulation of an industrial ethane

cracking reactor. Application of the coating resdltin a simulated increase of the reactor



258 Chapter 7: Conclusions and per spectives

runlength by 525 % while the CO and £@elds were 216 ppmw and 344 ppmw respectively.
This relatively high CQ yield can be higher than the specifications of dsiweam units
depending on the design of the caustic tower. Héutber research towards tuning the coating

activity is necessary.

7.2 Pergspectives

Computational Fluid Dynamics simulations of indigdtsteam cracking reactors are challenging
because of the widely varying length scales. Onatfie hand, the size of industrial reactors is
large, i.e. the reactor lengths range from 10 t0 @0 On the other hand, wall-resolved, low-
Reynolds treatment of the near wall region is reoe@mded for the accurate simulation of the
effect of three-dimensional technologies alterimg inner surface of the reactors. This results in a
thickness of the first cell near the inner walltire um range. These grid requirements yield
meshes of 101 cells. Adopting detailed chemistry calculationstbese meshes results in an
almost intractable number of algebraic equatiorsd tteed to be solved. Therefore, to reduce
computational time, only simulations with Reynoldgeraged Navier-Stokes (RANS)-based
turbulence models were performed in this work.His approach, all turbulent length scales are
modeled with a turbulence model and only ensembkraged flow variables are computed.
RANS models usually perform well in standard flogtsch as channel flows, but often fail to
correctly predict flow separations. Such flow sepians are to be expected in some 3D reactor
technologies, such as the Mixing Element RadiarieSUMERT) patented by Kub&taOn the
contrary, Large Eddy Simulation (LES) directly adfte the largest, most energetic vortical
structures and model the smaller-scale eddies.eL&dpfly Simulations undoubtedly show an

unseen potential for modeling turbulent flows aadent advances in computational power have
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transformed it in an accessible tool for academarmd an option available in most commercial
CFD programs. However, the application of LES tdlAwaunded turbulent flows is challenging
as the ratio of turbulent length scales in the tire to the length scales in the inner layer iy ve
large, requiring excessively fine grids. The grdjuirements for LES scale with the Reynolds
number to the power of 1.8. Current computatiorsgdatilities limit the application of LES to
flows at a Reynolds number of 60,000-100,000. Herices clear that the simulation of most
industrial reactors operating at Reynolds numbeosnf100,000-200,000 is currently out of
range. To avoid the use of fine grids near the wahligh-Reynolds number LES, the near wall
flow behavior is often represented with a wall mottethat case, the no-slip boundary condition
is replaced by a wall-stress model in the firstgrell near the wall. The combination of such a
wall model does even not necessarily lead to comean-velocity profiles due to the so-called
log-layer mismatch [1]. As the turbulence induced tbree-dimensional reactor technologies
originates from the wall, the application of walbdels in LES for these reactors should be done
carefully by comparison to wall-resolved LES. Arathway to limit the computational cost of
LES is by applying stream wise periodic boundargditons and by isolating the fluctuating
components from the mean stream wise gradient.[2{#jough this methodology shows several
limitations, e.g. the effect of return bends anchiftdds present in real steam cracking reactors
cannot be taken into account, it is a perfect toothe comparison of the pressure drop and heat
transfer increase caused by different three-dinoeasi reactor geometries and geometric
parameter studies. The application of stream wes®gic LES to fully developed pipe flow has
been performed in several works [2, 4]. Extensibths methodology to reactive flows is less
straightforward because the species concentratianeot be treated easily as periodic scalars.

Hence, modifications to the non-reactive methodplage necessary to take into account the
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effect of molar expansion, density decrease by &aipre increase and the effect of residence

time distribution on species concentrations.

In the reactive CFD simulations of the present wohHemistry calculations were implemented by
using a segregated solver, i.e. all continuity équa, including energy and species transport
equations are solved consequently. This methodohagy largely possible as the stiffness from
the system is removed by application of the psesidady state assumption. However, using a
coupled method can be an attractive approach. Taia approaches have been investigated for
the solution of stiff, large systems of partialfeiential equations; fully coupled algorithms and
algorithms based on operator splitting methods. mae advantage of fully coupled algorithms
is that all or some, e.g. species and energy, Emsaare solved simultaneously and that the
interactions between these equations are takenartount together. However, the size of the
resulting matrix for the algebraic solver can ppsghibitive memory requirements when detailed
chemistry is implemented. In operator splittinge #guations are broken down in several sub-
equations modeling part of the physics involved [Bgr reactive flow, the chemical reaction
processes can be conveniently separated from dheport processes. The main advantages of
operator splitting methods is that the memory-iskem matrix operations of fully coupled
algorithms are avoided and that the best numentghod to solve each sub-equation can be
chosen. The main disadvantage is that the sepalgdethms can be very complex and differ
from term to term. Moreover, to solve each sub-#qnaa time-marching over the so-called
operator splitting time is done. This makes th&tess based on the operator splitting method are
inherently transient solvers. Nonetheless, operafditting can be applied to steady-state

problems by using a larger value for the operapdittgg time, i.e. larger CFL number, which
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does not guarantee a correct transient solutionuttimately leads to an accurate steady-state
solution. The application of operator splittingroduces an error in the solution, called the
splitting error that increases with increasing Ckllmber and can pertain in the steady-state
solution. Hence, the possible shorter simulatiometof an operator splitting-based method will
depend on the balance between the increased cemeergate as the chemical reaction sub-
equations are typically solved coupled with an mady differential equation solver and the value
of the CFL number to guarantee a stable convergenaads the steady state solution. The latter
can require very small time steps caused by thé IHgynolds number in steam cracking

reactors.

In the performed CFD simulations of industrial feas, a heat flux profile that only depends on
the reactor axial coordinate was applied. Howeatsp azimuthally or circumferentially non-
uniformities in the heat flux exist due to the ¢sigce of two sides on the cracking tubes, i.e. a
fire-side directed towards the side walls and bugrand a shadow-side directed towards other
reactor tubes. Obtaining these detailed heat fleofilps requires a coupled furnace-reactor
simulation, with both the furnace and reactor sated in 3D. The most straightforward way
seems to be the development of a furnace simulatiole based on the OpenFO&Nrogram
also used in Chapter 5 as an appropriate solvavagable, i.e. edcSimpleFOAM based on the
eddy dissipation concept (EDC) model [6, 7]. The(EBhodel is often used to account for
turbulence—chemistry interactions in combustionutations. The model is based on a general
reactor concept for the calculation of the averagé species production rates in turbulent
reactive flows. Combustion takes place in regiossoeiated with the smallest turbulence

structures, the so-called fine-structures [8]. Eveomputational cell is considered to be
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composed of a reactive space, namely the finetstres and the surrounding fluid that is inert.
The reactive space is modeled as a Perfectly &tReactor exchanging mass and energy with
the surrounding inert fluid. By coupling this fuo@code with the three-dimensional reactor
solver, the effect on product yields and cokingsbfdow effects could for the first time be
guantified. Additionally, the performed CFD simudeatts of steam cracking reactors are for start-
of-run conditions, i.e. with no coke layer on thmer wall of the reactor. The effect of the
growing coke layer on the fluid dynamics can beoaoted for by dynamic meshing or adaptive
mesh refinement. Indeed, the non-uniform coke foionacan influence the performance of

three-dimensional reactor technologies along théength.

In Chapter 6, the performance of a catalytic ceptio reduce coke formation was studied
experimentally and numerically. Although the cogtishowed a significant coke reduction
compared to a reference alloy over several cradt@opking cycles, further research is
necessary to come to a more mature, commerciahoémtly. First, the effect of temperature on
the coating activity should be investigated furthérdeed, in industrial crackers process
conditions are often altered depending on the teekls Secondly, the focus of the performed
experimental program on both the Jet-Stirred Rea@®BR) and the pilot plant setup was on
ethane cracking and a similar experimental progsaould be performed with naphtha. Indeed,
for the cracking of ethane adequate coke-redudingsaexist [9], while a similarly mature and

performing technology for naphtha cracking is ditking. Finally, experiments dedicated at
unraveling the occurring elementary reactions andbating should be performed. This would

allow improving the current modeling effort of theating which can lead to further optimization
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of the coating formulation and will improve the acacy of the simulated scale-up to industrial

reactors.
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Appendix A: Validation reduced Kinetic

models

In the various chapters of this work, several redukinetic models are used. In this appendix,
validation of the applicability of these reduceddals is shown by comparison to the results
obtained with their respective complete equivaleAss3D simulations with the complete kinetic
models are impossible because of the high compuattioad, comparison is made through 1D
simulations using the Reaction Design’s CHEMRIN] plug flow reactor model which has a
proprietary modified version of the DASPK solver] @ numerically solve the set of stiff

ordinary differential equations.

A.l Propanekinetic model of Chapter 3

This kinetic model was obtained by restricting flraetwork of the single-event microkinetic
CRACKSIM mechanism [3] to the molecules and radigalevant to propane cracking and all
reactions between these species. The full moddloen 135 species and 1053 reactions. The
reduced model contains 13 molecules, 13 radicats 206 reactions. A plug flow reactor
simulations was performed using the temperaturepaesisure profile shown in Figure A-1 which

are similar to the profiles of the three-dimenslaeactor simulations.
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Figure A-1: Temperature [K] (Ieft) and pressure [kPa] (right) asa function of axial position [m].

Figure A-2 compares the yields obtained using #duced model and the complete kinetic
model. Given the small size of the kinetic modeall aot tuning any kinetic or thermodynamic

parameter of the occurring reactions, a good ageaeims obtained. The agreement for the most
abundant species, i.e. propane, ethene, propenmeindne is good. For most species, the yield
using the reduced kinetic model is slightly higlasr some components having a considerable

yield with the full model, e.g. benzene and tolyaare not accounted for in the reduced model.
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A.2 Propanekinetic model of Chapter 4

The reduced network used in the simulations of itftistrial propane cracking reactor was
obtained from the full network of Dijkmans et ad] [oy removal of all species and reactions
irrelevant for propane cracking. Important to nist¢han no kinetic parameters were adjusted to
improve the agreement between the reduced andutheetwork. To assess the validity of the
reduction for propane crackiing, 14 isothermal pllogv simulations were performed with both
the reduced and the full network at a temperatange from 873 to 1173 K covering the entire

propane conversion range.

Figure A-3 A shows that a good agreement is obthfoethe conversion as a function of reactor
temperature. Also for the hydrogen, methane anenetlyield shown in Figure A-3 A, B and C

respectively, a good agreement between the recarwdthe full network is seen.



270

Appendix A: Validation reduced kinetic models

Figure A-3: Conversion (A), hydrogen yied (B), methaneyield (C) and etheneyield (D) [wt%] as a function of
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Figure A-4 shows the yields of propene and C4-(efjas. The maximum around 1075 K is

slightly overpredicted by the reduced model butrall@ satisfactory accuracy is obtained.

A B
25 038
g 20 I . rz""‘-, | § 06 e ~‘..‘L', 7
] L 04 E
9 s 1 > x F; H
> 10 . © ;
T iy z
& 5L N QO 02+F 4 s
0 bee™ | \ e 0 il \ s
850 950 1050 1150 850 950 1050 1150
c Temperature [K] b Temperature [K]
0.2 2 T
= 2% - e ™
i gy [0)
.; 01 F - 7’5 1 L r
T I
< [$)
Q A & 05 .
& ., - /
0 J‘ | | 0 1 ,_.«-"'Q 1 1
850 950 1050 1150 850 950 1050 1150
Temperature [K] Temperature [K]

Figure A-4: Propene (A), 1-buteneyield (B), 2-buteneyield (C) and 1,3-butadieneyield (D) [wt%] asa

function of temperature [K]: +- full network, «---- - reduced network.

Figure A-5 shows the yields of 1,3-cyclopentadiand the most abundant aromatic species, i.e.
benzene, toluene and naphthalene. The agreemebi3tayclopentadiene is good. Above 1150
K, the yield of benzene is significantly underprted while the toluene and naphthalene yields
are overpredicted. It is noted that these crackiexgrities is not reached in the performed 3D
simulations. Indeed, the benzene, toluene and halgme yields in the simulated industrial
propane cracker are around 2.4, 0.4 and 0.8 wtYeotisely. The agreement between the

reduced and the full network at these cracking isée®is good.
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Figure A-5: 1,3-cyclopentadiene (A), benzeneyield (B), tolueneyield (C) and naphthaleneyield (D) [wt%] asa

function of temperature [K]: +- full network, «---- - reduced network.

A.3 Butane kinetic model of Chapter 5

The single event micro-kinetic model adopted in siraulations of the butane-cracking U-coill
was obtained by reducing the network of Van de é&fijet al. [5] to its main species and
corresponding reactions. The full model contain§ $fecies and 14551 reactions while the
reduced model only contains 20 species and 14%ioaacBoth models were used to simulate a

set of seven pilot plant experiments over a rarigelevant process conditions shown in Table 1.
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Table 1: Experimental conditions of butane-cracking pilot plant experiments.

Coil outlet temperature (K) 820-860
Coil outlet pressure (Pa) 1.59-2.01
n-Butane inlet flow rate (mol/s) 15

Steam dI|UtI0n (kgear%kghydrocarbon} 0. 699'0.846

Space time (s) 0.36-0.47

Figure A-6 A and B show a parity plot for the falhd reduced mechanism respectively. The
agreement between the full model and the simuldéd is satisfactory with most yields within
less than 10% relative error. Only the propenedyigloverestimated in all experiments. Also for
the reduced mechanism a satisfactory agreemeriitéggned with most yields simulated within

less than 10% relative error from the experimevadle.
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Appendix B: Grid independence

This appendix shows the results of the grid independence study of the parametric study and the
reactive simulations of Chapter 3. A grid independence study was performed on the pressure drop
simulations of the tubes adopted by Albano et a. [1]. The results of the study are summarized in
Figure B-1. At a mesh density of approximately 6.10° and 3.10° cells/meter for the fluid grid
independence is obtained as the pressure drop changes less than 0.1% with further refinement of
the mesh. Grid sizes in wall units for grid independence were seen to be (RAO*,Ay*,Az") =(0,0.8-

50,333). These values were used as upper limitsfor all grids.
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FigureB-1: Pressure drop [kPa] as afunction of number of fluid cells [cellsymm].

The grid used in the reactive ssimulation of the SmallFins reactor was further refined based on
the temperature gradient of the converged solution to assure grid independence of the product
yields. With this refined mesh, 100 additional iterations were carried out. No changes in the
results are ssmulated by grid refinement when the yields are rounded to 2 digits as shown in

Table 1.
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Table 1: Comparison adopted and refined mesh simulation results for the SmallFinsreactor.

SmallFins  SmallFins
Refined

Number of cells[-] 11,919,896 13,715,473
Coil-outlet-temperature [K] 1192.7 1192.7
Pressure drop [kPa) 48.42 48.42
Pressure drop ratio [-] 1.66 1.66
Propane conversion [-] 85.16 85.17
P/E ratio [wt%/wt%] 0.485 0.485
Residencetime[s] 0.163 0.163
Product Yields [wt%]

H, 1.49 1.49
CH4 19.25 19.25
CoH2 0.98 0.98
CoHy 38.11 38.12
CoHe 3.46 3.46
CsHy 1.22 1.22
CsHs 18.47 18.47
CsHs 14.84 14.83
1,3-C4H¢ 1.53 1.53
1-C4Hsg 0.56 0.56
2-C4Hsg 0.03 0.03
n-C4H 10 0.02 0.02
Valuable light olefins* 58.11 58.11
Product Selectivity [-]

H, 1.75 1.75
CH4 22.61 22.61
CoH2 1.15 1.15
CoHy 44.75 44.76
CoHe 4.07 4.07
CsHy 1.43 1.43
CsHe 21.69 21.69
1,3-C4He 1.79 1.79
1-C4Hsg 0.65 0.65
2-C4Hsg 0.03 0.03
N-C4H1g 0.02 0.02
Valuable light olefins* 68.24 68.25

[1] J.V. Albano, K.M. Sundaram, M.J. Maddock, Applications of Extended Surfaces in Pyrolysis
Coils, Energy Progress, 8 (1988) 160-168.
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Appendix C: Averaging procedures

In the following all adopted procedures for avenggihe three-dimensional simulation data
are discussed for temperature. Note that similacqmures are applied to the other variables

(e.g. pressure, coking rate, species concentrations

* Mixing cup average over a cross-section area aactibn of axial position

This procedure is illustrated in Figure C-1. Theimy cup averaged temperature over a

cross sectioff,, at axial positiore, is defined as:

Tmax

1 2m
Tavy = f f d)m (rl 9; Zl) T(T, 9, Zl) dT‘dQ
¢m,tot > 0 (1)

with ¢,,, the mass flow ratd, the temperature; the radial coordinat#) the azimuthal
coordinate,r,,, the maximum inner radius anpl, .. the total mass flow rate
form‘”‘ foznqu(r, 0,z,) drdf. From the simulation results, this mixing cup agmsd

temperature is obtained by numerical integratioera@ll faces i of the cross section at an

axial positionz; :
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nface

1
avg d)m,tot £, m,i Li (2)

with T; the temperature of faced,, ; the flow through face nface the number of faces

in the cross-section andh, .oe = X172 dpm; -

(i TI)

Figure C-1: Illustration of calculation of the mixing cup averaged temperature over a cross-section: a) entire

cross section; b) grid of smulated 1/8 of a cross section.

« Azimuthally area-average over a perimeter as atfomof axial position

This procedure is illustrated in Figure C-2 and mdd for the calculation of average
values at the reactor inner wall at a fixed ax@diponz;. The azimuthally area-averaged

temperature over a perimeter at axial posi#pis defined as:
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21
1
Taz - - Q(Q, Zl) T(Q, Zl) de (3)
'Qin
0
with T the temperature arfdl,, the inner perimeter arfiithe azimuthal coordinate. From

the simulation results, this azimuthally area-ageth temperature is obtained by

numerical integration over all faces i at the tubeer wall at a certain axial position:

1
Tu=g- ), T “

with T; the temperature of face(l, the length of surface #face the number of faces at the

inner wall in the cross-sectiofl,,; the total inner perimeter aridthe azimuthal coordinate.
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Figure C-2: lllustration of calculation of the azimuthally ar ea-averaged temperature over a cross-section: a)

entire cross section; b) grid of smulated 1/8 of a cross section.

« Azimuthally mixing cup average as function of rddiasition

This procedure is illustrated in Figure C-3. Thimg cup averaged temperature at a certain

radial positionr; at axial positiore; is defined as:

2T
1
T, = f (11,8, 2)T (1, 0, 2,) dO
0

¢m,r1 (5)

with ¢,,, the mass flow ratd the temperatured the azimuthal coordinate ang, ., the

total mass flow rate at radial position= f02“ P (11,0, 2,) db.
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From the simulation results, this mixing cup avechtemperature at a certain radial position
r, at axial positiorg; is obtained by numerical integration over all f&cef the cross section

at axial position at axial positionp over a certain interval around the radial positign

nface

1 ] Ar Ar
z ¢m,i Ti ,Vl:r1—7<ri <T1+— (6)
i=1

Trga = >

¢m,tot

with T; the temperature of facedg,, ; the flow through face inface the number of faces in

the cross-sectiodr the interval widthr; radial coordinate of center of face i apg ;o =
ynface G,y Vit — % <r<n+ Az—r . The azimuthally mixing cup averaged values are

=1

plotted along the normalized radial positign,,, calculated as; ,p;m = rl/rmax



282 Appendix C: Averaging procedures

B)

Figure C-3: lllustration of calculation of the azimuthally mixing cup aver aged temperature asa function of

radial position: a) entire crosssection; b) grid of simulated 1/8 of a cross section.
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