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English summary

The impending energy crisis is probably one of the most challenging prob-
lems mankind will have to face in the near future. The coming decades
the demand for energy will unavoidably increase due to demographic and
economical growth. These days the majority of our energy is coming from
fossil fuels. However, the fossil fuel reserves are shrinking rapidly. Further-
more, burning of fossil fuels is accompanied by the massive exhaust of CO2.
The huge increase of the CO2 level in the atmosphere since the Industrial
Revolution might be leading to an irreversible change of the earth’s climate
and energy balance. Therefore, fossil fuels have to be replaced as soon as
possible by an alternative sustainable energy source.

Thermonuclear fusion is a very promising candidate to solve the impend-
ing energy crisis. Rearrangement of the nuclear bonds during fusion of light
nuclei leads to the release of enormous amounts of energy. The fusion of
deuterium and tritium is the most convenient reaction for controlled energy
production on earth. Fusing 250 kg of deuterium and tritium releases as
much energy as burning 2 700 000 tons of coal. However, it has turned out
to be extremely challenging to use fusion as a controllable energy source. In
essence this is caused by the Coulomb repulsion between the positive nuclei
that has to be overcome before they can fuse together. A lot of progress has
been made on the road towards a commercial fusion power plant during the
last decades. Presently the most advanced concept is that of thermonuclear
fusion in a so called tokamak. In a tokamak the energy to overcome the
Coulomb barrier is supplied by heating the deuterium-tritium fuel until a
plasma is obtained with a core temperature of about 100 million K. The
charged ions and electrons of this hot plasma are confined by means of a
strong helically twisted magnetic field created by multiple magnetic field
coils surrounding the toroidally shaped vacuum vessel. At this moment the
International Thermonuclear Experimental Reactor (ITER) is being built
in Cadarache near Aix-en-Provence in southern France. With this highly
international project scientists and engineers want to prove the feasibility
of a commercial thermonuclear fusion power plant.

One of the toughest issues remaining in thermonuclear fusion research
is the interaction between the very hot deuterium-tritium plasma and the
inner reactor materials. Huge fluxes of neutrons, ions, atoms, molecules

ix



and radicals from the hot deuterium-tritium plasma continuously hit the
plasma-facing materials. This interaction leads to a variety of detrimen-
tal effects. Examples are crack formation, thermal fatigue, creep, melting,
sublimation, evaporation, blistering, neutron induced defects, neutron ac-
tivation, physical sputtering, chemical erosion, layer deposition, material
mixing and tritium retention. An effective scientific programme for ITER
can only be guaranteed if these effects remain under control. Therefore,
it is of primordial importance to make reliable predictions for ITER such
that one can mitigate the detrimental effects of plasma-material interaction
already during the design phase. These predictions require a synergy of ded-
icated experiments in present small scale fusion experiments and advanced
computer simulations. The simulations are indispensable for extrapolation
from the present small scale fusion experiments to ITER and future ther-
monuclear fusion power plants.

This work focuses on one aspect of plasma-material interaction in ther-
monuclear fusion devices, namely material migration. Continuous bombard-
ment of the inner reactor materials by ions, atoms, molecules and radicals
leads to substantial physical sputtering and chemical erosion of these mate-
rials. Part of the eroded particles is removed by pumping, but the majority
of the species is transported through the plasma and eventually gets de-
posited at various locations inside the device where they can possibly be
re-eroded. Areas of the plasma-facing materials exposed to large fluxes of
energetic particles undergo net erosion, while more remote areas undergo
net deposition. The interplay between erosion, transport, deposition and
re-erosion is called material migration. It is an important issue for three
main reasons. Firstly, the existence of net erosion zones limits the lifetime
of the plasma-facing materials. Secondly, material migration can lead to
the mixing of different materials and the degradation of their properties.
Thirdly, material migration is a safety issue because the deposited layers
can contain a significant amount of co-deposited radioactive tritium. Fur-
ther, these layers can form an important source of dust entering the reactor
due to flaking. In case of accidental loss of vacuum this dust could induce
explosions.

Several aspects of material migration are not yet fully understood. There
is quite some scatter in the experimental and simulated physical sputtering
and chemical erosion yields. Furthermore, several studies have indicated
that deposited particles might be eroded much more easily than bulk ma-
terial. The physical sputtering yields, the chemical erosion yields and the
enhanced re-erosion of deposited particles have a serious impact on the even-
tual erosion-deposition balance in a thermonuclear fusion reactor and thus
also on the predicted lifetime of the plasma-facing components. Therefore,
it is of primordial importance to get a more fundamental understanding of
these phenomena. The goal of this work was to contribute in this field.

This work consists out of two main parts. The first part of this work
concerned modelling of previous 13CH4 injection experiments in the TEX-
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TOR tokamak at Forschungszentrum Jülich with the ERO Monte Carlo
impurity tracking code. The aim of this study was to investigate the en-
hanced re-erosion of redeposited 13C. First, the plasma-surface interaction
database in ERO was updated. The additional erosion due to hydrogenic
species from injected 13CH4 was taken into account by tracking of these
species with ERO. Further, recent more realistic physical sputtering yields
and hydrocarbon reflection probabilities were implemented in ERO. Then
the transport and chemistry data used for tracking of the hydrogenic species
was verified by modelling the hydrogen Balmer line emission caused by the
injected species with ERO and comparing the simulation results with the ex-
perimental results. Finally, it was demonstrated that even with this updated
plasma-surface interaction database the very low 13C deposition efficiencies
observed experimentally during the 13CH4 injection experiments could only
be reproduced with ERO by assuming a strongly enhanced re-erosion of
deposited 13C with an enhancement factor of about 50. This study clearly
confirmed that enhanced re-erosion of redeposited species is an important
issue that strongly influences the erosion/deposition balance in a thermonu-
clear fusion reactor and definitely requires further investigation.

The second part of this work had as main goal the start-up of material
migration studies in the VISIONI plasma simulator to investigate the en-
hanced re-erosion of deposited species further. VISIONI is a filament driven
DC discharge confined by means of a strong multidipole magnetic field. It is
located at the Belgian Nuclear Research Centre SCK-CEN and mimics the
conditions expected at the first wall of ITER. The advantage of this device
for material migration studies is that it is much more flexible than a toka-
mak. The plasma conditions and the surface temperature of the exposed
samples can be perfectly controlled. Furthermore, the exposed samples can
be extracted easily for analysis after a single experiment.

Due to the limited amount of diagnostics in VISIONI and the need of
the plasma properties as an input for the ERO code an important share
of the second part of this work consisted of the detailed characterization of
VISIONI. First, the strong magnetic field in VISIONI created by permanent
samarium-cobalt magnets was calculated analytically by integrating Biot-
Savart’s law. The calculated field was benchmarked and verified by means
of Hall probe measurements. The agreement between the calculations and
the measurements was very good. It was found that the magnetic field
is highest at the poles of the samarium-cobalt magnets with a magnitude
of about 0.2 T and decreases very rapidly over about two orders of mag-
nitude towards the centre of the plasma chamber. The derived analytical
expressions are very convenient for direct use in computer simulation codes.

Then a simple iterative finite difference code was developed to calculate
the electrostatic field in VISIONI in the absence of the plasma by solving
Laplace’s equation. This code was first tested by calculating the analyti-
cally solvable case without biasing of the tungsten filaments. For this case
perfect agreement was found between the finite difference calculations and

xi



the analytical solution. Then biasing of the filaments was implemented as
well. Additionally the possibility of solving Poisson’s equation for a given
charge distribution was implemented in this finite difference code.

Also the deuterium plasma in VISIONI was characterized. For this the
VISIONI Monte Carlo Charged Particle Tracker or shortly VMCPT code
was developed from scratch to simulate the plasma. This code takes into
account the thermionic emission of electrons by the tungsten filaments, the
motion of the charged particles in the magnetostatic field and collisions of
the charged particles with other charged particles, neutrals and the walls of
the plasma chamber. The most important approximation in the VMCPT
code is the fact that the bulk electric field is neglected. In principle the
finite difference Poisson solver could be used in the VMCPT code to solve
the electric field in the plasma self-consistently. However, this would require
an unrealistically large amount of CPU time. Solving the electric field
in VISIONI self-consistently could become possible in the future by using
a much more efficient electric field solver, massive parallelization and a
state of the art High Performance Computing system. This would eliminate
the most important approximation in the VMCPT code and thus greatly
improve the quality of the simulations.

To check the simulation results experimentally a Langmuir probe mov-
able along the central axis of the plasma chamber was designed and devel-
oped for VISIONI. Also software was developed to automatically derive the
plasma properties from the Langmuir probe I-V characteristic. In general
the agreement between the simulations and the measurements was rather
good. The observed deviations are probably caused by the uncertainties in
the deuterium collision cross sections and by the absence of a self-consistent
electric field calculation in VMCPT. Other possible explanations for the de-
viations are the inherent uncertainties on the plasma properties derived from
the Langmuir probe I-V characteristic and the disturbance of the Langmuir
probe measurements by the magnetic field and the presence of the probe
itself.

The combination of VMCPT simulations and Langmuir probe measure-
ments resulted in a much better understanding of the deuterium plasma in
VISIONI. Basically the plasma properties are determined by three free pa-
rameters. The first free parameter is the heating current If running through
the tungsten filaments. It determines the filament temperature Tf and thus
also the primary electron emission rate Rpe. Empirical and theoretical re-
lations between If , Tf and Rpe were derived. However, the applicability
of these relations is limited due to aging effects of the tungsten filaments
and the additional discharge current running through the tungsten filaments
during plasma operation. Therefore, it was decided to use If simply as a
tuning parameter to keep the target current It at the desired value. The
second free parameter is the potential difference Vac between the tungsten
filaments and the side and bottom of the plasma chamber. As the poten-
tial drop is concentrated in a very thin sheath layer around the tungsten
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filaments, Vac determines the initial energy of the primary electrons. The
third free parameter is the neutral gas pressure p which is regulated by the
pressure control valve and determines the collisionality. The dependence of
the plasma properties on these three free parameters was investigated in
detail with the VMCPT code and Langmuir probe measurements.

An important conclusion from the plasma characterization was that
the electron energy distribution function or shortly EEDF of a deuterium
plasma in VISIONI is bi-Maxwellian. This has important consequences for
the reaction rate coefficients in the plasma. About 98−99% of the electrons
belong to the cold bulk electron population with a temperature of about
1− 2 eV, while a small fraction of about 1− 2% of the electrons belong to
a hot electron population in the tail of the EEDF with a temperature of
about 20−25 eV. The cold electron population consists mainly of secondary
electrons created by ionization and electron ejection by electron impact on
the plasma chamber walls with a smaller contribution from the primary
electrons that lost most of their energy by collisions with the neutral gas
molecules. The hot electron population consists mainly of primary electron
that experienced only a few collisions with a smaller contribution from the
secondary electrons. The bi-Maxwellian EEDF is a result of the limited
collisionality between the charged particles in the low density plasma of VI-
SIONI. Especially the energetic primary electrons have not enough time to
equilibrate.

Another important conclusion was that D+
2 ions, D+

3 ions, electrons and
D2 molecules are the dominant species for the deuterium plasma in VI-
SIONI. D− ions could not be observed, while D+ ions were found to con-
tribute less than 1% to the total ion content. D+

2 ions and D+
3 ions dominate

at respectively low and high pressures with a transition at about 0.15 Pa.
This is due to the very efficient conversion reaction in which D+

2 ions can be
transformed into D+

3 ions by collisions with D2 molecules. The dissociation
degree of the neutral gas was found to be below 0.1%.

Finally, it was also found that the deuterium plasma in VISIONI ex-
hibits strong inhomogeneities. The ion density, the ion flux to the target
plate and the hot electron population are strongly increased at the edges
of the plasma chamber around the tungsten filaments. Furthermore, an
asymmetry was observed for mirroring with respect to the vertical symme-
try plane of the tungsten filaments. These inhomogeneities are caused by
the typical trajectories of the primary electrons emitted by the tungsten
filaments induced by the strong multidipole magnetic field.

After this detailed characterization of VISIONI a new version of ERO
was developed to simulate material migration experiments in VISIONI. This
ERO-VISIONI code takes into account the particular geometry of VISIONI,
the permanent magnetic field as calculated analytically and verified by
means of Hall probe measurements, the spatial dependence of the plasma
parameters as simulated with VMCPT and measured with the Langmuir
probe and some additional processes important for VISIONI such as colli-
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sions with neutrals and recombination of ions.
Eventually also three experimental material migration campaigns were

performed in VISIONI. During the first campaign copper samples were ex-
posed to a deuterium plasma. This campaign allowed to study pure physical
sputtering under impact of molecular deuterium ions. The aim was also to
investigate whether VISIONI is an appropriate tool to study erosion yields.
The next campaign involved exposure of graphite samples to a deuterium
plasma. This allowed to study also chemical erosion under impact of molec-
ular deuterium ions. The erosion yields were calculated by means of mass
loss measurements and profilometry. These measured yields were compared
with theoretical predictions. For these predictions it was assumed that the
molecular deuterium ions dissociate immediately upon impact at the surface
of the samples and thus that impact of a molecular D+

n ion with total impact
energy Ei is equivalent with n atomic D+ ions with an impact energy Ei/n.
The measured physical sputtering yields for copper were significantly below
these predictions. However, simulations with the SDTrimSP binary collision
code showed that this deviation could be explained by the observed presence
of carbon and oxygen impurities on the surface or by retention of implanted
deuterium in the surface layer. The measured erosion yields for graphite,
comprising both physical and chemical sputtering, were systematically a
factor of about 3 higher than the predictions. This was in agreement with
observations in other studies indicating that the erosion yields for molec-
ular hydrogen ions are a factor 2-3 higher than for atomic hydrogen ions.
This effect might be caused by molecular ions not immediately dissociat-
ing upon impact. The more massive molecular ions can then create more
damage than atomic ions in the surface layer of the graphite samples which
enhances the chemical erosion.

During the last campaign graphite samples were again exposed to a
deuterium plasma but now with simultaneous injection of 13CH4 to study
the migration and possible enhanced re-erosion of 13C. Even with 13CH4

injection there was net erosion of the graphite samples. However, RBS
measurements of the graphite samples after exposure in VISIONI showed
that a significant amount of 13C above the natural abundance was present
at the graphite surface. The areal density of the additional 13C was in good
agreement with ERO simulations. This agreement was obtained without the
assumption of enhanced re-erosion. This supports the recently proposed
idea that enhanced re-erosion is a saturation effect caused by too many
species trying to stick simultaneously to the surface while being bombarded
by a large flux of ions. The sticking species are then eroded by the impinging
ions before they manage to properly stick to the surface. It is thus an in-
situ effect. In VISIONI this effect is much smaller as the fluxes of sticking
species and impinging ions are about two orders of magnitude lower than for
instance in TEXTOR. This could explain the absence of enhanced re-erosion
in VISIONI.
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Nederlandse samenvatting

De dreigende energiecrisis is waarschijnlijk één van de meest uitdagende pro-
blemen waar de mensheid mee zal moeten kampen in de nabije toekomst.
De komende decennia zal de vraag naar energie onvermijdelijk alleen maar
toenemen door de demografische groei en de economische ontwikkeling. Te-
genwoordig komt het merendeel van onze energie van fossiele brandstoffen.
De reserves aan fossiele brandstoffen slinken echter zienderogen. Bovendien
gaat het verbranden van fossiele brandstoffen ook steeds gepaard met de
uitstoot van CO2. Door de enorme toename van de CO2 concentratie in
de atmosfeer sinds de Industriële Revolutie stevenen we mogelijks af op een
irreversibele verandering van het klimaat en de energiebalans van de aarde.
Daarom moeten fossiele brandstoffen zo gauw mogelijk vervangen worden
door een alternatieve duurzame energiebron.

Thermonucleaire fusie is een ideale kandidaat om de dreigende energie-
crisis op te lossen. Herschikking van de nucleaire bindingen tijdens de fusie
van lichte kernen zorgt voor het vrijkomen van enorme hoeveelheden energie.
De fusie van deuterium en tritium is de meest geschikte fusiereactie voor
energieproductie op aarde. Het fuseren van 250 kg deuterium en tritium
doet evenveel energie vrijkomen als het verbranden van 2 700 000 ton ko-
len. Het is echter enorm uitdagend gebleken om fusie te ontwikkelen als een
controleerbare energiebron op aarde. In essentie komt dit door de Coulomb
afstoting tussen de positieve kernen die overwonnen moet worden vooraleer
ze kunnen fuseren. Er is de voorbije decennia wel een enorme vooruit-
gang geboekt op de weg naar een commerciële fusiecentrale. Momenteel is
thermonucleaire fusie in een zogenaamde tokamak het verst gevorderde con-
cept. In een tokamak wordt de energie de nodig is om de Coulomb barrière
te overwinnen aan de kernen gegeven door de deuterium-tritium brandstof
te verhitten tot een plasma wordt bekomen met een temperatuur van on-
geveer 100 miljoen K. De geladen ionen en elektronen van dit hete plasma
worden opgesloten door middel van een sterk helisch magneetveld. Dit mag-
neetveld wordt gecreëerd door verscheidene spoelen rondom een toroidale
vacuümkamer. Momenteel is men bezig met de bouw van de International
Thermonuclear Experimental Reactor (ITER) in Cadarache vlakbij Aix-en-
Provence in het Zuiden van Frankrijk. Met dit hoogst internationale project
willen wetenschappers en ingenieurs de haalbaarheid van een commerciële
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fusiecentrale aantonen.
Eén van de hardnekkigste problemen waar men momenteel nog mee te

kampen heeft in het onderzoek naar thermonucleaire fusie is de interactie
tussen het zeer hete deuterium-tritium plasma en de binnenste reactorma-
terialen. Enorme fluxen van neutronen, ionen, atomen, moleculen en radi-
calen van het hete deuterium-tritium plasma treffen continu de binnenste
reactormaterialen. Deze interactie leidt tot een breed scala aan nadelige
effecten voor de materialen. Voorbeelden zijn scheurvorming, thermische
vermoeiing, kruip, smelten, sublimatie, evaporatie, blaarvorming, neutron-
gëınduceerde defecten en activatie, fysische sputtering, chemische erosie,
depositie, materiaalmenging en tritiumretentie. Een effectief wetenschap-
pelijk programma voor ITER kan slechts gegarandeerd worden als al deze
effecten onder controle blijven. Daarom is het van primordiaal belang om
betrouwbare voorspellingen te maken voor ITER zodanig dat men de na-
delige effecten van plasma-materiaalinteractie reeds kan trachten te mini-
maliseren tijdens het ontwerp. Zulke voorspellingen vereisen een synergie
van specifieke experimenten in de huidige kleinschalige opstellingen en ge-
avanceerde computersimulaties. De simulaties zijn onontbeerlijk voor de
extrapolatie van de huidige kleinschalige opstellingen naar ITER en toe-
komstige fusiecentrales.

Dit werk focust op één bepaald aspect van plasma-materiaalinteractie,
namelijk materiaalmigratie. Continu bombardement van de binnenste re-
actormaterialen met ionen, atomen, moleculen en radicalen veroorzaakt
substantiële fysische sputtering en chemische erosie van deze materialen.
Een deel van de geërodeerde deeltjes wordt weggepompt, maar het meren-
deel van de deeltjes wordt getransporteerd doorheen het plasma en uiteinde-
lijk gedeponeerd op een andere locatie in de reactor waar ze opnieuw kunnen
geërodeerd worden. Gebieden die onderhevig zijn aan hoge fluxen van ener-
getische deeltjes ondergaan netto erosie, terwijl meer afgeschermde gebieden
netto depositie ondergaan. Het samenspel van erosie, transport, depositie
en opnieuw erosie wordt materiaalmigratie genoemd. Het is een belangrijke
kwestie omwille van drie redenen. Ten eerste limiteert het bestaan van zo-
nes met netto erosie de levensduur van de binnenste reactormaterialen. Ten
tweede kan materiaalmigratie leiden tot het mengen van verschillende mate-
rialen en op die manier tot de degradatie van hun eigenschappen. Ten derde
kan materiaalmigratie ook veiligheidsproblemen opleveren omdat gedepo-
neerde lagen significante hoeveelheden radioactief tritium kunnen opslaan.
Bovendien vormen gedeponeerde lagen ook een belangrijke bron van stof in
de reactor door afschilfering. Tijdens ongewild verlies van het vacuüm kan
stof mogelijks tot ontploffingen leiden.

Verscheidene aspecten van materiaalmigratie zijn nog niet volledig be-
grepen. Er is significante spreiding in de experimentele en gesimuleerde
waarschijnlijkheden voor fysische sputtering en chemische erosie. Bovendien
hebben verscheidene studies aangetoond dat gedeponeerde deeltjes blijkbaar
veel gemakkelijker worden geërodeerd dan het oorspronkelijk materiaal. De
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waarschijnlijkheden voor fysische sputtering en chemische erosie en de ver-
hoogde erosie van gedeponeerde deeltjes hebben een grote impact op de
uiteindelijke erosie-depositie balans in een fusiereactor en dus ook op de
voorspelde levensduur van de binnenste reactormaterialen. Daarom is het
van primordiaal belang om deze fenomenen beter te begrijpen. Het doel
van dit werk was om een bijdrage te leveren in deze context.

Dit werk bestaat uit twee delen. Het eerste deel betreft het modeleren
van vroegere experimenten met injectie van 13CH4 in de TEXTOR toka-
mak in Forschungszentrum Jülich met de Monte Carlo code ERO. Deze
code simuleert het transport van onzuiverheden en wordt veel gebruikt over
de hele wereld voor het simuleren van materiaalmigratie in experimenten
gerelateerd aan thermonucleaire fusie. Het doel van deze studie was om
de verhoogde erosie van gedeponeerde 13C verder te bestuderen. Eerst
werd er een verbeterd plasma-oppervlakinteractie model gëımplementeerd
in ERO. De extra erosie ten gevolge van waterstof van de gëınjecteerde
13CH4 molecules werd in rekening gebracht door deze waterstof te trace-
ren. Verder werden er recente en meer realistische fysische sputteringwaar-
schijnlijkheden en reflectiewaarschijnlijkheden voor koolwaterstofmolecules
gëımplementeerd in ERO. Vervolgens werden de data voor het transport en
de chemie van de getraceerde waterstof in ERO geverifieerd door het simu-
leren van de waterstof Balmer lijn emissie veroorzaakt door de gëınjecteerde
deeltjes met ERO en de gesimuleerde resultaten te vergelijken met de experi-
mentele resultaten. Tenslotte werd aangetoond dat zelfs met het verbeterde
plasma-oppervlakinteractie model de zeer lage experimenteel waargenomen
13C deposities enkel konden gereproduceerd worden met ERO door te ver-
onderstellen dat de gedeponeerde 13C veel gemakkelijker wordt geërodeerd.
Deze studie confirmeerde duidelijk dat verhoogde erosie van gedeponeerde
deeltjes een belangrijke kwestie is die de erosie/depositie balans in een fu-
siereactor sterk bëınvloed en dus zeker meer onderzoek vergt.

Het tweede deel van dit werk had als hoofddoel het opstarten van ma-
teriaalmigratiestudies in de VISIONI plasma simulator. VISIONI is een
DC ontlading aangedreven door wolfraamfilamenten met opsluiting door
middel van een sterk multidipool magneetveld. Dit toestel staat op het
Studiecentrum voor Kernenergie in Mol en bootst de condities na die ver-
wacht worden aan de binnenste reactormaterialen van ITER. Het voordeel
van dit toestel voor materiaalmigratiestudies is dat het veel flexibeler is
dan een tokamak. De plasmacondities en de oppervlaktetemperatuur van
de blootgestelde proefstukken kunnen perfect gecontroleerd worden. Boven-
dien kunnen de proefstukken eenvoudig uit de plasmakamer worden geno-
men voor analyse na ieder experiment.

Door de beperkte diagnostische middelen in VISIONI en vanwege het
feit dat de eigenschappen van het plasma nodig zijn als input voor de ERO
code bedroeg een belangrijk deel van dit werk de gedetailleerde karakteri-
satie van VISIONI. Eerst werd het sterke magneetveld van de permanente
samarium-kobalt magneten in VISIONI analytisch berekend door integratie
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van de wet van Biot-Savart. Hall sonde metingen werden uitgevoerd om
de absolute magnitude van het berekende magnetische veld te bepalen en
om het berekende spatiale verloop te verefiëren. De berekeningen en me-
tingen kwamen heel goed met elkaar overeen. Het magnetische veld is het
sterkst rond de polen van de samarium-kobalt magneten met een sterkte
van ongeveer 0.2 T en neemt sterk af met ongeveer twee grootteordes naar
het centrum van de plasmakamer toe. De analytische formules zijn zeer
geschikt voor direct gebruik in simulatiecodes.

Vervolgens werd er een eenvoudige iteratieve finite difference code ont-
wikkeld om het elektrostatische veld in VISIONI te berekenen in afwezigheid
van het plasma door de Laplace vergelijking op te lossen. Deze code werd
eerst getest door het berekenen van het analytisch oplosbare probleem zon-
der spanningsverschil tussen de filamenten en de anode. Voor dit geval werd
een perfecte overeenkomst gevonden tussen de finite difference berekenin-
gen en de analytische oplossing. Vervolgens werd ook het spanningsverschil
tussen de filamenten en de anode gëımplementeerd. Bovendien werd het
ook mogelijk gemaakt om de Poisson vergelijking voor een gegeven ladings-
distributie op te lossen met de finite difference code.

Uiteindelijk werd ook het deuteriumplasma in VISIONI gekarakteri-
seerd. Hiervoor werd de VISIONI Monte Carlo Charged Particle Tracker
of kortweg VMCPT code ontwikkeld. Deze code simuleert de thermioni-
sche emissie van elektronen door de wolfraamfilamenten, de beweging van
de geladen deeltjes in het magnetostatisch veld en botsingen van de geladen
deeltjes met andere geladen deeltjes, neutrale deeltjes en de wanden van
de plasmakamer. De belangrijkste approximatie in de VMCPT code is het
feit dat het elektrische veld in het plasma verwaarloosd wordt. In principe
zou de finite difference code voor het oplossen van de Poisson vergelijking
gebruikt kunnen worden om het elektrisch veld in de VMCPT code zelf-
consistent te berekenen. Dit zou echter een onrealistisch grote hoeveelheid
CPU tijd vereisen. Het zelf-consistent berekenen van het elektrische veld in
VISIONI zou in de toekomst mogelijk kunnen worden door gebruik te maken
van een meer efficiënte methode voor het oplossen van de Poisson vergelij-
king, grootschalige parallellisatie en een state of the art High Performance
Computing systeem. Dit zou de belangrijkste benadering in de VMCPT
code elimineren en dus de kwaliteit van de simulaties enorm verbeteren.

Om de simulaties experimenteel te controleren werd een beweegbare
Langmuir sonde ontwikkeld voor VISIONI. Er werd ook software ontwik-
keld voor het automatisch analyseren van de IV karakteristiek opgemeten
met de sonde. Over het algemeen was de overeenkomst tussen simulaties en
metingen redelijk goed. De verschillen werden waarschijnlijk veroorzaakt
door onzekerheden in de werkzame doorsnedes voor botsingen van elektro-
nen met deuterium en door de afwezigheid van een zelf-consistent elektrisch
veld in VMCPT. Andere mogelijke verklaringen voor de verschillen zijn de
inherente onzekerheden op de plasmaparameters afgeleid uit de IV karakte-
ristiek opgemeten met de Langmuir sonde en de verstoring van de Langmuir
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sonde metingen door het magnetische veld en de aanwezigheid van de sonde
zelf.

De combinatie van VMCPT simulaties en Langmuir sonde metingen re-
sulteerde in een veel beter begrip van het deuteriumplasma in VISIONI. De
eigenschappen van het plasma worden bepaald door drie vrije parameters.
De eerste vrije parameter is de elektrische stroom If voor het verhitten
van de wolfraamfilamenten. Deze stroom bepaalt de temperature Tf van
de filamenten en dus ook het emissietempo Rpe van de primaire elektro-
nen. Er werden empirische en theoretische relaties afgeleid tussen If , Tf
en Rpe. De toepasbaarheid van deze relaties is echter beperkt door ver-
ouderingseffecten van de wolfraamfilamenten en de extra ontladingsstroom
door de filamenten in aanwezigheid van het plasma. Daarom werd beslist
If slechts te gebruiken als parameter om de stroom op de target plaat af
te stemmen op de gewenste waarde. De tweede vrije parameter is het po-
tentiaalverschil Vac opgelegd tussen de wolfraamfilamenten en de zijkant en
bodem van de plasmakamer. Aangezien de potentiaalval geconcentreerd is
in een zeer dunne laag rond de wolfraamfilamenten, bepaald Vac de initiële
energie van de primaire elektronen. De derde vrije parameter is de gasdruk
p die geregeld wordt door de drukregelklep. Die bepaalt de collisionaliteit.
De relatie tussen deze drie vrije parameters en de eigenschappen van het
plasma werd in detail bestudeerd met de VMCPT code en Langmuir sonde
metingen.

Een belangrijke conclusie van de karakterisatie van het plasma was dat
de elektronen energie distributie functie of kortweg EEDF van het deute-
riumplasma in VISIONI bimaxwelliaans is. Dit heeft belangrijke gevolgen
voor de reactiewaarschijnlijkheden in het plasma. Ongeveer 98−99% van de
elektronen behoort tot de koude elektronenpopulatie met een temperatuur
van ongeveer 1 − 2 eV, terwijl een kleine fractie van ongeveer 1 − 2% van
de elektronen tot een warme elektronpopulatie in de staart van de EEDF
behoort met een temperatuur van ongeveer 20 − 25 eV. De koude elektro-
nenpopulatie bestaat voornamelijk uit secundaire elektronen gecreëerd door
ionisatie en elektronenejectie door elektronenimpact op de wanden van de
plasmakamer. Een kleinere contributie wordt gevormd door primaire elek-
tronen die het merendeel van hun energie verloren hebben door botsingen
met het neutrale gas. De warme elektronenpopulatie bestaat voornamelijk
uit primaire elektronen die slechts enkele botsingen ondergingen met een
kleinere contributie van energetische secundaire elektronen. Het bimaxwel-
liaanse karakter van de EEDF wordt veroorzaakt door de beperkte collisi-
onaliteit van het plasma in VISIONI met zijn beperkte dichtheid. Voor-
namelijk de energetische primaire elektronen hebben te weinig tijd om tot
evenwicht te komen.

Een andere belangrijke conclusie was dat D+
2 ionen, D+

3 ionen, elektronen
en D2 molecules de dominante deeltjes zijn in deuterium plasma in VISI-
ONI. D− ionen konden niet worden waargenomen, terwijl D+ ionen slechts
minder dan 1% bijdragen tot de totale ionenpopulatie. D+

2 ionen en D+
3
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ionen domineren respectievelijk bij lage en hoge drukken met een transitie
rond 0.15 Pa. Die transitie wordt veroorzaakt door de erg efficiënte con-
versiereactie waarbij D+

2 ionen kunnen worden omgezet in D+
3 ionen door

botsing met D2 molecules. De dissociatiegraad van het neutrale gas bleek
lager dan 0.1%.

Tenslotte werd ook vastgesteld dat het deuteriumplasma in VISIONI
sterke inhomogeniteiten vertoont. De ionendichtheid, de ionenflux naar de
target plaat en de warme elektronenpopulatie nemen sterk toe in de rand
van de plasmakamer nabij de wolfraamfilamenten. Bovendien werd er ook
een asymmetrie vastgesteld voor spiegeling ten opzichte van het verticale
symmetrievlak van de wolfraamfilamenten. Die inhomogeniteiten worden
veroorzaakt door de typische banen van de primaire elektronen onder in-
vloed van het sterke multidipool magneetveld.

Na deze gedetailleerde karakterisatie van VISIONI werd er een nieuwe
versie van ERO ontwikkeld voor het simuleren van materiaalmigratie in VI-
SIONI. De ERO-VISIONI code bevat de specifieke geometrie voor VISIONI,
het permanente magneetveld zoals analytisch berekend en geverefiëerd door
middel van Hall sonde metingen, de spatiale afhankelijkheid van de plasma-
parameters zoals gesimuleerd met VMCPT en gemeten met de Langmuir
sonde en enkele extra processesn die belangerijk zijn in VISIONI zoals bot-
singen met de neutrale gasmolecules en recombinatie van ionen.

Uiteindelijk werden er ook drie experimentele materiaalmigratiecampag-
nes uitgevoerd in VISIONI. Tijdens de eerste campagne werden koperproef-
stukken blootgesteld aan een deuteriumplasma. Die campagne werd uit-
gevoerd om pure fysische sputtering onder invloed van impact met mo-
leculaire deuteriumionen te bestuderen. Vervolgens werd een campagne
uitgevoerd waarin grafietproefstukken werden blootgesteld aan een deuteri-
umplasma. Tijdens die campagne kon ook chemische erosie onder invloed
van impact met moleculaire deuteriumionen bestudeerd worden. De sput-
teringwaarschijnlijkheden werden berekend aan de hand van massaverlies
en profilometrie. De experimentele yields werden vergeleken met theore-
tische voorspellingen. Voor deze voorspellingen werd aangenomen dat de
moleculaire deuteriumionen onmiddellijk dissociëren bij impact op het op-
pervlak van de proefstukken en dus dat de impact van een moleculair D+

n

ion met totale impactenergie Ei equivalent is met de impact van n atomaire
D+ ionen met een impactenergie Ei/n. De experimentele waarschijnlijk-
heden voor fysische sputtering van koper waren significant lager dan de
voorspellingen. Simulaties met de binaire botsingscode SDTrimSP toon-
den echter aan dat het verschil verklaard kan worden door de koolstof en
zuurstof waargenomen op het oppervlak van de koperproefstukken of door
retentie van gëımplanteerd deuterium in de oppervlaktelaag. De experimen-
tele waarschijnlijkheden voor erosie van grafiet, een combinatie van fysische
en chemische sputtering, waren systematisch ongeveer een factor 3 hoger
dan de voorspellingen. Dit was in overeenstemming met de observaties van
andere studies die erop wezen dat de waarschijnlijkheden voor erosie van
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grafiet voor moleculaire waterstofionen een factor 2-3 hoger zijn dan voor
atomaire waterstofionen. Dit effect wordt mogelijks veroorzaakt door mo-
leculaire ionen die niet onmiddellijk dissociëren bij impact. De massievere
moleculaire ionen kunnen dan meer schade aanrichten in de oppervlakte-
laag van de grafietproefstukken dan atomaire ionen wat kan leiden tot de
waargenomen verhoogde chemische erosie.

Tijdens de laatste campagne werden weerom grafietproefstukken bloot-
gesteld aan een deuteriumplasma, maar nu met gelijktijdige injectie van
13CH4 om migratie en mogelijkse verhoogde reërosie van 13C te bestuderen.
Zelfs met 13CH4 injectie was er netto erosie aan het oppervlak van de grafiet-
proefstukken. RBS metingen aan het oppervlak van de grafietproefstukken
gaven na blootstelling in VISIONI toch een significant hogere hoeveelheid
13C dan de natuurlijke abundantie. Die verhoogde 13C concentratie was in
goede overeenkomst met ERO simulaties. De overeenkomst werd bekomen
zonder verhoogde reërosie te veronderstellen. Dit ondersteunt het recent
voorgestelde idee dat de verhoogde reërosie een saturatie-effect is veroor-
zaakt door te veel deeltjes die tegelijkertijd een binding met het oppervlak
trachten te vormen terwijl ze gebombardeerd worden door een hoge ionen-
flux. De deeltjes worden dan geërodeerd door de invallende ionen vooraleer
ze erin slagen een echte binding met het oppervlak te vormen. In VISIONI
is dit saturatie-effect veel kleiner aangezien de flux van bindingvormende
deeltjes en de flux van invallende ionen ongeveer twee grootteordes kleiner
zijn dan bijvoorbeeld in TEXTOR. Dit verklaart mogelijks de afwezigheid
van verhoogde reërosie in VISIONI.
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My contribution to this
work

The main part of the work presented in this thesis was performed of course
by myself. However, some parts were performed by colleagues. Therefore,
I would like to clarify here my personal contribution to this work.

The implementation of the updated plasma-surface interaction database
in ERO was done mainly by myself. Only the implementation of the new
physical sputtering yield formulas was done for the largest part by my
colleagues Carolina Björkas and Andreas Kirschner at Forschungszentrum
Jülich. The nozzle and roof limiter experiments in TEXTOR discussed in
this work were performed by the TEXTOR team at Forschungszentrum
Jülich already before I started my PhD. However, the simulations for these
experiments with ERO after implementation of the updated plasma-surface
interaction model were carried out by myself.

For the characterization and the material migration experiments in VI-
SIONI all data analysis, calculations, code developments and simulations
were performed by myself. I also did post-mortem surface analysis of the
exposed samples by means of SEM, EDX and optical profilometry. However,
the laser profilometry measurements were performed at Forschungszentrum
Jülich by Gaby Knauf and the RBS measurements and analysis were per-
formed at the IFIN-HH facility in Romania by Cristian Lungu and Corneliu
Porosnicu. For the experimental side of the work in VISIONI I got a lot
of help from Johan Schuurmans. The experiments and measurements in
VISIONI were proposed by me but mainly carried out by Johan. He also
designed with my input the movable Langmuir probe and the sample holder
with the cold finger.
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Chapter 1

Motivation and outline

Thermonuclear fusion is a very promising candidate to solve the impending
energy crisis. At this moment the International Thermonuclear Experimen-
tal Reactor (ITER) is being built in Cadarache near Aix-en-Provence in
southern France. With this highly international project scientists and engi-
neers want to demonstrate the feasibility of a thermonuclear fusion power
plant. However, there are still several obstacles on the road towards the
first commercial thermonuclear fusion power plant.

One of the toughest issues remaining in thermonuclear fusion research
is the interaction between the very hot deuterium-tritium plasma and the
inner reactor materials. Huge fluxes of neutrons, ions, atoms, molecules
and radicals from the plasma continuously hit the plasma-facing materi-
als. This interaction leads to a variety of detrimental effects. Examples are
crack formation, thermal fatigue, creep, melting, sublimation, evaporation,
blistering, neutron induced defects, neutron activation, physical sputtering,
chemical erosion, layer deposition, material mixing and tritium retention.
An effective scientific programme for ITER can only be guaranteed if these
effects can be kept under control. Therefore, it is of primordial impor-
tance to make reliable predictions for ITER such that one can mitigate the
detrimental effects of plasma-material interaction already during the design
phase. These predictions require a synergy of dedicated experiments in the
present small scale fusion experiments and advanced computer simulations.
The simulations are indispensable for extrapolation from the present small
scale fusion experiments to ITER and future thermonuclear fusion power
plants.

This work focusses on one aspect of plasma-material interaction in ther-
monuclear fusion devices, namely material migration. Continuous bombard-
ment of the inner reactor materials by ions, atoms, molecules and radicals
leads to substantial physical sputtering and chemical erosion of these mate-
rials. Part of the eroded particles is removed by pumping, but the majority
of the species is transported through the plasma and eventually gets de-
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posited at various locations inside the device where they can possibly be
re-eroded. Areas of the plasma-facing materials exposed to large fluxes of
energetic particles undergo net erosion, while more remote areas undergo
net deposition. The interplay between erosion, transport, deposition and
re-erosion is called material migration. It is an important issue for three
main reasons. Firstly, the existence of net erosion zones limits the lifetime
of the plasma-facing materials. Secondly, material migration can lead to
the mixing of different materials and the degradation of their properties.
Thirdly, material migration is a safety issue because the deposited layers
can contain a significant amount of co-deposited radioactive tritium. Fur-
ther, these layers can form an important source of dust entering the reactor
due to flaking. In certain accident scenarios with loss of vacuum this dust
could induce explosions.

Several aspects of material migration are not yet fully understood. There
is quite some scatter in the experimental and simulated physical sputtering
and chemical erosion yields. Furthermore, several studies have indicated
that deposited particles might be eroded much more easily than bulk ma-
terial. The physical sputtering yields, the chemical erosion yields and the
enhanced re-erosion of deposited particles have a serious impact on the even-
tual erosion-deposition balance in a thermonuclear fusion reactor and thus
also on the predicted lifetime of the plasma-facing components. Therefore,
it is of primordial importance to get a more fundamental understanding of
these phenomena. The goal of this work was to contribute in this field.

This work consists out of two main parts. In the first part the plasma-
surface interaction database in the ERO impurity transport code was up-
dated. The ERO code is commonly used to simulate material migration
in thermonuclear fusion devices all over the world. The code is main-
tained at Forschungszentrum Jülich. The updated plasma-surface inter-
action database was benchmarked by simulating methane injection exper-
iments performed in the TEXTOR tokamak at Forschungszentrum Jülich.
Eventually it was demonstrated that even with this updated plasma-surface
interaction database the experimental results from a 13CH4 injection experi-
ment in TEXTOR could only be explained by a strongly enhanced re-erosion
of deposited 13C with an enhancement factor of about 50.

The second part of this work had as main goal the start-up of material
migration studies in the VISIONI plasma simulator to further study the
enhanced re-erosion of redeposited species. VISIONI is a filament driven
DC discharge confined by means of a strong multidipole magnetic field. It
is located at the Belgian Nuclear Research Centre SCK-CEN and mimics
the conditions expected at the first wall of ITER. The advantage of this
device for material migration studies is that it is much more flexible than a
tokamak. The plasma conditions and the surface temperature of the exposed
samples can be perfectly controlled. Furthermore, the exposed samples can
be extracted easily for analysis after a single experiment.

Due to the limited amount of diagnostics in VISIONI and the need of
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the plasma properties as an input for the ERO code an important share
of this work consisted of the detailed characterization of VISIONI. Firstly,
the strong magnetic field in VISIONI created by the permanent samarium-
cobalt magnets was calculated analytically and verified by means of Hall
probe measurements. Next, a simple iterative finite difference code was de-
veloped to calculate the electrostatic field in VISIONI in the absence of the
plasma. Finally, also the plasma was characterized. The VISIONI Monte
Carlo Charged Particle Tracker or shortly VMCPT code was developed
from scratch to simulate the plasma. To check the simulation results exper-
imentally a Langmuir probe movable along the central axis of the plasma
chamber was designed and developed for VISIONI. Software was developed
to automatically derive the plasma parameters from the Langmuir probe
IV curves. In the end a much better understanding of the characteristics
of the VISIONI plasma simulator was obtained and the results could be
implemented in the ERO code.

Finally, three experimental campaigns were performed in VISIONI. Dur-
ing the first campaign copper samples were exposed to a deuterium plasma.
This campaign allowed to study pure physical sputtering under impact of
molecular deuterium ions. The next campaign involved exposure of graphite
samples to a deuterium plasma. This allowed to study also chemical erosion
under impact of molecular deuterium ions. In the last campaign graphite
samples were exposed again to a deuterium plasma. During these exposures
13CH4 was injected into the plasma to study the transport, deposition and
especially the possibly enhanced re-erosion of deposited 13C.

The outline of this work is as follows. Chapter 2 elaborates the the-
oretical background of this work in more detail. Chapter 3 describes the
experimental set-up of the TEXTOR tokamak and the VISIONI plasma
simulator. Chapter 4 discusses the code development performed during
this work: the improved plasma-surface interaction model in ERO, the de-
velopment of ERO-VISIONI for simulating material migration experiment
in VISIONI, the VMCPT code and the Langmuir probe IV characteris-
tic analyser software. The next three chapters deal respectively with the
demonstration of enhanced re-erosion of deposited carbon in TEXTOR, the
characterization of the VISIONI plasma simulator and the experimental
material migration campaigns in VISIONI.
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Chapter 2

Theoretical background

This chapter elaborates the theoretical background of this work. Thermonu-
clear fusion is studied because it is a very promising candidate to solve the
impending energy crisis. The first section shortly discusses the impending
energy crisis. The next section explains the basics of thermonuclear fusion
and shows why it is a good candidate for solving the impending energy
crisis. The last two sections introduce the concepts of plasma physics and
plasma-surface interaction needed for this work.

2.1 The world energy issue

Global warming, CO2 emission reduction, the ecological footprint, green-
house gases, renewable energy sources, nuclear non-proliferation, ··· Anyone
who claims never to have heard about these things must be living on a
different planet. Newspapers, the internet, magazines and television shows
bulge with these trendy terms. Googling for “global warming” results in no
fewer than 18 million hits! Al Gore’s effort for spreading his “Inconvenient
Truth” delivered him the Noble Peace Prize. Nowadays the public support
for environmental protection and wise energy management is getting wider
and wider. Unfortunately it is not just a hype. There really is a problem.

It is not easy to gain objective information about this complex issue.
Most publications are highly coloured by the interests of the author. The
best thing to do, is looking up the numbers and based on these draw your
own conclusions. But even numbers appear to be very dependent on the
source in this case. A lot of political and economical interests are intertwined
with the energy problem. Though it is very important that people form an
opinion about the issue. The future of mother earth is something that
involves everyone. A very good book in this context is [1]. In this work
MacKay tries to cover the issue as objective as possible with a lot of facts
and figures. In this introductory chapter I will try to convince you that
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Table 2.1: Per capita total primary power consumption for some selected
countries [2]

Country Per capita consumption (2004)
Qatar 28 000 W

United Arab Emirates 31 000 W
Iceland 16 800 W
Norway 14 200 W
Canada 14 000 W
Kuwait 15 700 W

USA 11 400 W
Australia 8 800 W
Belgium 9 000 W

The Netherlands 8 400 W
Russia 7 000 W
Japan 6 000 W

Germany 6 000 W
Europe (West and East) 4 900 W

South Africa 3 900 W
Brazil 1 660 W
Cuba 1 400 W
China 1 500 W

Zimbabwe 570 W
India 490 W

Vietnam 380 W
Mozambique 240 W

Congo (Kinshasa) 51 W
Chad 12 W
World 2 340 W

there is indeed a problem. The used numbers and graphs are based on [2].
Of course this is not the place to elaborate the whole issue. The only point
I want to make, is that something has to be done. We have to stop the
talking and start the acting.

How much energy do we use now and how much energy will we use in
the future? Table 2.1 shows the per capita primary power consumption
in 2004 for some selected countries. Most striking is the large spread. A
Qatari consumes 28 000 W, while a Chadian has to be satisfied with 12 W.
An average earthling consumes 2 340 W, which is still low compared to
the European energy need of 4 900 W. Based on this information it is
not difficult to predict that during the coming decades the average energy
need per person will increase drastically due to the economical growth in
the less developed countries. Especially densely populated giants in full
development such as China and India will give and enormous boost to the
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Table 2.2: Contribution of different energy sources to the primary energy
production in the world [2]

Energy source Contribution to primary
energy production (2001)

Oil 38%
Coal 24%
Gas 24%

Fission 6.3%
Hydro-electricity 6.4%

Solar, wind, wood, waste 1.3%

Table 2.3: Years of use of different fuels at the current consumption rate [2]
Fuel Proved recoverable Years of use at the current

reserves (2003) rate of consumption
Coal 0.9 · 1012 tons 210

Crude oil 1.2 · 1012 barrels 30-40
Natural gas 170 · 1012 m3 60-70

Uranium 2.0 · 106 tons 2400-3000

world energy demand. An amplifying factor is the increase of the world
population. The most realistic model of a study made by the World Energy
Council and the International Institute for Applied System Analysis at the
end of last century predicts a doubling of the world energy demand from 15
TWyr to 30 TWyr by 2050.

Where is our energy coming from? Table 2.2 shows the contribution of
different energy sources to the world primary energy production. Table 2.3
shows how long it will take us to consume all known reserves of fossil fuels
and uranium ore at the current rate of consumption. More than 92 % of
our energy originates from these raw materials. Fossil fuels on their own are
responsible for 86 %. It is clear that these materials are not inexhaustible at
all. At the current pace we will run out of fossil fuels very soon. This would
not only lead to political instabilities and price increases. The exhaustion
of the valuable fossil materials would be a disaster for the chemical and
pharmaceutical industry as well.

And what about global warming? This is a very controversial topic.
Fact is that the earth is a very complex ecosystem in which everything is
related to everything. Even specialists disagree on the issue. I will thus
not venture to make a statement about the different theories. I will only
focus on the observations considering the evolution of the CO2 content in
the earth’s atmosphere. The contribution in ppm during the last 1000 years
is given in figure 2.1. What we see here cannot be misunderstood. The CO2

concentration has been levelled at a value of about 280 ppm for a long time.
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Figure 2.1: Evolution of the CO2 concentration in the atmosphere during
the last 1000 years [2]

There is even evidence that the concentration has remained at this level for
the last 160 000 years. But around the Industrial Revolution the concentra-
tion suddenly started increasing steeper and steeper. Today we are already
at a level of more than 360 ppm. When you see this graph, there is no
doubt that the CO2 emission by our intensive use of fossil fuels is the cause
of this clear change. The next step in the reasoning is much more difficult.
What is the effect of this change? A lot of scientists claim that it causes a
steady increase of the average earth temperature. “Nice!”, you could say,
“No thick coats any more!”. Unfortunately it is not that simple. Even a
small temperature increase could imply a complex sequence of events very
difficult to predict. Ocean currents, winds and the sea level are all very
dependent on the earth’s temperature. And at this very moment there are
indeed clear proofs that temperature is increasing. The most famous exam-
ple is the melting of the glaciers. Although one cannot yet prove with 100%
certainty a causal link between the CO2 level and the temperature increase,
the fact remains that we are performing a very dangerous experiment with
ourselves as guinea pigs. If this change in CO2 level indeed appears to have
adverse effects to our ecosystem in a few decades, then we cannot just stop
these effects. First of all, we cannot simply end the emission immediately.
Secondly, the CO2 cycle is very slow. It would take at least 100 years for
the earth to restore the situation. And last but not least, nobody knows if
this playing with our ecosystem is a reversible process. There is a chance
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that hysteresis will prevent us from restoring the ecosystem’s original state.
I think my message is clear. Let me summarize. Today fossil fuels form

the bulk of our energy production. There are two big problems with these
kind of fuels. Firstly, they are exhaustible. Even at the current pace of
consumption we will run out of fossil fuels very soon. Furthermore, it will
be impossible not to exceed this pace greatly because the energy demand per
person and the world population are both increasing. For political stability,
energy prizes and the chemical and pharmaceutical industry it would be
much better not to use up all the fossil fuels. Secondly, the CO2 emission,
inevitably coupled to fossil fuels, causes a clear change in the composition
of the earth’s atmosphere. This could be very dangerous. So there are
no excuses. We have to change our current way of energy production and
consumption drastically. Everybody has to increase the efficiency of their
energy use. Scientists and engineers have to develop alternative ways of
energy production. World leaders have to stimulate, support and guide the
transition.

2.2 Thermonuclear fusion in tokamaks

Thermonuclear fusion is a very promising candidate to solve the impending
energy crisis discussed in the previous section. This section gives a concise
introduction to the broad field of thermonuclear fusion research. The first
subsection gives a short historical sketch of the research. The next sub-
section explains why fusing light nuclei together releases huge amounts of
energy. In subsection 2.2.3 it is discussed that it is basically the repulsion
between the positive nuclei that makes it so challenging to use this fusion
energy for commercial energy production. The fourth subsection introduces
the tokamak as one of the currently most advanced concepts for a future
thermonuclear fusion power plant. Subsection 2.2.5 gives a short overview of
the international ITER project which aims to demonstrate that the tokamak
is indeed a viable candidate for future commercial energy production. The
final subsection gives a summary of the main advantages and disadvantages
of the tokamak as power plant of the future. More detailed information on
thermonuclear fusion and tokamaks can be found for instance in [3].

2.2.1 A brief history of fusion research

Fusion research already has a long history. The discovery of the fusion
process fits in the mid 19th century’s solar energy riddle. People were won-
dering where the sun’s energy is coming from. The first idea was a simple
combustion similar to the burning of a fire. However, as geologists stated
that the earth’s shaping processes must have been active during at least a
few hundred thousand of years, simple combustion would require inconceiv-
able amounts of matter. In the same century Hermann von Helmholtz and
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Lord Kelvin proved that also a steady gravitational collapse of the sun could
not account for all the produced energy. A first clue on the actual origin of
the solar energy was the energy-mass equivalence postulated by Einstein in
1905. It indicates that even a small amount of mass can be converted into
an enormous amount of energy. In 1920 Francis William Aston observed
that the mass of a helium atom was somewhat smaller than the summed
mass of 4 hydrogen atoms. Based on Aston’s measurement, astronomer Sir
Arthur Eddington suggested that the sun produces its energy by converting
hydrogen atoms into helium atoms. In 1939 Hans Bethe wrote the article
“Energy production in stars”, elaborating the fusion processes occurring in
the stars more profoundly. This paper delivered Bethe the Nobel Prize for
Physics in 1968 and once and for all solved the solar energy riddle.

After the theoretical successes of the first half of the 20th century, a lot
of experimental progress on fusion was made during the second half of last
century. After World War II and the “successful” Manhattan project there
was an increased interest in fusion and nuclear physics in general. Scientists
started thinking about possible ways in which the fusion process could be
used for commercial energy production. During the next two decades re-
search groups in the UK, the USA, the USSR, Japan, France and Germany
developed different kinds of fusion reactors such as stellarators, magnetic
pinch devices and inertial fusion devices. Important names occurring in this
period are Sir George Thomson (Imperial College), Peter Thonemann (Ox-
ford), Lyman Spitzer (Princeton), James Tuck (Los Alamos) and Edward
Teller (Lawrence Livermore Laboratory). In the beginning fusion research
was classified as “Top Secret” due to the Cold War. It is only after the
famous “Atoms for Peace” conference in 1958 in Geneva that the first steps
towards international cooperation were made.

On the third IAEA “International Conference on Plasma Physics and
Controlled Nuclear Fusion Research” in 1968 in Novosibirsk fusion research
was completely re-oriented due to the announcement of the very successful
experiments on the Russian tokamaks. Figure 2.2 shows a photograph of
the Russian T1 at the Kurchatov Institute in Moscow. This was the world’s
first tokamak. The name “tokamak” is an acronym for the Russian words
“toroidalnaya kamera” or “toroidal chamber” and “magnitnaya katushka”
or “magnetic coil”. The concept was developed by Igor Tamm and Andrei
Sakharov in the 1950’s. Lev Artsimovich led the experimental program
in Moscow at the Kurchatov Institute, while the theoretical studies were
directed by Mikhail Leontovich. The generated temperatures were about
10 times higher than in any other fusion device at that moment. Also
the energy confinement times were much higher. Therefore, most fusion
research groups started concentrating on tokamak research. Even today
the majority of the research groups still focuses on tokamaks. They can be
found all over the world. Every single tokamak is unique. Different research
groups deal with different aspects of the tokamak research. Presently the
Joint European Torus (JET) at Culham in the UK, shown in figure 2.3, is
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Figure 2.2: The Russian T1 at the Kurchatov Institute in Moscow was the
first tokamak [4]

Figure 2.3: JET at Culham (UK), the current world’s biggest tokamak [4]

the biggest tokamak in the world. Other tokamaks are TEXTOR (Jülich,
Germany), JT-60U (Naka, Japan), Tore Supra (Cadarache, France), DIII-D
(San Diego, USA), COMPASS (Prague, Czech Republic), ASDEX Upgrade
(Garching, Germany), KSTAR (Daejon, South Korea), HT-7 (Hefei, China)
and TCV (Lausanne, Switzerland).
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Figure 2.4: Average binding energy per nucleon as function of the number
of nucleons in the nucleus [5]

2.2.2 Energy release by nuclear fusion reactions

How can one produce energy by fusing nuclei together? The production
of fusion energy is in a way similar to the burning of fossil fuels. During
combustion of traditional raw materials such as oil, gas and coal the chemical
bonds of the hydrocarbons are broken in order to form stronger bound
molecules with oxygen from the surrounding air such as H2O and CO2.
This rearrangement of chemical bounds leads to a small decrease ∆m of the
total mass and the corresponding release of an amount of energy E = ∆mc2

according to Einstein’s famous energy-mass equivalence. Chemical bonds
are realized by the electromagnetic interaction. Typical binding energies
are in the electronvolt range. Hence, one can expect an energy release of
the same order of magnitude.

During fusion it are the nuclear bonds of the fusing nuclei that are
rearranged to get stronger bound nuclei leading again to an exothermic
reaction. The nuclear interaction is much stronger than the electromagnetic
interaction. Typical nuclear binding energies are in the mega-electronvolt
range which is about six orders of magnitude higher than chemical binding
energies. Therefore, one can also expect that the energy released during
fusion reactions is about six order of magnitude higher than the energy
released during chemical reactions.

The average binding energy per nucleon as function of the number of nu-
cleons in the nucleus is depicted in figure 2.4. The shape of this curve can
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Table 2.4: Fuel consumption for different energy production methods [2]
Method Annual fuel consumption

for a 1 GW power plant
Coal 2 700 000 tons
Oil 1 900 000 tons

Fission 28 tons of U02

Fusion 250 kg deuterium-tritium

be understood by taking into account Coulomb repulsion between protons,
nuclear attraction between all nucleons and some less intuitive quantum me-
chanical effects as described in detail in [6]. The curve exhibits a maximum
for 56Fe which is hereby the strongest bound nucleus. This shows that there
are two possibilities to produce energy by rearranging the nuclear bonds.
In a common nuclear power plant one goes from the right towards the 56Fe
peak by splitting heavy nuclei such as 235U in two lighter and stronger
bound nuclei resulting in an energy release of about 1 MeV per nucleon.
In a fusion reaction the 56Fe peak is approached from the left by colliding
light nuclei such as hydrogen, deuterium and tritium to form heavier more
strongly bound nuclei resulting in an energy release of about 10 MeV per
nucleon. Hence, expressed as energy released per unit of fuel mass fusion is
even more efficient than fission as could be expected from the steeper slope
of the binding energy curve in the low mass region. This high efficiency of
fusion is also illustrated in table 2.4 listing the annual fuel consumption of a
1 GW power plant for different burning processes which shows that 250 kg
of deuterium-tritium fuel can replace as many as 2.7 million tons of coal.

2.2.3 The Coulomb barrier

If fusion is so efficient, why don’t we then have a fusion power plant yet? It
has turned out to be extremely challenging to use fusion as a controllable
energy source. In essence this is due to the so called Coulomb barrier.
As the range of the attractive nuclear force is only a few femtometers, the
positively charged nuclei are initially repelling each other due to the long
range Coulomb force. As shown schematically in figure 2.5 this leads to
a barrier with height Ebar that has to be overcome before the attractive
nuclear force comes into play. Classically the nuclei have to collide with a
centre of mass energy Ecm higher than Ebar in order not to be reflected,
but according to quantum mechanics also nuclei colliding with Ecm lower
than Ebar have a finite chance of tunnelling through the Coulomb barrier.
However, the tunnelling probability decreases exponentially with decreasing
Ecm. The Coulomb barrier leads to very low fusion cross sections. Cross
sections are a measure for the probability of a reaction as will be explained
in 2.3.4.5. A comparison of the cross sections for the most common fusion
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Figure 2.5: The Coulomb barrier experienced by two light nuclei

reactions is shown in figure 2.6. The cross section dependence on the centre
of mass energy of the colliding nuclei exhibits a maximum. This can be
explained by the fact that for too low centre of mass energies the nuclei are
reflected by the Coulomb barrier, while for too high energies the nuclear
interaction potential is too low in comparison with the kinetic energy. One
can see that the fusion reaction

D + T→4 He(3.52 MeV) + n(14.08 MeV) (2.1)

between deuterium and tritium can be realized most easily. Its cross section
is the highest for low centre of mass energies and exhibits a maximum
for 100 keV. During the deuterium-tritium reaction 17.59 MeV of fusion
energy is liberated. This energy is released as kinetic energy distributed
over the reaction products. As the initial energy can usually be neglected
with respect to the large fusion energy, momentum conservation implies
that the helium nucleus and the neutron receive respectively 1/5 and 4/5
of the fusion energy.

With the above considerations in mind one could now think of a very
easy way to create a fusion power plant. Just create a huge deuterium ice
cube and hit it with a dense tritium ion beam with an ion energy of 100 keV.
In this way one will indeed induce deuterium-tritium fusion reactions. How-
ever, one will always have to invest more power into the acceleration of the
ion beam than one could ever get back from the fusion reactions. This is
because most of the ion energy is simply lost as heat and light by interac-
tion with the electrons and elastic collisions with the nuclei of the densely
packed deuterium atoms. The cross section for the deuterium-tritium fusion
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Figure 2.6: Fusion cross sections as function of centre of mass energy [7]

reaction is way too small for this concept to work. Therefore, scientists and
engineers had to come up with much more sophisticated concepts.

2.2.4 Magnetically confined fusion in tokamaks

In the previous subsection we have learned that in order to produce net
energy by fusing deuterium and tritium nuclei one has to fulfil two condi-
tions. Firstly, one initially has to provide the nuclei with enough energy
to overcome the Coulomb barrier such that fusion reactions can take place.
Secondly, one has to make sure that the provided energy is not lost too
rapidly in order to guarantee that the power produced by the rare fusion
reactions exceeds the power invested to provide the nuclei with sufficient
initial energy. Presently two concepts exist to fulfil these two conditions.
The first concept is that of inertial fusion. In this case a small deuterium-
tritium pellet is compressed by means of very intense lasers to conditions
with extremely high density and temperature. This concept falls outside the
scope of this work. More information can be found for instance in [8]. The
second concept is that over magnetic confinement which will be discussed
in detail in this subsection.

In case of magnetically confined or thermonuclear fusion a deuterium-
tritium gas mixture is heated up to a very high temperature by means of
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Figure 2.7: Schematic representation of the tokamak concept [9]

Ohmic heating, injection of energetic deuterium atoms and electromagnetic
wave heating. The optimum temperature is of the order of 150 million K or
10 keV as can be seen from a detailed power balance analysis [10], [3]. At
this temperature the deuterium-tritium gas becomes a fully ionized plasma.
In order to confine the energy as much as possible the negatively charged
electrons and positively charged deuterium and tritium ions are confined by
means of a strong magnetic field.

The theory of charged particle motion in electromagnetic fields is dis-
cussed in detail in 2.3.3. The most simple magnetic confinement config-
uration one can think of is that of several current carrying coils centred
around a cylindrical vacuum vessel creating a quasi-homogeneous magnetic
field directed along the axis of the cylinder. If the magnetic field is taken
strong enough the charged particles will gyrate around the magnetic field
lines with a gyration radius much smaller than the radius of the cylinder.
This ensures confinement in the radial direction. However, the charged par-
ticles can easily escape in the axial direction. A logic solution for these end
losses is joining the two ends in a torus. However, such a configuration is
characterized by a radial expansion of the plasma. The magnetic field in
such a torus decreases with increasing radius. This radial magnetic field
gradient generates vertical ~∇B drifts which are in opposite directions for
positively and negatively charged particles. The charge separation in turn
results in a vertical electric field which leads to an outwards ~E × ~B drift
for all charged particles. This lack of confinement can be avoided by the
introduction of an additional poloidal magnetic field component such that
one gets helically twisted magnetic field lines on nested toroidally shaped
magnetic flux surfaces. There are two possibilities to generate such a field.
The first approach is the tokamak concept sketched schematically in figure
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Figure 2.8: Schematic representation of the divertor geometry in a tokamak
[11]

2.7. By ramping up an electric current through a winding in the centre of
the torus a toroidal current is induced in the plasma which can be seen as
the secondary winding of a transformer. Without additional current drive
by means of neutral beam injection or electromagnetic waves a tokamak is
thus intrinsically a pulsed device. The toroidal plasma current induces the
desired poloidal magnetic field component. For better control of the shape
and position of the plasma column in a tokamak one usually adds also some
poloidal magnetic field coils circulating the tokamak in the toroidal direc-
tion. The second approach to get helically twisted magnetic field lines is the
stellarator concept. In this case the magnetic field coils are designed in very
special shapes in order to generate the desired helically twisted magnetic
field directly. No current has to be induced in the plasma. Therefore, a
stellarator is not pulsed and is not subject to plasma current driven insta-
bilities. This work focusses on the tokamak concept. More information on
the stellarator and other magnetic confinement configurations can be found
for instance in [12].

Despite the magnetic confinement, interaction between the hot fusion
plasma and the surface of the plasma-facing materials is unavoidable. A
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magnetic field can never fully confine a plasma due to diffusion perpendic-
ular to the magnetic field, turbulence and disruptions. Furthermore, the
plasma-surface interaction is even necessary for two reasons. Firstly, the
helium ashes produced during the fusion reactions have to be extracted
in order not to dilute the deuterium-tritium fuel too much. Secondly, the
fusion energy has to be extracted from the plasma in order to produce elec-
tricity. Energetic particles bombarding the inner reactor materials lead to
heating of the cooling water which is then used to produce electricity by
means of a conventional steam cycle.

As discussed in detail in 2.4 the plasma-surface interaction leads to a
variety of detrimental effects on the plasma-facing components. Usually the
magnetic field configuration and the plasma-facing components are tailored
such that the plasma-surface interaction is focussed on several dedicated
components. The oldest concept is that of the limiter. A limiter is a pro-
truding element of the plasma-facing components. Beyond a certain radius
the magnetic field lines intersect with the limiter causing the particles to hit
the limiter surface much more than the remaining plasma-facing materials
which are shielded in this way from the core plasma. The magnetic flux
surface just in front of the limiter surface is called the last closed flux sur-
face or separatrix. It separates the core plasma from the so called scrape-off
layer. The problem with the limiter concept is that particles eroded from
the limiter surface enter the core plasma directly. Therefore, the more so-
phisticated divertor concept has been introduced. The divertor geometry is
shown schematically in figure 2.8. The main difference with the limiter is
that in the divertor the plasma-surface interaction occurs remotely from the
core plasma. An electric current running parallel with the plasma current
through a toroidal conductor underneath the vessel modifies the magnetic
field such that one creates a so called X point where the poloidal magnetic
field vanishes. As in the limiter case the last closed flux surface or sepa-
ratrix is the magnetic flux surface separating the core plasma with closed
magnetic flux surfaces from the scrape off layer with magnetic flux surfaces
intersecting with the plasma-facing components. The inner and outer di-
vertor components where the plasma-surface interaction is concentrated are
called the vertical target plates. The regions above the vertical target plates
are called the baffles. The region below the X point is called the private flux
region. The divertor component below the private flux region is called the
dome. Plasma-surface interaction in the divertor leads to the production of
neutrals. This allows pumping out of impurities and helium ashes from the
divertor region. The plasma-facing components different from the limiter
or divertor components are called the first wall. Here the plasma-surface
interaction is less intense.

19



2.2.5 The ITER project

The power balance of a tokamak dictates that a future power plant will
have to be much larger than the present experimental devices. Eventually
a full scale experimental reactor will have to be built in order to prove the
feasibility of commercial energy production by means of thermonuclear fu-
sion. As building such a huge machine is financially very demanding it was
first proposed at the “Geneva Superpower Summit” in 1985 to start up an
international collaboration. This was the birth of the ITER project. ITER
stands for “International Thermonuclear Experimental Reactor” and also
means “the way” in Latin. It is supported by 7 parties representing over half
of the world’s population: Russia, the USA, the EU, Japan, China, South
Korea and India. The project is one of the largest and most ambitious
international science projects ever conducted due to the numerous organi-
zational, legal, logistics, financial and last but not least engineering issues.
The ITER site was determined in June 2005 to be located at Cadarache,
near Aix-en-Provence in Southern France. The ITER Organization was of-
ficially established in October 2007. The site preparation works including
obligatory archaeological diggings and fauna and flora protection measures
began in January 2007. The actual construction of the scientific buildings
and facilities began in July 2010. The status of the constructions can be
followed via the ITER website [13]. In the mean time a lot of components
are being produced all over the world and shipped to the ITER site. Some
components are extremely large and heavy. In order to allow also deliv-
ery of these components heavy road works have been carried out along the
104 km itinerary between the harbour of For-sur-Mer and the ITER site.
The first plasma is planned for 2020. According to the design ITER will
deliver 500 MW fusion power from 50 MW input power. So, it will be the
first tokamak producing net energy. ITER will be a very complex device.
As shown in figure 2.9 the main components are

• Magnets: The magnet system of ITER comprises 18 superconduct-
ing toroidal field coils, 6 poloidal field coils, a set of correction coils
and a central solenoid. The extremely high magnetic fields up to 13 T
required for confining the fusion plasma make the use of supercon-
ducting magnets necessary. The superconductors will be cooled by
supercritical helium. The main function of the toroidal field magnets
is to confine the plasma particles. The 18 coils are composed out of
strands with a total length of 150 000 km and a weight of 6540 tons.
The poloidal field coils, placed outside the toroidal field coils, pinch
the plasma away from the wall and contribute to the shaping and
stability of the plasma. Both the poloidal and toroidal field coils lie
between the vacuum vessel and the cryostat. At this position they
are cooled and shielded from the high-energy neutrons at the same
time. The central solenoid functions as large transformer by inducing
the main toroidal plasma current up to 17 MA and forms at the same
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Figure 2.9: Schematic view of ITER and its main components [13]

time also the backbone of the magnet system.

• Vacuum vessel: The ITER vacuum vessel is a hermetically sealed,
toroidally shaped, stainless steel container inside the cryostat provid-
ing an enclosed vacuum environment for the fusion reactions. With its
height of 11 m and internal diameter of 6 m the vessel will be twice
as large and sixteen times as heavy as any previous tokamak. The
double steel walls will allow cooling water to circulate between them.
The inner surfaces of the vessel will be covered by blanket modules for
shielding from the hot fusion plasma and the high-energy neutrons.
Together with its 44 ports for remote handling, diagnostic systems,
heating systems and vacuum systems the vacuum vessel will weigh
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about 8000 tons. This is slightly more than the Eiffel Tower.

• Blanket: The blanket is one of the most critical and technically chal-
lenging components in the ITER tokamak. It provides shielding of
the outer components from the high heat load and the fast neutrons
inside. The neutrons lose their kinetic energy in the blanket by con-
verting it into heat. This heat is then collected by the coolants and
will be used in DEMO and the later commercial reactors for electri-
cal energy production as in an ordinary power plant. For purposes
of maintenance of the vacuum vessel, the blanket wall will be modu-
lar. Each of the 440 individual segments will measure 1m x 1.5m and
weigh up to 4.6 tons. A segment will consist in turn out of two parts.
The first part is a detachable plasma facing first wall consisting out of
beryllium for removal of the plasma heat load. The second part is a
semi-permanent shield out of high-strength copper and stainless steel
dedicated to the neutron shielding. Later in the ITER project, so-
phisticated modules will be inserted for testing the concept of tritium
breeding out of lithium.

• Divertor: The divertor is also a plasma facing component and thus
critical. It is located at the bottom inside the vacuum vessel and its
function is to extract heat, helium ash and impurities from the plasma.
With magnetic coils the field lines are shaped such that the divertor
region is removed from the plasma core with its closed flux surfaces.
The plasma layer between the last closed flux surface and the plasma
facing material is called the scrape-off layer. In this layer the plasma
particles are directed towards the divertor target plates where they
can be extracted. The divertor supporting structure in ITER will be
made primarily from stainless steel. The plasma facing parts will be
made from tungsten and beryllium.

• Neutral Beam Injector: A tokamak power plant requires temper-
atures around 150 000 000 K. With only the Ohmic heating result-
ing from the induced plasma current such temperatures will never be
reached. Therefore, additional heating methods will be used in ITER.
One of these is neutral beam injection. One starts with negative
deuterium ions. These are accelerated up to 1 MeV and neutralized.
Neutral particles can enter the plasma without any problem. Once in
the plasma, they transfer their energy by means of collisions with the
plasma particles.

• RF heating system: The ITER fusion plasma will also be heated
by radio waves at certain frequencies. In Ion Cyclotron Resonance
Heating the ions are heated, while in Electron Cyclotron Resonance
Heating the energy is transferred to the electrons. This requires a wave
generator, a transmission line and an antenna coupling the waves into

22



the plasma. It is very difficult to tune the system such that the waves
heat the plasma efficiently.

• Cryostat: The ITER cryostat is a very large, stainless steel structure
surrounding the vacuum vessel and the superconducting magnets. It
provides a super-cool, vacuum environment. The gap between the
two concentric walls is filled with helium gas slightly above one at-
mosphere, acting as thermal barrier. The cryostat is 31 m high and
36.5 m wide. There are many openings in it for the cooling system,
auxiliary heating, magnet feeders, diagnostics and removal of blanket
and divertor parts.

With all the technologically very advanced systems listed above the story
is not yet finished. ITER will also have different diagnostic systems, a
sophisticated vacuum system, a remote handling system and hot cells for
the treatment of contaminated materials, a power supply system providing
up to 620 MW energy in peak periods, a tritium recovery system, a fuelling
system and a cryoplant with cooling circuit. More details can be found on
the ITER website [13].

And what after ITER? Hopefully the ITER project will show that ther-
monuclear fusion is a feasible option for commercial energy production. The
next step is then a demonstration power plant. Scientists and engineers are
now already thinking about the conceptual design of this DEMO reactor.
According to the current fusion road map DEMO should put its first fusion
power into the grid as early as 2040. But that is for the far future. Now it
is important that research groups all over the world perform dedicated ex-
periments with their small scale fusion relevant devices. Results from these
studies will be indispensable for the design, construction and operation of
ITER and DEMO because there are still several important problems to be
tackled.

2.2.6 Advantages and disadvantages of tokamaks

In this section some general aspects of thermonuclear fusion in tokamaks
have been discussed. There appears to be many advantages in comparison
to other energy sources. Unfortunately, there are some drawbacks as well.
The most important pros and cons are summarized below.

Advantages

• Deuterium is not radioactive and does not impose any health or envi-
ronmental risks. It can be extracted from seawater in which it occurs
with a concentration of about 154 ppm. The technology for extract-
ing deuterium by destillation and electrolysis is well developed since
large amounts of D2O are used in heavy water nuclear power plants.
Therefore, deuterium can be considered as virtually inexhaustible.
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• No toxic or greenhouse gases are emitted during fusion of deuterium
and tritium.

• Fusion can only occur under very strict conditions. An uncontrolled
chain reaction is excluded. Any deviation from normal operation will
automatically stop the fusion reactions.

• The raw materials needed for fusion cannot be used for the production
of nuclear weapons. The radioactive tritium isotope is produced and
consumed inside the reactor. Furthermore, at any time only a limited
amount of tritium will be present in the reactor.

• The needed amount of fuel is very small.

• Fusion allows quite compact large scale power plants of 1 GW and
more.

Disadvantages

• Tritium is a radioactive isotope decaying by electron emission with an
average energy of about 5.7 keV. As such an electron cannot cross
the dead layer of our skin. Only inhalation or ingestion of tritium
poses health risks. Especially tritiated water and organically bound
tritium are very dangerous as discussed in [14]. Therefore, the amount
of tritium present in the reactor should at all times remain below a
safety limit guaranteeing no adverse effects to the population or the
environment in case of accidental release.

• Due to its short lifetime of about 12.3 years tritium occurs only as a
trace element in nature. Therefore, tritium will be produced inside
the reactor by neutron bombardment of lithium. The rather limited
lithium reserves could pose a problem in the not so far future, espe-
cially when the lithium battery market keeps booming. By making the
extraction process of lithium from seawater more efficient this problem
could be solved.

• Fusion research is very time and money consuming. After decades of
research still no net energy has been produced. Hopefully the ITER
project will show us that fusion research is really worth all that pa-
tience and money.

• Nuclear waste is unavoidable due to tritium retention and neutron
activation. Careful material selection and design can, however, limit
the amount and lifetime of the nuclear waste such that the reactor
materials could be reused already after about 100 years.

• The laws of nature prohibit small scale fusion power plants. Net pro-
duction of energy unavoidably implies a minimum reactor size. This
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could be a problem in desolated areas, where small scale power plants
are more desirable.

It is clear that also thermonuclear fusion will never be without disadvan-
tages. I think the perfect energy source does not exist. Renewables, fission
and fusion, according to me, all three have their task. The efficiency of
renewables is quite low, but will for sure be improved significantly during
the next decades. Renewables will probably never be able to provide en-
ergy worldwide and uninterrupted. They are, however, very useful for less
populated and desolated areas and as support for a more stable and large
scale energy source. Large scale energy production is today provided by
fission and fossil fuel burning. As explained in 2.1 fossil fuel burning is just
no option. So, of the present energy sources only fission remains. Fission
power plants, however, are still subject to a non-negligible risk of severe
accidents and unavoidably produce a large amount of long lived radioactive
waste. Unfortunately, it is presently not straightforward to replace the ex-
isting fission power plants by a good alternative. Hence, it is very important
to support also the research on fission. In this way fission power plants can
be made safer and more efficient and the long lived radioactive waste can
be reduced as much as possible. In the mean time, scientists and engineers
have to think about an alternative for fission. This is where fusion comes
into play. Considering all good things it could offer us, it would be a shame
losing courage because a fusion power plant is so hard to realize. Hopefully
ITER will shows us that we are on the right track.

2.3 Plasma physics

The deuterium-tritium fuel in a thermonuclear fusion reactor is in the
plasma state. Therefore, plasma physics is an important aspect of ther-
monuclear fusion research. A plasma is a quasi-neutral medium containing
charged particles that exhibit a collective behaviour. It can be created by
heating up a gas to very high temperatures or by running a high electric
current through a gas. In this way one partially or fully ionizes the gas. As
such the transition to a plasma is not characterized by a clear phase transi-
tion. Anyhow, plasma is often called the fourth state of matter because it
has such peculiar properties.

Around 1920 Irving Langmuir laid the foundations of plasma physics
and introduced the name “plasma”. In the 1920’s and 1930’s plasmas were
studied systematically for the first time in order to understand the effect
of the ionosphere on long distance radio wave propagation and for the op-
timization of electron tubes for use in pre-semiconductor electronics. Over
the years the extraordinary properties of plasmas has led to their use for a
wide variety of applications such as thermonuclear fusion, plasma thrusters
for space propulsion, plasma display panels, fluorescent lighting, surface
modification and air purification.
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Plasma physics is a very complex and broad topic. This section dis-
cusses only a slight part of plasma physics relevant for this work. This
section forms the theoretical background for the VMCPT plasma simula-
tion code discussed in 4.2, the Langmuir probe analysis software discussed
in 4.3 and the characterization of the VISIONI plasma simulator described
in chapter 6. Therefore, the focus is on the physics relevant for the low
temperature, weakly ionized plasma in VISIONI. The first subsection gives
a short general introduction on the peculiarities of a plasma such as collec-
tive behaviour, Debye shielding and quasi-neutrality. This subsection also
discusses the concept of plasma temperature. Subsection 2.3.2 discusses
the different available techniques for modelling a plasma analytically and
numerically as a support for the choice of the most appropriate model for
studying the plasma in VISIONI. Subsection 2.3.3 gives some insight in
the motion of charged particles in a magnetized plasma by looking at the
motion from the single particle point of view. This will turn out to be
helpful for understanding of the inhomogeneities observed during the char-
acterization of the plasma in VISIONI. The kinematics and dynamics of
collisions between plasma particles are treated in subsection 2.3.4. This
theory forms the basis of the collision module in the VMCPT code. Sub-
section 2.3.5 gives a general description of the macroscopic charged particle
transport comprising drift due to electric fields and diffusion related to ther-
mal motion and the influence magnetic fields and collisions have on these
macroscopic charged particle transport phenomena. In subsection 2.3.6 it is
explained how a sheath layer is formed at locations where the plasma is in
contact with materials because sheath formation is an important feature of
all laboratory plasmas and also as a support for the Langmuir probe theory
presented in subsection 2.3.7 which forms the background for the Langmuir
probe analysis software developed for VISIONI.

2.3.1 The plasma state

Plasmas have a number of properties which are not in line with our daily
experience. First of all, the concept of temperature has to be revised. In or-
dinary life matter is usually in local thermal equilibrium at molecular level
and can be characterized by a local temperature. This local temperature is
a measure of the thermal motion of a set of particles in mutual equilibrium
at a certain location. Local thermal equilibrium requires that the collision
time of the particles is much shorter than the time over which the state of
the system changes under influence of external forces. This is definitely not
always the case in a plasma. Often the collisionality is too low or the elec-
tric field is too high. Especially between electrons and ions there is rarely a
local equilibrium because momentum transfer between particles with large
mass difference is very inefficient as will be shown in 2.3.4. Therefore, it is
common that electrons and ions only reach separate states of local equilib-
rium characterized by an electron temperature Te and an ion temperature
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Ti which can be very different. It should be mentioned that the temperature
in plasma physics is by convention not stated in Kelvin but in electron volt
by implicitly multiplying with k/qe.

As for ordinary matter the energies and velocities of the plasma particles
in thermal equilibrium are distributed according to the Maxwell-Boltzmann
or Maxwell distribution. This distribution can be derived using statistical
mechanics [15] or by looking for steady state solutions of the fundamental
Boltzmann equation with collision term [16]. According to a Maxwellian
distribution the probability that a particle has x, y and z velocity compo-
nents between vx and vx + dvx, between vy and vy + dvy and between vz
and vz + dvz respectively is given by

fMB(vx, vy, vz)dvxdvydvz (2.2)

with fMB the Maxwell-Boltzmann distribution defined as
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So each velocity component vi is distributed according to
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which can be recognized as a Gaussian distribution with mean 0 and stan-
dard deviation σ =

√
kT/m. For an isotropic velocity distribution a dis-

tribution for the magnitude of the velocity can be found from (2.3) by
transforming to spherical coordinates. The probability that a particle has
a speed between v and v + dv is then given by
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This distribution function can be converted to an energy distribution func-
tion by the substitution v =

√
2E/m. The probability that a particle has

an energy between E and E + dE is then given by
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Sometimes one also defines the energy probability distribution function or
EPDF as the energy distribution function divided by

√
E because this factor

only takes into account the density of states in energy space. Using the
above distribution functions one can calculate that the most probable speed
is given by

vp =

√
2kT

m
(2.7)
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the average speed by

< v >=

√
8kT

πm
(2.8)

and the average energy by

< E >=
3

2
kT (2.9)

Another important property of a plasma is that it exhibits collective
behaviour of charged plasma particles. Neutral gas particles interact by
means of the short-ranged van der Waals interaction which decays with
inter-particle distance to the power −6. Therefore, they interact only when
they are very near to each other during a collision. Charged particles, on
the other hand, interact through the long-ranged Coulomb interaction which
decays only with inter-particle distance to the power −2. Therefore, there
is even interaction between very remote particles. This causes the collective
behaviour that leads to all kind of phenomena that are typical for plasmas
such as plasma waves.

Although a plasma contains a huge amount of charged particles it is a
quasi-neutral medium. This means that the plasma deviates from neutrality
only on very small length scales due to the shielding effect of the charged
particles. Imagine for instance starting with an infinitely large, homoge-
neous plasma where the charges of negative electrons and singly charged
positive ions perfectly compensate each other throughout the whole vol-
ume. Now suppose that due to thermal fluctuations a small net charge +Q
is introduced at the origin of the coordinate system. This positive charge
attracts electrons and repels ions. Further it is assumed that the changes
in the plasma are slow enough such that both the electrons and ions stay
in thermal equilibrium. The modification of the electron and ion density
around the charge +Q can then be described by the Boltzmann relation as

ne(~r) = n0 exp

(
+qeV (~r)

kTe

)
≈ n0

(
1 +

qeV (~r)

kTe

)
(2.10)

ni(~r) = n0 exp

(
−qeV (~r)

kTi

)
≈ n0

(
1− qeV (~r)

kTi

)
(2.11)

where it was taken into account that the density n0 before the additional
charge was introduced is equal for electrons and ions due to the assumed
neutrality and that the fluctuations of the electric potential V (~r) intro-
duced by the small additional charge is small such that one can say that
qeV (~r) << kTe, kTi. This modification of the charged particle densities
leads to shielding of the positive charge from the plasma. This can be shown
more quantitatively by solving Poisson’s equation for the electric potential.
Taking into account the spherical symmetry of the problem and inserting

28



the Boltzmann relations for the charged particle densities Poisson’s equation
becomes

∂2V
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which can be solved to give
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with the Debye length LD defined as
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(2.14)

This is the ordinary Coulomb potential for a point charge but decaying
exponentially with the Debye length as decay length. So the charge +Q is
shielded from the plasma over a few Debye lengths. The shielding is done
in parallel by electrons and ions. This can be seen from the fact that the
total Debye length LD is shorter than both the electron Debye length LDe
and the ion Debye length LDi. The ions are much more massive than the
electrons. Furthermore, in a lot of laboratory plasmas the power is mainly
coupled to the electrons and the energy transfer between electron and ions
is very low such that the ion temperature is much lower than the electron
temperature [17]. Therefore, the ions in such plasmas are very slow. It is
then no longer valid to assume they reach a Boltzmann equilibrium as was
done in this calculation. The ions then do not contribute to the shielding
and the ion contribution to the Debye length should be dropped. The Debye
length is then defined as

LD =

√
ε0kTe
q2
ene

(2.15)

It decreases with increasing electron density. This reflects the fact that
shielding is more effective if there are a lot of electrons. The Debye length
increases with increasing electron temperature. This reflects that electrons
with higher energy are less influenced by the presence of an additional
charge. This shielding behaviour causes the natural tendency of a plasma to
remain neutral on length scales larger than the Debye length. Any distur-
bance of the electric potential such as a biased electrode is shielded from the
plasma over a few Debye lengths. Only on the Debye length scale deviations
from neutrality are possible.

2.3.2 Plasma modelling

A plasma is a very complex medium. Only very few plasma physics problems
can be solved analytically. In most cases the relevant physics can only be
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taken into account in a more sophisticated numerical model. This subsection
summarizes the most commonly used computer simulation techniques in
plasma physics. This discussion will be used later on in 4.2.1 to choose the
most appropriate technique for simulating the plasma in VISIONI. More
extensive overviews with state of the art examples can be found for instance
in [18] and [19].

At the microscopic level a plasma is fully described at a certain time
by the positions and velocities of all plasma particles (atoms, molecules,
radicals, excited species, ions and electrons). In principle any initial state
can be evolved in time by numerically integrating Newton’s equation of
motion for each particle, provided that the externally applied forces and
the interaction mechanisms between the particles are known.

This easy to grasp single particle point of view is the underlying idea
of Particle-In-Cell Monte Carlo Collision simulation (PIC-MCC). The main
steps are shown in figure 2.10. The simulation is started by initializing the
plasma particles with positions and velocities according to appropriate dis-
tributions. Then a loop is iterated until steady state is reached. The loop
has four parts. Firstly, the electric charge and current densities are calcu-
lated from the charged particle positions and velocities. Subsequently, the
charge and current densities are used to solve Maxwell’s equations for the
electric and magnetic fields on a grid resolving the Debye length. Then the
positions and velocities of the plasma particles are updated by integrating
Newton’s equation of motion. For the charged particles the electric and
magnetic fields are interpolated from the grid to the charged particle posi-
tions. For plasmas contained in a finite chamber plasma-surface interaction
effects can be taken into account for particles impinging on the surface of the
plasma chamber walls. This is done with a Monte Carlo scheme based on
sputtering yields, secondary electron emission probabilities, reflection prob-
abilities and recombination probabilities coming from theory, simulations
or experiments. At the end of the time step the particles are also allowed
to collide with each other. These collisions are treated with a Monte Carlo
scheme as well. It is based on theoretical or experimental collision cross
sections. The velocities of the colliding particles are updated and some re-
actions require the release (e.g. ionization) or removal (e.g. recombination)
of new particles.

For almost any problem it is impossible to track all physical particles due
to limitations in CPU time. Therefore, PIC-MCC typically makes use of
super-particles representing a lot of physical particles. However, meaningful
simulations imply an upper limit to the number of physical particles that
can be represented by one super-particle. One has to make sure that the
statistics of the simulation are high enough. Each cell of the grid for solving
Maxwell’s equations should contain a significant amount of super-particles.
Special care should also be taken that the high energy tails of the energy
distribution functions are resolved. The CPU time can also be reduced by
limiting the number of tracked species. Often it is not necessary to track
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Dt

integrate equation of motion and
update positions and velocities

let the particles collide, update
velocities and release new particles

calculate electric charge density
and electric current density

solve Maxwell's equations for
electric field and magnetic field

initialize the particle
positions and velocities

Figure 2.10: Basic steps of a Particle-In-Cell Monte Carlo Collision simula-
tion

all species. In weakly ionized plasmas for instance it is realistic to assume
that the neutral particles form a constant uniform background.

Besides the introduction of super-particles and the use of a grid for solv-
ing Maxwell’s equations, no real approximations are used in PIC-MCC. The
quality of the simulation is limited of course by the quality of the plasma-
surface interaction and collision cross section data. PIC-MCC is a very
powerful simulation technique resulting in spatially and temporally resolved
data on particle densities, energy distributions, flows and self-consistent
electromagnetic fields. Unfortunately, for a lot of systems PIC-MCC is
computationally too demanding even for the most powerful supercomput-
ers. This is especially true for large systems and for systems for which
spatial 3D effects need to be taken into account. Often the bottleneck in
PIC-MCC is solving Maxwell’s equations on a Debye length resolving grid.
One possibility is to use predefined electromagnetic fields based on mea-
surements, theory or simulations. Such Monte Carlo simulations (MC) are
computationally much less demanding. They still take into account the non-
equilibrium behaviour of the plasma but they are not self-consistent with
respect to the electromagnetic field. More details about PIC-MCC and MC
can be found for instance in [20], [21] and [22].

Most simulation techniques do not use the single particle point of view
introduced above. They look at the plasma from a statistical point of view.
The plasma is in this case characterized by a set of particle phase space
distribution functions fi(~r,~v, t) for the different plasma species i. The func-
tions fi(~r,~v, t) represent the particle phase space densities at location (~r,~v)
and time t and allow to calculate directly macroscopic quantities such as
the particle densities ni(~r, t) and particle fluxes Φi(~r, t) by multiplying re-
spectively with 1 and ~v and integrating over the whole velocity space. In
the statistical point of view Newton’s equation of motion is replaced by the
Boltzmann equation
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∂fi
∂t

+ ~v · ∂fi
∂~r

+
~F

m
· ∂fi
∂~v

=

(
∂fi
∂t

)
coll

(2.16)

It describes the time evolution of the phase space distribution function due
to propagation, acceleration and collisions of the particles. By recalling
Newton’s equation of motion one can see that the left hand side of the
Boltzmann equation is actually the total or convective derivative of the
phase space distribution function. So the Boltzmann equation states that
in a reference frame travelling together with the particles the phase space
distribution function can only change due to scattering, particle creation and
particle loss by collisions. Each species i has its own Boltzmann equation.
Together they form a set of complicated integrodifferential equations which
are coupled through the collision term and through Maxwell’s equations
for the self-consistent electromagnetic field. In practice one has to make
almost always simplifying assumptions in order to solve this complicated
set of equations.

The simplest model to solve the set of Boltzmann equations is a so called
global model. In this case it is assumed that the plasma is spatially uniform.
Furthermore, non-equilibrium or kinetic effects are not taken into account.
This means that the particle energies are supposed to be distributed ac-
cording to the Maxwellian equilibrium distribution discussed in 2.3.1. The
set of Boltzmann equations can then be integrated over the whole phase
space resulting in an easy to solve set of coupled rate equations for the time
evolution of the total number of particles Ni for each species i of the form

dNi
dt

=
∑
j

NjSi,j +
∑
j,k

NjNkSi,jk +
∑
j,k,l

NjNkNlSi,jkl + Si

−NiLi −
∑
j

NiNjLi,j −
∑
j,k

NiNjNkLi,jk

(2.17)

The first four terms on the right hand side represent sources due to re-
spectively radiative decay and wall collisions, due to two-body collisions,
due to three-body collisions and due to injection of particles. The next
three terms represent losses due to respectively radiative decay and wall
collisions, due to two-body collisions and due to three-body collisions. The
rate coefficients are averaged values over the predefined Maxwellian energy
distribution functions.

A global model allows very fast calculation of the evolution of the average
densities of the different species. It is easy to take into account a lot of
species and chemical reactions. Spatial effects and electromagnetic fields
can, however, not explicitly be taken into account in a global model. It
is also necessary to assume certain predefined energy distributions for the
species in order to calculate the appropriate averaged rate coefficients. This
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limiting assumption can be avoided by combining the global model with a
self-consistent calculation of the electron energy distribution function based
on the electron Boltzmann equation. The electron energy distribution is
very often not Maxwellian and strongly influences critical reaction rates.
The electron Boltzmann equation can be converted to a set of coupled first
order differential equations by finite differencing the electron energy axis
into a number of cells [23], [24]. One can also expand the phase space
distribution function in spherical harmonics. An approximate solution of
the electron Boltzmann equation can then be found by keeping only the
first two terms in the expansion in case of small anisotropy [25], [26] or if
necessary truncate the expansion at a higher order term [27].

The set of coupled Boltzmann equations can also be solved in a less
approximate way with a fluid model. The basic idea is to replace the Boltz-
mann equation by its equivalent infinite series of velocity moments. The nth
moment is calculated by multiplying the Boltzmann equation with the nth
power of the velocity and integrating it over the whole velocity space. The
first two moments are the continuity equation and the momentum equation
that can be written as

∂n

∂t
+ ~∇ · (n~u) =

(
∂n

∂t

)
coll

(2.18)

mn

[
∂~u

∂t
+ (~u · ~∇)~u

]
= n~F − ~∇ · P +mn

(
∂~u

∂t

)
coll

(2.19)

with n the particle density and ~u = Φ/n the average flow velocity. P is
the stress tensor. Its diagonal terms take into account the pressure gradient
force, while its off-diagonal terms represent viscosity effects. The last terms
on the right hand side of the first and second equation represent respectively
the change in particle density and momentum density due to collisions. The
continuity and momentum equations are equivalent to the continuity and
Navier-Stokes equations in fluid mechanics. The next velocity moment of
the Boltzmann equation is the energy equation. Truncating the infinite
series of velocity moment equations requires a closure condition because each
equation contains an unknown determined by the next equation. Closure
usually involves some assumptions for the velocity distribution. The kind of
closure depends on the type of application. Most fluid models contain the
continuity, momentum and energy equations for electrons and ions. One
of the most famous fluid models is that derived by Braginskii [28]. The
plasma fluid equations are normally coupled with Maxwell’s equations to
calculate the electromagnetic field self-consistently. This is important for
taking into account the sheath and presheath formed where the plasma
is in contact with the surrounding materials. The boundary conditions
allow taking into account the specific geometry of the problem. Solving
this complicated set of equations eventually results in spatially resolved

33



Table 2.5: Comparison of different plasma simulation techniques

PIC-MCC MC fluid hybrid global

EM field self-consistent predefined self-consistent self-consistent not explicit
kinetic effects fully kinetic fully kinetic indirect partly kinetic indirect
spatial effects yes yes yes yes no

CPU time very long long long long very short

information on the densities and flows of the different species and on the self-
consistent electromagnetic field. The advantage of fluid simulations is that
they are much faster than PIC-MCC simulations. However, kinetic effects
can only be taken into account indirectly by transport and rate coefficients
calculated with a Boltzmann solver. Sometimes it is possible to combine
the best of both worlds. In so called hybrid models one can for instance
treat ions and neutrals as a fluid, while using PIC-MCC for the electrons
for which kinetic effects are more important.

This short overview of plasma simulation techniques is of course not ex-
haustive. There exists no simulation technique which can solve all problems.
Each technique has its advantages and disadvantages. The most suitable
simulation technique depends on the peculiarities of the problem and on
the kind of information one wants to get out of the simulation. Table 2.5
summarizes the most important advantages and disadvantages of the simu-
lations techniques discussed above.

2.3.3 Charged particle motion

Although a plasma is characterized by collective behaviour of charged par-
ticles, one can get already a lot of insight in the behaviour of a plasma by
looking at charged particle motion from a single particle point of view. The
motion of an electrically charged particle with mass m and charge q in an
electromagnetic field is governed by the Newton-Lorentz equation of motion

m
d~v(t)

dt
= q

[
~v(t)× ~B(~r(t), t) + ~E(~r(t), t)

]
(2.20)

d~r(t)

dt
= ~v(t) (2.21)

In the general case of a time and space dependent electromagnetic field the
trajectories can become very complicated and impossible to calculate ana-
lytically. However, in this subsection it will be shown that for fields slowly
varying both in time and in space it is possible to calculate an approximate
solution analytically. Slowly varying will be specified more quantitatively
below. This theory will be used in 6.3.4.1 for explaining the observed in-
homogeneities in the magnetized edge of the plasma in VISIONI. A more
detailed treatment of this topic can be found for instance in [29] and [30].
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Let us start with the very simple case of a magnetic field that is constant
both in time and space. The direction of the magnetic field is defined as
the z direction. Equation (2.20) then becomes.

m
d~v(t)

dt
= q~v(t)× ~B (2.22)

By elaborating the vector product the components of the equation read

dvx(t)

dt
=

qB

m
vy (2.23)

dvy(t)

dt
= −qB

m
vx (2.24)

dvz(t)

dt
= 0 (2.25)

By taking the time derivative of the equations for the x and y component
of the velocity one can easily find that the time evolution of the velocity is
given by

vx(t) = vcycl sin

(
qB

m
t+ Φ

)
(2.26)

vy(t) = vcycl cos

(
qB

m
t+ Φ

)
(2.27)

vz(t) = v|| (2.28)

These equations clearly show that the magnitudes of the velocity parallel
and perpendicular to the magnetic field are constant in time and given by
the integration constants v|| and vcycl respectively. Φ is the third integra-
tion constant depending on the initial velocities in the x and y direction.
Integrating a second time gives the trajectory

x(t) = x0 −
mvcycl
qB

cos

(
qB

m
t+ Φ

)
(2.29)

y(t) = y0 +
mvcycl
qB

sin

(
qB

m
t+ Φ

)
(2.30)

z(t) = z0 + v||t (2.31)

with x0, y0 and z0 the three integration constants depending on the initial
position. These equations show that the particle moves in a helix. Parallel
with the magnetic field it moves with a constant velocity, while simulta-
neously describing circles in the plane perpendicular to the magnetic field
with angular frequency given by the cyclotron frequency
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ωcycl =
qB

m
(2.32)

and radius given by the cyclotron or Larmor radius

Rcycl =
mvcycl
qB

(2.33)

If one looks at the xy plane from the hemisphere with z > 0 one sees
positively and negatively charged particles describing circles in respectively
clockwise and anticlockwise direction. This helical motion is illustrated
schematically for a positively charged particle in the diagrams (a) and (b) in
figure 2.11. For particles in thermal equilibrium with a Maxwellian velocity
distribution with temperature T as explained in 2.3.1 one usually defines
the average cyclotron radius < Rcycl >. This requires calculation of the
average velocity in the xy plane < vcycl > by performing the integration

( m

2πkT

)3/2
∫ +∞

−∞
dvz exp

(
−mv

2
z

2kT

)∫ 2π

0

dθ

∫ +∞

0

dvrv
2
r exp

(
−mv

2
r

2kT

)
Using the integral identities 5 and 7 this gives

< vcycl >=

√
πkT

2m
(2.34)

and thus

< Rcycl >=

√
πkTm

2

1

qB
(2.35)

Let us now make the situation a bit more complex by introducing ad-
ditionally an electric field which is also constant both in time and space.
Equation (2.20) then becomes

m
d~v(t)

dt
= q

[
~v(t)× ~B + ~E

]
(2.36)

By substituting ~v(t) by ~v′(t) + ~vgc with ~vgc a constant drift velocity given
by

~vgc =
~E × ~B

B2
(2.37)

and again elaborating the vector product gives then for the components
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Figure 2.11: Different types of charged particle motion in an electromagnetic
field illustrated for a positively charged particle

dv′x(t)

dt
=

qB

m
v′y (2.38)

dv′y(t)

dt
= −qB

m
v′x (2.39)

dv′z(t)

dt
=

qE||

m
(2.40)

The equations for the motion in the plane perpendicular to the magnetic
field are then the same as in the previous case without the electric field.
This means that the motion perpendicular to the magnetic field is now a
superposition of the cyclotron motion as before with an additional constant
drift of the guiding centre of the cyclotron motion with velocity ~vgc per-

pendicular to both ~E and ~B. As illustrated in diagram (d) in figure 2.11
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this can be understood by noticing that the cyclotron motion will not con-
sist of perfect circles due to the electric field perpendicular to the magnetic
field. One half of the cyclotron motion the particle is accelerated by the
electric field, one half it is decelerated. It is this asymmetry that leads to
the perpendicular drift. As for particles with opposite electric charge both
the direction of the cyclotron motion and the electric force is inverted, the
direction of the ~E× ~B drift remains unchanged. The motion parallel to the
magnetic field is as before not influenced by the magnetic field. The parallel
velocity is increasing uniformly with acceleration qE||/m.

Let us now make the situation even more complex by allowing electric
and magnetic fields to change in space but slowly in comparison with Rcycl.
This condition is valid for the magnetized plasma in the edge of VISIONI.
We will show that also in this case the motion can in good approximation
be considered as a superposition of the fast cyclotron motion and a slow
drift of the guiding centre of the cyclotron motion. With this idea in mind
the following notations are introduced

~r(t) = ~rgc(t) + ~rcycl(t) (2.41)

~v(t) = ~vgc(t) + ~vcycl(t) (2.42)

Here ~rgc(t) and ~vgc(t) describe the slow drift of the guiding centre, while
~rcycl(t) and ~vcycl(t) describe the fast cyclotron motion around the guiding
centre. Considering the slow change of the electric and magnetic fields in
comparison with Rcycl, the fields can be approximated by truncating their
Taylor expansions around the guiding centre position after the first order
term according to

~B(~r(t)) = ~B(~rgc(t)) + (~rcycl(t) · ~∇) ~B(~rgc(t)) (2.43)

~E(~r(t)) = ~E(~rgc(t)) + (~rcycl(t) · ~∇) ~E(~rgc(t)) (2.44)

Substitution of (2.41-2.44) into the equation of motion (2.20), taking into
account that by definition ~vcycl(t) should obey

m
d~vcycl(t)

dt
= q~vcycl(t)× ~B(~rcycl(t)) (2.45)

and averaging the equation of motion over one cyclotron period such that
all terms linear in the cyclotron motion disappear gives

m
d~vgc
dt

= q
[
~vgc × ~B+ < ~vcycl × (~rcycl · ~∇) ~B >cycl + ~E

]
(2.46)

where the time and space dependencies were no longer written down explic-
itly. The averaging in the second term on the right hand side can be done
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by using for rcycl and vcycl the equations (2.26-2.31) with x0 = y0 = z0 = 0

and by noticing that according to Maxwell’s equations ~∇ · ~B = 0 and that
Bz ≈ B. One then gets

< ~vcycl × (~rcycl · ~∇) ~B >cycl= −
mv2

cycl

2qB
~∇B (2.47)

Next we want to separate the motion parallel and perpendicular to the
magnetic field. Splitting into components of ~vgc gives

~vgc = ~vgc,⊥ + vgc,||
~B

B
(2.48)

In lowest order one has

d

dt

(
~B

B

)
= vgc,||

~B · ~∇
B

(
~B

B

)
(2.49)

The time derivative of ~vgc is then given by

d~vgc
dt

=
d~vgc,⊥
dt

+
dvgc,||

dt

~B

B
+ v2

gc,||

~B · ~∇
B

(
~B

B

)
(2.50)

With these decompositions equation (2.46) can now be split into a parallel
and perpendicular component according to

m
dvgc,||

dt
= qE|| −

mv2
cycl

2B

[
~∇B
]
||

(2.51)

m
d~vgc,⊥
dt

= q ~E⊥ −
mv2

cycl

2B

[
~∇B
]
⊥

(2.52)

−
mv2

gc,||

B
~B · ~∇

(
~B

B

)
+ q~vgc,⊥ × ~B

Let us start with the perpendicular motion described by (2.52). The
perpendicular drift velocity ~vgc,⊥ is assumed to have a very slow time de-
pendence. Therefore, the left hand side of the perpendicular equation of
motion becomes zero and ~vgc,⊥ can simply be eliminated. By taking the

cross product with ~B one gets

~vgc,⊥ =
~E × ~B

B2
+
mv2

cycl

2qB3
~B × ~∇B +

mv2
gc,||

qB3
~B × ~B · ~∇

(
~B

B

)
(2.53)

The first contribution to the drift velocity is the ~E × ~B-drift
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~v~E× ~B =
~E × ~B

B2
(2.54)

due to the perpendicular electric field. This drift was discussed already
above. The second term is the ~∇B-drift

~v~∇B =
mv2

cycl

2qB3
~B × ~∇B (2.55)

due to the perpendicular magnetic field gradient. As shown in diagram (e)
in figure 2.11 this gradient leads to an asymmetry in the cyclotron orbits
which causes the perpendicular drift. This drift is in opposite directions
for particles with opposite electric charge. The third term is the centrifugal
drift

~vcf =
mv2

gc,||

qB3
~B × ~B · ~∇

(
~B

B

)
(2.56)

due to the curvature of the magnetic field lines. This can be seen as follows.
Imagine a curved magnetic field line. Take a cylindrical coordinate system
with the radial coordinate equal to the local radius of curvature Rcurv of the
field line. The coordinate along the magnetic field line is then the azimuthal
coordinate. Therefore, one has

~B · ~∇
B

(
~B

B

)
= ~eθ · ~∇~eθ = − ~er

Rcurv
(2.57)

which allows to rewrite the third term in the perpendicular equation of
motion as

~Fcf =
mv2

gc,||

Rcurv
~er (2.58)

This is the typical expression for the centrifugal force. It is a pseudo-force
taking into account the fact that in case the magnetic field line is curved the
perpendicular equation of motion is seen from a reference frame that moves
along a curved path and thus undergoes an acceleration perpendicular to
the magnetic field. As illustrated in diagram (f) in figure 2.11 the centrifu-
gal force leads to a drift which is in opposite directions for particles with
opposite electric charge. Finally, it will be shown that for a vacuum or force-
free magnetic field for which Maxwell’s equations dictate that ~∇ × ~B = 0
the centrifugal drift is in the same direction as the ~∇B-drift. Using vector
calculus one can show that

~B · ~∇

(
~B

B

)
=

~B · ~∇
B

~B −
~B

B2
~B · ~∇B (2.59)
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and thus that

~B × ~B · ~∇

(
~B

B

)
= ~B ×

~B · ~∇
B

~B (2.60)

For the special case ~∇× ~B = 0 one has

~B × (~∇× ~B) =
1

2
~∇( ~B · ~B)− ~B · ~∇ ~B = 0 (2.61)

from which we find that

~B · ~∇
B

~B =
1

2B
~∇( ~B · ~B) = ~∇B (2.62)

Combining (2.60) and (2.62) one eventually finds that the centrifugal drift

is indeed in the same direction as the ~∇B-drift according to

~vcf =
mv2

gc,||

qB3
~B × ~∇B (2.63)

Now we will discuss the parallel motion described by (2.51). The first
term describes the force due to the parallel electric field. As was discussed
already in the beginning of this subsection it simply leads to a constant
acceleration of the particle along the magnetic field lines. The second term
describes a force related to the parallel gradient of the magnetic field. This
force is called the magnetic mirroring force. To explain why it is called
like that we start by multiplying the parallel equation of motion with vgc,||
giving

d

dt

(
1

2
mv2

gc,|| + qV

)
= −

mv2
cycl

2B

dB

dt
(2.64)

It was taken into account in this step that an electrostatic field ~E can be
derived from an electrostatic potential V as ~E = −~∇V . Dotting the total
equation of motion (2.20) with ~v shows as usual that the total energy

E =
1

2
m~v2 + qV (2.65)

is a constant of motion. By splitting ~v into its components and averaging
over one cyclotron period this can be rewritten as

E =
1

2
mv2

gc,⊥ +
1

2
mv2

gc,|| +
1

2
mv2

cycl + qV (2.66)

As was discussed during treatment of the perpendicular motion vgc,⊥ is a
very slowly varying drift such that the sum of the last three term of the
energy should also be equal to a constant that we will call E′.
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E′ =
1

2
mv2

gc,|| +
1

2
mv2

cycl + qV (2.67)

Using this in (2.64) shows that the magnetic moment µm defined as

µm =
mv2

cycl

2B
(2.68)

is also a constant of motion. Let us look at the case without electric field to
explain the magnetic mirroring. The constancy of E′ and µm implies that
a particle moving from a region with magnetic field Bi towards a region
with a higher magnetic field Bf will have increasing vcycl and decreasing
vgc,||. The initial velocities will be denoted as vgc,||,i and vcycl,i. One can
now easily calculate that if

Bf
Bi

> 1 +
v2
gc,||,i

v2
cycl,i

(2.69)

vgc,|| will become zero and the particle will be reflected back. This is called
magnetic mirroring and is shown schematically in diagram (c) in figure
2.11. Whether mirroring occurs depends on the ratio of the magnetic field
strengths in the two regions and on the ratio of the initial parallel guiding
centre velocity and the cyclotron velocity. For a mirror with a certain ratio
of magnetic field strengths particles can escape through the mirror if their
parallel velocity is high enough in comparison with the cyclotron velocity.
This portion of velocity space is called the loss cone and does not depend
on mass or charge of the particles. Particles which are originally not in this
loss cone can still be scattered into it by collisions.

To summarize the motion of an electrically charged particle in a time
independent electromagnetic field that is slowly varying in comparison with
the cyclotron radius is composed of

• fast cyclotron motion in the plane perpendicular to the magnetic field

• acceleration along the magnetic field lines due to the parallel electric
field

• mirroring along the magnetic field lines due to the parallel magnetic
field gradient

• drifts perpendicular to the magnetic field due to the perpendicular
electric field, the perpendicular magnetic field gradient and the cur-
vature of the magnetic field lines
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2.3.4 Particle collisions

Collisions between particles are very important in a plasma. They strongly
influence both the energy and the particle balance. Different reactions can
take place such as elastic momentum transfer, charge exchange, proton
transfer, electronic excitation, vibrational excitation, rotational excitation,
ionization and dissociation. This subsection forms the theoretical back-
ground for the collision module in the VMCPT code developed to simulate
the plasma in VISIONI as described in 4.2.6. More details on collisions can
be found for instance in [31], [32] and [33]. Firstly, 2.3.4.1 introduces the
laboratory and the centre of mass reference frames as they are used in the
subsequent theory to simplify the calculations. Then in 2.3.4.2 it is shown
that, as the particle collisions can be treated as a two-body central force
problem, they can be translated into an equivalent one-body problem. A
classical equation is then derived for this one-body problem to calculate
the trajectories of the colliding particles from the interaction potential. In
2.3.4.3 it is shown that the post-collision velocities can be calculated from
the pre-collision velocities, based on energy and momentum conservation
only. However, this requires the knowledge of the scattering angles. There-
fore, it is demonstrated in 2.3.4.4 that the centre of mass scattering angles
can be calculated from the classical trajectory equation derived in 2.3.4.2 for
the special cases of Coulomb scattering and hard sphere scattering. Further,
it is discussed in 2.3.4.5 that the collision probability and the probability
for scattering in a certain direction are usually treated by introducing the
concepts of cross section and differential cross section. Finally, in 2.3.4.6 it
is shown that the average effect of Coulomb collisions in a plasma can be
treated in good approximation as a diffusive process.

2.3.4.1 Laboratory and centre of mass reference frame

Consider the collision of two particles in an arbitrary reference frame. The
positions and velocities in this frame are denoted by ~r1, ~r2, ~v1 and ~v2. The
particle masses are denoted by m1 and m2. Sometimes it is more convenient
to perform calculations in another special reference frame and then after the
calculation transform the results back to the original reference frame. Two
such frames that are used throughout this subsection are the laboratory
frame and the centre of mass frame.

In the laboratory frame one of the two particles is at rest before the
collision takes place. This particle is called the target. The other particle is
called the projectile. The positions and velocities in this frame are denoted
by ~rp, ~rt, ~vp and ~vt. The particle masses are denoted by mp and mt. It
does not matter which of the two particles is taken to be the target.

In the centre of mass frame the origin is pinned on the centre of mass of
the two particles. Introducing the total mass mtot = m1 +m2, the position
~rcm and velocity ~vcm of the centre of mass in the original frame are given
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by

~rcm =
m1~r1 +m2~r2

mtot
(2.70)

~vcm =
m1~v1 +m2~v2

mtot
(2.71)

The centre of mass velocity ~vcm is constant in the absence of external forces
as will be shown in 2.3.4.2. Introducing the relative position ~r, the relative
velocity ~v and the reduced mass mr defined by

~r = ~r1 − ~r2 (2.72)

~v = ~v1 − ~v2 (2.73)

mr =
m1m2

mtot
(2.74)

the relations (2.70-2.71) can be inverted to give

~r1 = ~rcm +
mr

m1
~r (2.75)

~v1 = ~vcm +
mr

m1
~v (2.76)

~r2 = ~rcm −
mr

m2
~r (2.77)

~v2 = ~vcm −
mr

m2
~v (2.78)

From the definition of the centre of mass frame it is then clear that the
positions ~r1,cm and ~r2,cm and the velocities ~v1,cm and ~v2,cm in this frame
are given by

~r1,cm =
mr

m1
~r (2.79)

~v1,cm =
mr

m1
~v (2.80)

~r2,cm = −mr

m2
~r (2.81)

~v2,cm = −mr

m2
~v (2.82)

These relations show that the particle velocities in the centre of mass system
are oriented in opposite directions along ~v. The positions and velocities in
the original frame can easily be written in terms of the centre of mass
positions and velocities as
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Figure 2.12: Relation between the laboratory and centre of mass scattering
angles

~r1 = ~rcm + ~r1,cm (2.83)

~v1 = ~vcm + ~v1,cm (2.84)

~r2 = ~rcm + ~r2,cm (2.85)

~v2 = ~vcm + ~v2,cm (2.86)

These results imply that also scattering angles are different in different
reference frames. The relations between the polar centre of mass scatter-
ing angle θcm and the polar laboratory scattering angles θp and θt for the
projectile and the target can be derived from figure 2.12. The subscripts i
and f respectively denote the initial and final velocities before and after the
collision. Using (2.71) and the definition of the laboratory frame one can
see that the constant centre of mass velocity ~vcm is given in the laboratory
frame by

~vcm =
mr

mt
~vp,i (2.87)

The relative pre-collision velocity is in the laboratory frame of course

~vi = ~vp,i (2.88)

The relative post-collision velocity ~vf is rotated with respect to ~vi over the
angle θcm and in case of an inelastic collision also rescaled according to

vf =

√
v2
i −

2∆Einel
mr
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as will be shown in 2.3.4.3. From the equations (2.80) and (2.82) we have

~vp,f,cm =
mr

mp
~vf (2.89)

~vt,f,cm = −mr

mt
~vf (2.90)

and from equations (2.84) and (2.86) together with the relations (2.87-2.90)
we find

~vp,f = ~vcm + ~vp,f,cm =
mr

mt
~vp,i +

mr

mp
~vf (2.91)

~vt,f = ~vcm + ~vt,f,cm =
mr

mt
~vp,i −

mr

mt
~vf (2.92)

By dividing the vertical by the horizontal projections of these two equations
the following relations between θp, θt and θcm are found

tan θp =
sin θcm

cos θcm +
mpvi
mtvf

(2.93)

tan θt =
sin θcm

vi
vf
− cos θcm

(2.94)

For the special case of an elastic collision (2.94) reduces to

θt =
π − θcm

2
(2.95)

If additionally the masses of projectile and target are equal then (2.93)
reduces to

θp =
θcm
2

=
π

2
− θt (2.96)

2.3.4.2 Equivalent one-body problem

A collision between two particles is an event in which two particles interact
with each other by means of a mutual force. It is assumed here that this
force is derivable from a central potential and that the external forces can be
neglected with respect to this force during the collision. This assumption is
widely valid. The motion of the two particles is then governed by Newton’s
equations

m1
d2~r1

dt2
= −~∇U21(|~r1 − ~r2|) (2.97)

m2
d2~r2

dt2
= −~∇U12(|~r1 − ~r2|) (2.98)
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Uij is the potential due to particle i felt by particle j. The exact implemen-
tation of this potential depends on the type of interaction. Newton’s third
law further dictates that

~∇U21(|~r1 − ~r2|) = −~∇U12(|~r1 − ~r2|) (2.99)

The equations (2.97-2.98) can easily be written in terms of the centre
of mass position ~rcm and the relative position ~r by making the appropriate
linear combinations

mtot
d2 ~rcm
dt2

= 0 (2.100)

mr
d2~r

dt2
= −~∇U(r) (2.101)

This new set of equations decouples the motion in two independent parts.
The first equation shows that the centre of mass moves with a constant
velocity due to the absence of external forces. The second equation shows
that the evolution of the relative position ~r is equivalent to the trajectory a
fictitious particle with mass mr under influence of the force ~F = −~∇U(r) =

−~∇U21(r). Only this equivalent one-body problem has to be solved. The
particle positions and velocities can then easily be calculated from (2.75-
2.78).

The equivalent one-body problem (2.101) is only a two-dimensional prob-
lem. This can be seen by vector multiplication by ~r

~r ×mr
d2~r

dt2
=

d

dt
(mr~r × ~v) = 0 (2.102)

This shows that the motion of the fictitious particle is confined to a plane
and that the angular momentum

~L = mr~r × ~v (2.103)

is a constant of motion. Scalar multiplication by ~v

~v ·mr
d2~r

dt2
=

d

dt

(
mr

2

(
d~r

dt

)2
)

= −~v · ~∇U(r) =
d

dt
(−U(r)) (2.104)

shows that the energy

E =
mr

2

(
d~r

dt

)2

+ U(r) (2.105)

is a second constant of motion. Using the two constants of motion L and E
expressed in polar coordinates (r, θ) in the plane of motion
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L = mrr
2 dθ

dt
(2.106)

E =
mr

2

[(
dr

dt

)2

+ r2

(
dθ

dt

)2
]

+ U(r) (2.107)

=
mr

2

[(
dr

dt

)2

+
L2

m2
rr

2

]
+ U(r)

the trajectory of the fictitious particle can by calculate as

θ =

∫
Ldr

r2
√

2mr [E − U(r)]− L2/r2
(2.108)

The reference angle θ = 0 for t = 0 has been chosen such that the integration
constant disappears. When the interaction potential is known, this equation
can be used to calculate the scattering angles and differential cross sections
as shown in 2.3.4.4 and 2.3.4.5.

2.3.4.3 Energy and momentum conservation

It is now assumed that a collision has taken place and that the scattering
angles in the centre of mass frame are known. The actual calculation of the
scattering angles will be discussed in 2.3.4.4. Typically one wants to calcu-
late the post-collision velocities ~v1,f and ~v2,f from the known pre-collision
velocities ~v1,i and ~v2,i. These velocities are defined long after and long be-
fore the collision such that the interaction force can be neglected. Hence,
the relation between them can be derived simply from momentum and en-
ergy conservation without detailed knowledge of the interaction mechanism.
One only has to know the inelastic energy loss due to the interaction.

To derive a relation between the pre-collision and post-collision velocities
one can start by expressing the velocities in terms of the centre of mass
velocity and the relative velocity using the equations (2.76) and (2.78)

~v1,i = ~vcm,i +
mr,i

m1,i
~vi (2.109)

~v2,i = ~vcm,i −
mr,i

m2,i
~vi (2.110)

~v1,f = ~vcm,f +
mr,f

m1,f
~vf (2.111)

~v2,f = ~vcm,f −
mr,f

m2,f
~vf (2.112)

A distinction is made between the masses before and after the collision
in order to allow also reactions in which mass is transferred between the
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colliding particles. Momentum conservation expressed in terms of the centre
of mass velocity ~vcm reduces to

mtot~vcm,i = mtot~vcm,f = mtot~vcm (2.113)

This shows that ~vcm remains unchanged by a collision as was already dis-
cussed in 2.3.4.2 and allows us to write the post-collision velocities in terms
of the pre-collision velocities

~v1,f = ~v1,i +
mr,f

m1,f
~vf −

mr,i

m1,i
~vi (2.114)

~v2,f = ~v2,i −
mr,f

m2,f
~vf +

mr,i

m2,i
~vi (2.115)

From this it is clear that the post-collision velocities of the two particles can
be calculated from the pre-collision velocities once the relative post-collision
velocity ~vf is known. To calculate ~vf from the pre-collision velocities energy
conservation is expressed in terms of the centre of mass velocity ~vcm and
the relative velocity ~v

1

2
mtotv

2
cm +

1

2
mr,iv

2
i =

1

2
mtotv

2
cm +

1

2
mr,fv

2
f + ∆Einel (2.116)

∆Einel represents the possible inelastic energy loss. For an elastic collision
∆Einel = 0. For an excitation ∆Einel is simply the excitation energy. For
an ionization there is an additional contribution due to the kinetic energy
transferred to the secondary electron. In case of an exothermic reaction
∆Einel is taken to be negative. This shows that during an elastic collision
the relative velocity ~v is only rotated. In case of an inelastic collision ~v is
also rescaled according to

vf =

√
mr,i

mr,f
v2
i −

2∆Einel
mr,f

(2.117)

This rescaling law shows that the pre-collision centre of mass energy Ei,cm =
1
2mr,ivi needs to be bigger than ∆Einel for an inelastic collision to be al-
lowed. So ~vf can be calculated from ~vi by first rescaling it to a parallel
vector

~vi,r =
vf
vi
~vi (2.118)

according to (2.117) and then rotating this rescaled vector. To perform the
rotation the original xyz-system is first transformed to a coordinate system
with the z-axis along ~vi and ~vi,r. In figure 2.13 it is shown that this can
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Figure 2.13: Rotation of the reference frame to align the z-axis with ~vi

x"

y"

z"

vf 

fcm

qcm

 vi,r

Figure 2.14: Rotation of the relative velocity during a collision

be done by first rotating the xyz-system over an angle β around the z-axis
to get the x′y′z′-system. Then the x′y′z′-system is rotated over an angle
α around the y′-axis to get the desired coordinate system x”y”z”. The
angles α and β can be calculated from the components of ~vi or ~vi,r in the
original xyz-system. The components of ~vi,r are used because later in the
calculation of the post-collision velocities some factors will then cancel out.

cosβ =
vi,r,x
vi,r,⊥

(2.119)

sinβ =
vi,r,y
vi,r,⊥

(2.120)

cosα =
vi,r,z
vi,r

(2.121)

sinα =
vi,r,⊥
vi,r,

(2.122)

with vi,r,⊥ the component of the rescaled relative velocity in the xy plane.
In this rotated x”y”z” system the relative post-collision velocity is simply
given by
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~vf” =

 vi,r sin θcm cosφcm
vi,r sin θcm sinφcm

vi,r cos θcm

 (2.123)

θcm and φcm are respectively the polar and azimuthal angles over which the
relative velocity vector rotates during the collision. This is shown in figure
2.14. These angles correspond with the scattering angles in the centre of
mass frame because in this frame the particle velocities and the relative
velocity have the same direction as was shown in 2.3.4.1. θcm and φcm
are the only unknown parameters in this problem. In 2.3.4.4 it is shown
that these angles can be calculated if the interaction potential is known.
Once θcm and φcm are known, the post-collision velocities can be calculated.
Applying the transformations deduced in appendix A, the relative post-
collision velocity can be transformed back into the xyz frame.

~vf = R̂β,zR̂α,y~vf” (2.124)

=

 cosβ cosα − sinβ cosβ sinα
sinβ cosα cosβ sinβ sinα
− sinα 0 cosα

~vf”

Combining everything gives then eventually

~v1,f = ~v1,i +
mr,f

m1,f
∆~v − mr,i

m1,i
~vi (2.125)

~v2,f = ~v2,i −
mr,f

m2,f
∆~v +

mr,i

m2,i
~vi (2.126)

where

∆~v =


sin θcm
vi,r,⊥

(vi,r,xvi,r,z cosφcm − vi,rvi,r,y sinφcm) + vi,r,x cos θcm
sin θcm
vi,r,⊥

(vi,r,yvi,r,z cosφcm + vi,rvi,r,x sinφcm) + vi,r,y cos θcm
−vi,r,⊥ sin θcm cosφcm + vi,r,z cos θcm


With these equations one can now calculate the post-collision velocities ~v1,f

and ~v2,f from the pre-collision velocities ~v1,i and ~v2,i, the scattering angles
θcm and φcm in the centre of mass frame and the inelastic energy loss ∆Einel.

It is also interesting to have a look at the energy transferred during an
elastic collision. This can be calculated easily in the laboratory frame. In
this frame energy and momentum conservation can be expressed as

1

2
mpv

2
p,i =

1

2
mpv

2
p,f +

1

2
mtv

2
t,f (2.127)

mpvp,i = mpvp,f cos θp +mtvt,f cos θt (2.128)

0 = mpvp,f sin θp −mtvt,f sin θt (2.129)
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Eliminating θp and vp,f from these equations it is found that the amount
of energy transferred from the projectile to the target which was initially at
rest is given by

Et,f =
4mpmt

(mp +mt)2
cos2 θtEp,i (2.130)

Using (2.95) this can also be written as function of the centre of mass
scattering angle θcm

Et,f =
2mpmt

(mp +mt)2
(1− cos θcm)Ep,i (2.131)

By taking the derivatives with respect to mp and mt and requiring both
to be zero one finds that the energy transfer is maximal for mp = mt.
By taking the limit for one of the two masses much bigger than the other
mass one can see that for large mass differences the energy transfer is very
inefficient.

2.3.4.4 Scattering angles

Calculating the scattering angles for a collision in general requires rigorous
quantum mechanical treatment. For elastic Coulomb collisions and elastic
hard sphere collisions it is, however, possible to calculate the scattering
angles with classical mechanics.

Assume a central force elastic scattering collision. We recall the equiv-
alent one-body problem derived in 2.3.4.2. It is depicted schematically in
figure 2.15. The fictitious particle is initially infinitely far away from the
scattering centre at the origin. The polar coordinates are then r = ∞ and
θ = θi. The fictitious particle moves along a straight line with velocity ~vi.
The perpendicular distance between this line and the scattering centre is
called the impact parameter b. After a while the trajectory will of course
start to deviate from this straight line due to the influence of the force
exerted by the scattering centre. The fictitious particle will reach a point
of minimal separation rmin from the scattering centre for polar angle θmin
and then travel again away from the scattering centre. After a while the
fictitious particle can again be considered as infinitely far away from the
scattering centre. It then has polar coordinates r = ∞ and θ = θf and
moves along a straight line with velocity ~vf . It can be seen that the point
of minimal separation also lies on the symmetry line of the trajectory. The
angle between ~vi and ~vf , the relative velocities before and after the collision,
is the polar scattering angle θcm in the centre of mass frame. The azimuthal
scattering angle φcm is equal to the azimuthal angle before the collision be-
cause the trajectory is confined to a plane as was shown in 2.3.4.2. It is
easy to see that the polar scattering angle θcm is given by

θcm = π − |θf − θi| = π − 2|θmin − θi| = π − 2|θf − θmin| (2.132)
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Figure 2.15: The equivalent one-body problem for a collision between two
particles

Hence, θcm can easily be calculated if the angles θi, θmin and θf are known.
We will now calculate these angles for two important elastic scattering cases.

Coulomb scattering

The first case is Coulomb scattering. This is the scattering of two
charged particles under influence of the electric Coulomb force. To de-
termine θi, θmin and θf we recall the classical trajectory equation derived
in 2.3.4.2

θ =

∫
Ldr

r2
√

2mr [E − U(r)]− L2/r2
(2.133)

The potential is in this case given by the Coulomb potential

U(r) = α/r (2.134)

with

α =
Z1Z2e

2

4πε0
(2.135)

Using the integral identity (4) the trajectory equation can be solved to give
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r =
L2

mrα

cos θ
√

2L2E
mrα2 + 1− 1

(2.136)

This is the focal equation of a conic section. Because α > 0 and E > 0 the
equation represents a hyperbola. The angles θi and θf are the angles for
which r becomes infinite

θi,f = ± arccos

 1√
1 + 2L2E

mrα2

 (2.137)

The angle θmin is the angle for which r becomes minimal

θmin = 0 (2.138)

The polar centre of mass scattering angle θcm can now be calculated as
function of energy E and angular momentum L. It is, however, more useful
to calculate the scattering angle as function of the impact parameter b and
the magnitude of the relative velocity v. This can be done by expressing E
and L as function of b and v

E =
1

2
mrv

2 (2.139)

L = mrvb (2.140)

with (2.132) it is then eventually found that

θcm = π − 2 arccos

 1√
1 +

m2
rv

4b2

α2

 (2.141)

or inverting it to find b as function of θcm

b =
α

mrv2 tan θcm
2

(2.142)

Hard sphere collision

Another important type of elastic collision is the hard sphere collision.
This is the idealized case of two impenetrable spherical particles with radii
R1 and R2. The polar centre of mass scattering angle θcm can in this case
be calculated easily from geometrical arguments. Let us look back to figure
2.15. For a hard sphere collision the fictitious particle follows the green
dashed line until the polar coordinates become equal to r = rmin = R1 +R2

and θ = θmin. This is only possible if b < R1 +R2. Otherwise there can be
no collision. The fictitious particle then bounces off and abruptly changes
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its velocity direction, starts following the red dashed line. It is then easy to
see that

θcm = π − 2|θmin − θi| = π − 2 arcsin
b

R1 +R2
(2.143)

or if we invert this relation

b = (R1 +R2) cos
θcm
2

(2.144)

2.3.4.5 Cross section and differential cross section

Cross section

Let us now discuss the collision probability. The equations derived here
will be used in the Monte Carlo collision scheme of the VMCPT plasma
simulation code for VISIONI as discussed in 4.2.6. Assume a parallel mono-
energetic beam with a flux Φp of projectiles with a velocity vp propagating
through a medium with a density nt of targets at rest. The infinitesimal
flux change dΦp due to projectiles removed from the beam by collisions
with targets during travelling an infinitesimal distance dx is negative and
proportional to the product Φpntdx of flux and target surface density. Let
us call the proportionality constant σc. The infinitesimal flux change is then
given by

dΦp = −Φpntσcdx (2.145)

Consistency of dimensions requires σc to have area as dimensions. It can be
regarded as the effective capturing area of a target and is, therefore, called
the collision cross section. Cross sections can be defined for each type of
reaction and are additive. One can for instance define an ionization cross
section, an electronic excitation cross section, an elastic scattering cross
section or a total cross section which is the sum of the cross sections for
all possible reactions. These cross sections can be calculated from quantum
mechanics and typically depend on the collision energy. Integrating (2.145)
over the trajectory from 0 to x gives

Φp(x) = Φp(0)e−ntσcx (2.146)

if it is assumed that σc and nt remain constant over this trajectory. These
assumptions are valid for the VMCPT code. The target density is uniformly
distributed over space. Also the particle velocity and thus also σc remain
constant during one time step as the electric field is neglected in VMCPT
and the length of the time step is chosen such that the probability for
more than one collision for one particle during one time step is negligible.
From this equation the mean free path λ can be calculated. This is the
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average distance a projectile travels through the medium before undergoing
a collision.

λ =
1

Φp(0)

∫ +∞

0

xdΦp(x) =
1

ntσc
(2.147)

One can of course also express the flux attenuation as function of time

Φp(t) = Φp(0)e−ntσcvpt (2.148)

The mean collision time τc can be calculated similarly as the mean free path
or even more simple as

τ =
λ

vp
=

1

ntσcvp
(2.149)

The average collision frequency νc is given by the inverse of τc

νc =
1

τc
= ntσcvp (2.150)

The reaction rate coefficient R is defined as

R = σcvp (2.151)

Reaction rate coefficients are often averaged over a Maxwellian energy dis-
tribution function. For a Maxwellian plasma the collision frequency can
then easily be calculated by multiplying the density of the target particles
with the Maxwellian reaction rate coefficient.

Differential cross section

Sometimes one is not only interested in whether a collision occurs or not,
but also in which direction the projectile is scattered. In case of scattering
by a central force it was shown in 2.3.4.2 that the trajectory is confined to
a plane. Therefore, the azimuthal centre of mass scattering angle φcm is
equal to the azimuthal impact angle φimpact. In 2.3.4.4 the polar centre of
mass scattering angle θcm turned out to be a function of the impact pa-
rameter b. The situation is sketched schematically in figure 2.16. Typically,
however, the azimuthal impact angle and the impact parameter are not
known. The projectile is assumed to be travelling through a medium with
targets distributed uniformly with a density nt. The impact parameters b
and φimpact = φcm are then distributed according to the PDFs in appendix
E.4 for a uniform distribution over a circle

Pφcm(φcm)dφcm =
1

2π
dφcm (2.152)

Pb(b)db =
2

b2max
bdb (2.153)
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Figure 2.16: Relation between impact parameter b and centre of mass scat-
tering angle θcm

bmax is the maximum impact parameter for which a collision can still occur.
If b is a single valued function b(θcm) of the polar centre of mass scattering
angle θcm, then it is easy to find the probability distribution for θcm by stat-
ing that all projectiles entering through the annulus with impact parameter
between b(θcm) and b(θcm) + db should leave through the solid angle with
polar scattering angle between θcm and θcm + dθcm as shown in figure 2.16.

Pb(b)db =
2

b2max
bdb = Pθcm(θcm)dθcm (2.154)

This leads to

Pθcm(θcm)dθcm =
2

b2max
b

∣∣∣∣ db

dθcm

∣∣∣∣ dθcm (2.155)

This allows us now to introduce the so called differential cross section
σc(θcm, φcm) as

σc(θcm, φcm)

πb2max
sin θcmdθcmdφcm = Pθcm(θcm)Pφcm(φcm)dθcmdφcm (2.156)

In case of a central force the differential cross section does not depend on
φcm and, therefore, we write σc(θcm). Together with (2.152) and (2.155)
this gives
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σc(θcm) =
b

sin θcm

∣∣∣∣ db

dθcm

∣∣∣∣ (2.157)

The total cross section σc can be calculated from the differential cross section
as

σc =

∫ 2π

0

∫ π

0

σc(θcm, φcm) sin θcmdθcmdφcm (2.158)

Using (2.142) it can then be calculated that for Coulomb scattering the
differential cross section is given by

σc(θcm) =

(
e2Z1Z2

8πε0

)2
1

m2v4 sin4(θcm/2)
(2.159)

Similarly with (2.144) the differential cross section for hard sphere scattering
is

σc(θcm) =
(r1 + r2)2

4
(2.160)

This last equation shows that hard sphere scattering is uniform in the centre
of mass frame. There is namely no angular dependence in the differential
cross section. This is, however, only the case in the centre of mass frame. In
another frame one has other scattering angles as explained in 2.3.4.1 and,
therefore, also another differential cross section. Integrating the differential
cross section over all polar angles gives

σc = π(r1 + r2)2 (2.161)

which could be derived already beforehand due to the definition of hard
sphere scattering. Only particles directly hitting each other can undergo a
hard sphere collision.

2.3.4.6 Diffusive Coulomb scattering in a plasma

Coulomb scattering in a plasma is dominated by small angle scattering.
The numerous collisions with high impact parameters and small scattering
angles are much more important than the few collisions with small impact
parameters and high scattering angles. This fact can be exploited to intro-
duce a very efficient method for taking into account the average effect of
Coulomb collisions between electrons in the VMCPT code as will be dis-
cussed in 4.2.6. During a time interval ∆t small enough such that the total
rotation angle θ(∆t) of the velocity is much smaller than π

2 but large enough
such that a lot of Coulomb collisions happened the time evolution of the
rotation angle θ(t) can be described as a random walk. Therefore, θ(∆t) is
distributed according to a Gaussian with mean and variance given by
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< θ(∆t) > = 0 (2.162)

< θ(∆t)2 > = N(∆t) < θ2
C > (2.163)

HereN(∆t) is the number of collisions the charged particle undergoes during
the time step ∆t and < θ2

C > is the variance of the scattering angle due to
one Coulomb collision. N(∆t) can be calculated from the average collision
time given in (2.149)

N(∆t) = σcnv∆t (2.164)

Here σc is the Coulomb cross section, n the density of the considered charged
targets and v the average relative velocity of projectile and target. In a
plasma the Coulomb force does not penetrate infinitely far as it does in
vacuum. As discussed in the introduction of this section the electric field
due to a charged particle is attenuated due to the screening effect of the
other charged particles in the plasma over the so called Debye length λD.
This leads to a finite Coulomb cross section

σc = πλ2
D (2.165)

Next we will calculate < θ2
C >. This can be done by averaging θ over all

impact parameters up to λD. From (2.142) we have

tan
θ

2
=
b0
b

(2.166)

with

b0 =

(
q2
eZ1Z2

4πε0mrv2

)
(2.167)

the impact parameter for which the scattering angle is π
2 . For the assumed

small angle scattering the following approximation can be made

θ ≈ sin θ =
2 tan θ

2

1 + tan2 θ
2

(2.168)

The averaging then becomes

< θ2
C > =

∫ λd
0

(
2
b0
b

1+( b0b )
2

)2

2πbdb

πλ2
d

(2.169)

=

4πb20

[
ln

(
1 +

(
λD
b0

)2
)

+ 1

1+
(
λD
b0

)2 − 1

]
πλ2

d
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For a typical plasma b0 << λD and the term between squared brackets
reduces to 2 ln λD

b0
. ln Λ = ln λD

b0
is called the Coulomb logarithm and typi-

cally has a value of about 10 with little variation between different plasmas.
Eventually the variance of the scattering angle after one time step ∆t is
then given by

< θ(∆t)2 >=
nq4
eZ

2
1Z

2
2 ln Λ∆t

2πε20m
2
rv

3
(2.170)

2.3.5 Drift and diffusion

Macroscopic particle transport in a plasma is governed by diffusion due
to thermal motion and drift induced by electric fields. The transport is
strongly influenced by collisions and magnetic fields. This subsection deals
with diffusion and drift in weakly ionized plasmas both with and without
magnetic field. At the end of this subsection transport in fully ionized
plasmas is discussed very briefly because it is less important for this work.

First we will discuss transport in a weakly ionized plasma without mag-
netic field. Diffusion of particles is a stochastic process that can be treated
as a random walk of the particles in which during each time step ∆t the
particle moves one step with size ∆x in a random direction. As presented
in [34] it can be calculated using probability theory for finite ∆x and ∆t
or by deriving the diffusion equation for infinitesimal ∆x and ∆t that the
root-mean-square distance

√
< x2 > travelled by the particle after a time t

is given by

√
< x2 > =

√
2Dt (2.171)

and that the particle flux due to diffusion is given by

~Φdiff = −D~∇n (2.172)

with D the diffusion coefficient defined as

D =
∆x2

2∆t
(2.173)

and n the particle density. For weakly ionized plasmas the electrons and
ions collide predominantly with the neutrals. Imagine that the collisions
with the neutrals are characterized by a constant cross section σc, that the
neutral density is given by nn and that the particles have a Maxwellian
velocity distribution with temperature T such that their velocity can be
approximated by vp =

√
2kT/m. The diffusion can then be seen as a

random walk with as time step the collision time τc = 1/nnσcvp and as step
size the collision mean free path λc = 1/nnσc. According to (2.173) the
diffusion coefficient can then be estimated as
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D =
λ2
c

2τc
=
τckT

m
(2.174)

This shows that the diffusion is driven by temperature and hampered by
collisions and inertia. Ions are much more massive than electrons and in
weakly ionized plasma usually also have much lower temperature. There-
fore, ions typically have much lower diffusion coefficients than electrons in
weakly ionized plasmas without magnetic field.

In addition to the random motion due to diffusion there is also a directed
drift of charged particles under influence of the electric field. Without colli-
sions the particles would continuously accelerate. With collisions the parti-
cles are on average accelerated only for a period equal to the collision time
τc after which they are redirected. This leads to the following estimation
for the particle flux due to drift

~Φdrift = ±nµ~E (2.175)

with µ the mobility given by

µ =
qeτc
m

(2.176)

and the plus or minus sign for ions and electrons respectively. This shows
that drift is driven by the electric field and just like diffusion hampered by
collisions and inertia in absence of a magnetic field. Hence, electrons are
also drifting much faster than ions.

The diffusion and drift are implicitly taken into account in the plasma
fluid equations. As shown in [34] for a weakly ionized, isothermal plasma
with low mean free path due to collisions with the neutral gas the momentum
balance equation (2.19) leads directly to

~Φ = ±nµ~E −D~∇n (2.177)

with the same definitions for µ and D as above.
Up to now the diffusion and drift of electrons and ions was treated inde-

pendently from each other. In reality electrons and ions diffuse collectively
such that no charge builds up. Initially electrons are much more mobile.
However, this leads very rapidly to an electric field that adjusts the electron
and ion fluxes such that charge neutrality is assured. If equal numbers of
electrons and ions are produced then the so called ambipolar electric field
~Ea can be calculated by equating (2.177) for electrons and ions while taking
into account the neutrality condition ne = ni = n

~Ea =
Di −De

µi + µe

~∇n
n

(2.178)

Inserting this expression into (2.177) gives the ambipolar flux
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~Φa = −Da
~∇n (2.179)

with Da the ambipolar diffusion coefficient defined as

Da =
µiDe + µeDi

µi + µe
(2.180)

For the common case µi << µe and using the definitions of mobility and
diffusion coefficient one finds that

Da ≈ Di(1 +
Te
Ti

) (2.181)

So in weakly ionized plasmas for which Te >> Ti the electrons are slowed
down by the ions, but their common diffusivity is increased with respect to
the free ion diffusivity.

In the presence of a strong magnetic field it becomes more complicated.
For the transport parallel to the magnetic field nothing changes. The dif-
fusion and drift perpendicular to the magnetic field can be derived again
from the momentum balance equation as shown in [34]. One finds that the
mobility µ⊥ and diffusion coefficient D⊥ perpendicular to the magnetic field
are related to the mobility µ and diffusion coefficient D without magnetic
field according to

µ⊥ =
µ

1 + (ωcyclτc)2
(2.182)

D⊥ =
D

1 + (ωcyclτc)2
(2.183)

with ωcycl = qB/m the cyclotron frequency. For very high magnetic field
ωcyclτc >> 1 and the diffusion coefficient is given by

D⊥ =
kT

mτcω2
cycl

(2.184)

This expression could also have been derived by considering a random walk
with as step size the cyclotron radius instead of the collision mean free path
and as time step again the collision time. This is easily understood by con-
sidering that a collision randomizes the phase of the cyclotron motion. It
shows again that the diffusion is driven by temperature. In contrast to the
case without magnetic field the diffusion is now enhanced by collisions and
inertia. This can be explained by the fact that collisions allow particles to
jump between different magnetic field lines and that more massive parti-
cles have larger cyclotron radii. For strong magnetic fields it can be that
electrons are less mobile perpendicular to the magnetic field lines than ions.
The ambipolar electric field then has to slow down the ions instead of the
electrons.
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For fully ionized plasmas the situation is completely different. Coulomb
collisions between charged particles are now dominant. Collisions between
like particles give no net diffusion. For each particle moving outward, there
is another particle moving inward. Net diffusion occurs only due to colli-
sions between electron and ions. The diffusion is automatically ambipolar.
Classical theory gives also in this case a D⊥ ∝ 1/B2 dependence. As shown
in [30] the perpendicular diffusion is given by

D⊥ =
nη⊥(kTe + kTi)

B2
(2.185)

with η⊥ the resistivity perpendicular to the magnetic field due to Coulomb
collisions which is given for a hydrogen plasma by

η⊥ = 1.04 · 10−4 ZlnΛ

T [eV ]3/2
ohm m (2.186)

However, experimentally it has been observed that in fully ionized, nearly
collisionless plasmas the confinement usually has a much weaker dependence
on the magnetic field. Also the absolute magnitude of D⊥ appears to be
higher than the classical prediction. This has lead to the definition of an
upper limit, namely the Bohm diffusion coefficient

DB =
kTe

16qeB
(2.187)

The theoretical background of this anomalous diffusion is not yet fully un-
derstood.

2.3.6 Sheath formation at plasma boundaries

Laboratory plasmas are always produced in a finite plasma chamber. This
leads unavoidably to contact between the plasma and the confining walls.
At these contact zones very thin non-neutral sheath layers are formed. Qual-
itatively it is easy to understand how these sheaths originate. Electrons are
much more mobile than ions due to the lower mass and typically also higher
temperature. Hence, they escape more rapidly from the plasma chamber
and leave the walls at a negative potential with respect to the plasma. Usu-
ally the plasma is slightly more positive than the most positively biased
electrode. A very thin electropositive sheath of a few Debye lengths is then
formed at the walls due to repulsion of electrons by the negative poten-
tial. This thin layer ensures neutrality of the bulk plasma and shields it
from the strong electric field at the walls as explained in 2.3.1. Sheaths are
very important because they strongly influence plasma-surface interaction.
They are also crucial in understanding Langmuir probe measurements. In
this subsection the basics of sheath physics are summarized. More detailed
discussions can be found in [11], [35] and [36].
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Calculating sheath potential profiles is in general very complicated and
often requires numerical calculations or PIC-MCC simulations. Fortunately
the basics can be grasped from an approximate calculation for a plasma
with one type of singly ionized ions. The first assumption used in this
calculation is that the sheath is collisionless and planar. This is often a
realistic approximation because the thickness of a low voltage sheath is of
the order of the Debye length, which is typically much smaller than the
collision mean free path and the plasma chamber dimensions. Further, it
is assumed that the ions are cold in comparison with the electrons. The
last assumption is that the plasma at the sheath edge is neutral and free
of electric fields. One can then start the calculation with the following four
fundamental equations

ni(x)vi(x) = nsvis (2.188)

1

2
mivi(x)2 + qeV (x) =

1

2
miv

2
is (2.189)

ne(x) = ns exp

(
qeV (x)

kTe

)
(2.190)

d2V

dx2
(x) =

qe(ne(x)− ni(x))

ε0
(2.191)

representing respectively ion flux continuity, ion energy conservation, the
Boltzmann density distribution for the electrons which are not disturbed
too much by the presence of the sheath and the Poisson equation. The
subscript s is used to represent quantities at the sheath edge at x = 0. The
wall is located at x = ds with ds the sheath thickness. The potential at the
sheath edge was taken as the reference potential Vs = 0 and according to the
assumed neutrality at the sheath edge one has nes = nis = ns. Combining
(2.188) and (2.189) one finds for the ion density

ni(x) =
ns√

1− qeV (x)
1
2miv

2
i,s

(2.192)

Inserting electron and ion densities (2.190) and (2.192) in the Poisson equa-
tion (2.191) gives

d2V

dx2
(x) =

qens
ε0

exp
qeV (x)

kTe
− 1√

1− qeV (x)
1
2miv

2
is

 (2.193)

This equation determines the potential profile and the electron and ion
density profiles.

The velocity vis with which the ions enter the sheath cannot take any
value. Equations (2.190) and (2.192) show that both electron and ion den-
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sities decrease towards the wall due to the decreasing potential. To guar-
antee an electropositive sheath, the ion density at the sheath edge should
decrease more slowly than the electron density. By comparing the deriva-
tives of (2.190) and (2.192) at the sheath edge one can see that this leads
to a lower limit

vis ≥ vBohm (2.194)

with vBohm the ion acoustic wave velocity or Bohm velocity given by

vBohm =

√
kTe
mi

(2.195)

In case of finite ion temperature Ti it is shown in [11] that the Bohm velocity
is given by

vBohm =

√
k(Te + Ti)

mi
(2.196)

A stable sheath can only be formed if the ion velocity at the sheath edge
is above this critical value. This condition is called the Bohm criterion. In
[16] and [11] it is shown that a non-physical singularity shows up for the
neutral bulk plasma if the ion velocity increases above the Bohm velocity.
This leads to the complementary criterion

vis ≤ vBohm (2.197)

Hence, the ion velocity at the sheath edge has to be exactly equal to the
Bohm velocity for a stable sheath

vis =

√
k(Te + Ti)

mi
(2.198)

This high velocity cannot be provided by the thermal motion of the
ions. A presheath electric field is needed to accelerate the ions up to the
Bohm velocity. The presheath potential drop Vps should be kTe/2qe in the
collisionless case. According to the Boltzmann relation (2.190) this leads to
a corresponding drop of the plasma density with respect to the bulk density
with a factor exp (−qeVps/kTe) ≈ 0.6. In case of collisions Vps should be
higher in order to reach the Bohm velocity in the presence of energy loss
due to momentum transfer. Hence, the presheath potential drop and density
drop increase with decreasing ion collision mean free path. The presheath
is much thicker than the sheath. Typically the presheath thickness dps has
the same order of magnitude as the ion collision mean free path or even as
the plasma dimensions in case of a collisionless plasma. In [37] it is shown
that the potential profile of the presheath often can be fitted successfully to
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V (x) = Vs + Vps

√
|x− xs|
dps

(2.199)

Matching the sheath and the presheath regions requires the existence of
a transition region. The electric field in this transition region often has a
value of about kTe/qeLD with LD the Debye length [37].

Let us now go back to the sheath equation (2.193). This equation has
to be integrated twice to get the potential profile and consequently also the
electron and ion density profiles. The first integration can be performed
analytically by multiplication with dV/dx. One then gets

1

2

(
dV

dx

)2

=
ns
ε0

(
kTe exp

qeV

kTe
+miv

2
is

√
1− qeV

1
2
miv2

is

− kTe −miv
2
is

)
(2.200)

The integration constant was taken in accordance with the assumed dis-
appearing electric field at the sheath edge. The second integration of the
sheath equation can only be performed numerically. Two interesting limits
will now be discussed. The first limit is that of an unbiased floating wall for
which qe|V | << kTe. Neglecting higher order terms of qeV/kTe in (2.193)
gives and exponentially decaying potential profile with as expected from the
discussion in 2.3.1 the Debye length at the sheath edge as scaling length.
This shows that the thickness of a low voltage sheath is of the order of the
Debye length. The second limit is that of an electrode biased to a high
negative voltage qe|Vb| >> kTe. If one uses qe|V | >> kTe in (2.193) then
also the second integration can be performed analytically resulting in

V (x) = −

9

4

nsqe
ε0

√
miv2

is

2qe
x2

2/3

(2.201)

In [11] it is shown that in a plasma the bias potential between two electrodes
is almost completely taken up by the sheath at the negative electrode. At
x = ds one should, therefore, recover the bias potential V = −Vb. Using
this and the Bohm velocity for the ion velocity at the sheath edge one finds
a relation between the sheath thickness ds and the bias potential Vb

ds = LD

√
2

3

(
2qeVb
kTe

)3/4

(2.202)

in terms of the Debye length in the bulk plasma LD. So if the bias potential
at an electrode is much higher than the electron temperature, then the
sheath thickness at this electrode can be significantly larger than the Debye
length. This can also be rewritten as the famous Child-Langmuir law that
was derived first in the context of vacuum diodes to calculate the current
density in the space-charge-limited regime
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J = qensvis =
4

9
ε0

√
2qe
mi

V
3/2
b

d2
s

(2.203)

In case of a heated electron emitting electrode the sheath structure becomes
more complicated. This situation is analysed in detail in [38]. It turns out,
however, that the thickness of the sheath does not change much with respect
to (2.202).

2.3.7 Langmuir probe theory

Langmuir probes have been used in plasma diagnostics since long time.
Basically one simply has to insert a conducting object as a probe in the
plasma and look at the collected current as function of the bias potential
Vpr. It is not very difficult to fabricate such a Langmuir probe. Most
crucial is that the probe is small enough not to disturb the plasma too much
and that the probe can withstand the harsh environment. The analysis of
the measured I-V characteristics is often, however, not straightforward. In
this subsection the basics of Langmuir probe theory are introduced as a
theoretical background for the Langmuir probe analysis software developed
for VISIONI as will be discussed in 4.3. More detailed discussions can be
found in [39], [40], [16] and [41].

The simplest and most instructive example of a Langmuir probe I-V
characteristic is the ideal I-V curve of an isotropic Maxwellian plasma with
one species of singly ionized ions and with probe dimensions much bigger
than the sheath thickness. In this case the one dimensional planar approx-
imation can be used and the electron velocity distribution function is given
by a Maxwellian as discussed in 2.3.1. Inserting a probe in the plasma leads
to the formation of a sheath and a presheath as explained in the previous
subsection. The electron current collected by the probe depends on the
probe biasing potential Vpr with respect to the plasma potential Vpl. If
Vpr > Vpl then the electrons are unhampered by the probe potential. They
are collected by free diffusion towards the probe. If Vpr < Vpl then the elec-
trons experience the probe potential as a barrier. Only the electrons with

normal velocity vz > vz,min =
√

2qe(Vpl−Vpr)
me

can be collected by the probe.

Without loss of generality the normal velocity can be taken along the z-axis
because of the assumed isotropy and the planar approximation. The col-
lected electron current can then be calculated using the probe surface area
Apr, the plasma density at the sheath edge ns and the Maxwellian velocity
distribution (2.3) because it is not disturbed too much by the presence of
the sheath.

Ie = qeAprns

(
me

2πkTe

)3/2 ∫ ∞
−∞

dvx

∫ ∞
−∞

dvy

∫ ∞
vz,min

dvzvz exp

(
−mev

2

2kTe

)
(2.204)
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Figure 2.17: Ideal Langmuir probe I-V curve

Using the integral identities (5) and (6) one finds

Ie =

{
Ie,sat exp

(
− qe(Vpl−Vpr)

kTe

)
if Vpr < Vpl

Ie,sat if Vpr ≥ Vpl
(2.205)

with Ie,sat the electron saturation current given by

Ie,sat =
1

4
qeAprns

√
8kTe
πme

(2.206)

If the ion temperature is comparable to the electron temperature, one can
perform a similar calculation for the collected ion current. Typically, how-
ever, one has Ti << Te. The situation is then different. The ions can then
not be considered as freely diffusing towards the probe. Their velocity is
dominated by the directed flow due to acceleration in the presheath as ex-
plained in the previous subsection. Therefore, the ion saturation current
Ii,sat is now given by
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Ii,sat = qeAprnsvBohm = qeAprns

√
k(Te + Ti)

mi
(2.207)

This is the ion current collected by the probe if Vpr < Vpl. Due to the
high ion to electron mass ratio the ion saturation current is much lower
than the electron saturation current. For a H+ plasma the ratio would be
around 28. For Vpr > Vpl the ions are repelled from the probe and the col-
lected ion current decreases with increasing Vpr. In this region the electron
current is highly dominant and the ion current can be neglected. Putting
all this together the ideal I-V curve is characterized by three important
regions. This is shown in figure 2.17 where the ideal I-V curve is plotted
for a 1 cm radius disk probe in an isotropic Maxwellian H+ plasma with
Te = 5 eV. Note that by convention the collected electron current is taken
to be positive. For very negative probe potentials qe(Vpl − Vpr)/kTe >> 1
all ions are collected and the electron contribution is negligible. This re-
gion is called the ion saturation region. For increasing probe potential the
electron contribution increases exponentially. This region is called the elec-
tron retardation region. At the so called floating potential Vfl the electron
current has paced up with the ion current and no net current is collected
by the probe. By equating the expressions for the ion saturation current
(2.207) and the electron current (2.205-2.206) the floating potential can be
calculated to be given by

Vfl = Vpl −
kTe
2qe

ln

(
1

2π

mi

me

(
1 +

Ti
Te

))
(2.208)

Hence, the floating potential is negative with respect to the plasma potential
and the difference is proportional to the electron temperature and increases
logarithmically with the ion to electron mass ratio. For a H+ plasma one
has approximately Vfl = Vpl−3kTe. Any object in contact with the plasma
and not drawing any net current will eventually acquire the floating po-
tential due to charging by impinging electrons. Eventually when the probe
potential is increased up to the plasma potential, the electrons are then not
repelled and the collected current saturates resulting in a sharp knee in the
I-V curve. The region above the plasma potential is called the electron sat-
uration region. Figure 2.17 is plotted with the plasma potential as reference
potential. In reality the I-V curve will of course be measured with respect
to one of the electrodes. Therefore, the curve will be shifted horizontally.
The anode potential is typically a few kTe/qe negative with respect to the
plasma potential, slightly above the floating potential in order to extract as
much electrons as needed to sustain quasi-neutrality in the bulk plasma.

In case of the ideal I-V characteristic described above, it is easy to derive
the plasma parameters. The plasma potential corresponds to the position
of the knee, the electron temperature can be determined from the slope in
the electron retardation regime and the plasma density can be determined
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from the values of the ion or electron saturation current. Unfortunately, in
reality the measured I-V curve can differ strongly from this ideal I-V curve.
The most important non-ideal effects are discussed below.

• Plasma fluctuations and electronic noise lead to rounding of the
knee. The plasma potential can then no longer be determined exactly.
Emissive probes are better suited to determine the plasma potential.

• Magnetic fields influence the collection of electrons and ions if the
probe dimensions are similar to or larger than the Larmor radius
Rcycl = mv⊥/qB. Hence, this effect is stronger for higher magnetic
fields and particles with lower mass and lower energy. Direct collection
of charged particles is only possible along the field lines intersecting the
probe surface. Once these field lines are depleted, collection can only
occur by cross field diffusion. This leads to lower saturation currents,
a decreased slope in the electron retardation region and rounding of
the knee. Hence, magnetic fields can complicate the calculation of the
plasma potential, the plasma density and the electron temperature.

• Collisions with neutrals are important if the probe dimensions are
similar to or larger than the collision mean free path λ. Hence, this
effect is especially important at high neutral pressures. Collisions
hamper the free diffusion towards the probe and lead to decreased
saturation currents and to a rounding of the knee. Hence, collisions
can complicate the calculation of the plasma potential and the plasma
density.

• Non-maxwellian EEDFs are rather common for low density plas-
mas due to low collisionality. A lot of low density plasmas have for
instance a bi-Maxwellian EEDF. Besides the cold bulk electron popu-
lation with electron temperature Tec, these plasmas have a fraction feh
of the electrons belonging to a hot electron population with electron
temperature Teh. According to [42] the Bohm velocity should then be
calculated using an effective electron temperature Te,eff given by

1

Te,eff
=

1− feh
Te,c

+
feh
Te,h

(2.209)

Furthermore, the floating potential for these plasmas can be much
more negative with respect to the plasma potential than indicated by
(2.208). The floating potential can be calculated from the balance of
electron and ion current with an additional term for the hot electron
population. The parameters Tec, Teh and feh can be determined for
instance by a multiparameter fit in the electron retardation region.
Some plasmas are not even bi-Maxwellian. In principle one can then
no longer speak about electron temperature. If the probe is convex
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and the plasma isotropic, then one can derive the EEDF from the I-V
characteristic with the Druyvenstein method [16]

f(E = qe(Vpl − Vpr)) =
2

Aprq2
e

√
2me(Vpl − Vpr)

qe

∂2Ie
∂V 2

pr

(Vpr) (2.210)

• Secondary electron emission from the probe surface by electron
bombardment has to be subtracted from the collected electron cur-
rent before calculating the plasma parameters. Using the secondary
electron emission model from [43] and the data from [44], it can be
shown that secondary electron emission from molybdenum or tungsten
is important even below electron impact energies of 100 eV. Electron
emission due to ion impact is negligible because even at ion impact en-
ergies of 1 keV the electron emission probability is typically less than
10% [44],[45]. Electron emission by photon bombardment can also be
neglected because the radiation level of a typical laboratory plasma is
too low. Thermionic electron emission requires probe temperatures as
high as 2000 K to be significant. Field emission is also not significant
at the low electric fields around Langmuir probes.

• Sheath geometry and particle orbits are influenced by the bias
voltage and the shape of the probe. Therefore, the probe current in
the electron and ion saturation regime is usually not constant. These
effects are especially important for the high negative voltages in the
ion saturation regime. The first theory developed to deal with this
was the orbital motion limit (OML) theory of Mott-Smith and Lang-
muir [46]. This simple theory takes into account orbital motions of
the charged particles based on energy and angular momentum con-
servation. However, it has a very restricted applicability. The sheath
geometry is not taken into account. Therefore, the theory is only valid
if the sheath is much larger than the probe dimensions. This is usually
only true for very low density plasmas. The OML theory shows that
in this case the square of the collected current is proportional to the
bias potential. Later in the Allen-Boyd-Reynolds (ABR) theory [47]
the sheath geometry was taken into account by solving the Poisson
equation. But in this case the orbital motion of the charged particles
was not taken into account. The first probe theory taking into account
both sheath formation and orbital motion was derived by Bernstein
and Rabinowitz [48] and further refined by Laframboise [49]. The
calculations of this Bernstein-Rabinowitz-Laframboise (BRL) theory
are very complicated. Fortunately the computed curves for the com-
monly used cylindrical probe geometry have been fitted to algebraic
functions by Chen [50]. One first has to convert the probe voltage
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Table 2.6: Parameters for computing the Bernstein-Rabinowitz-Laframboise
curves [50]

a b c d f
A 1.12 0.00034 6.87 0.145 110
B 0.50 0.008 1.50 0.180 0.80
C 1.07 0.95 1.01 - -
D 0.05 1.54 0.30 1.135 0.370

Vpr and the collected ion current Iion to the dimensionless quantities
η and J according to

η = −qe(Vpr − Vpl)
kTe

(2.211)

J =
Iion

qeAprne

√
kTe

2πmi

(2.212)

The relation between the normalized voltage and ion current is then
given by

1

J4
=

1

(AηB)
4 +

1

(CηD)
4 (2.213)

The parameters A, B, C and D in this relation depend on the probe
radius normalized to the Debye length ξ = Rpr/LD according to the
relations

A = a+
1

1
bξc −

1
d ln(ξ/f)

(2.214)

B,D = a+ bξc exp
(
−dξf

)
(2.215)

C = a+ bξ−c (2.216)

with the parameters a, b, c, d and f for these relations given in table
2.6. Fitting the relation 2.213 to the experimental data in the ion
saturation region by varying ne yields the plasma density. However,
it is necessary to iterate the fitting because LD and ξ depend also on
ne.

• Plasmas with multiple ions with different masses and charges give
I-V characteristics that are very difficult to analyse.
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• The presence of the probe unavoidably perturbs the bulk plasma.
The probe surface is an additional particle sink influencing the parti-
cle balance, impurities can be introduced by sputtering of the probe
surface and there can be a shadowing effect. These effects can be min-
imized by making the probe small enough. However, for very small
probes the analysis becomes more complicated because one has to take
into account the collection geometry.

2.4 Plasma-surface interaction

In a thermonuclear fusion device the plasma unavoidably interacts with
the inner reactor materials. The magnetic field can never perfectly confine
the plasma due to cross field diffusion and turbulences. Furthermore, it is
necessary to have this interaction because of two reasons. Firstly, in the
end the fusion energy has to be extracted from the vacuum vessel in order
to produce electricity. Secondly, the helium ashes produced by the fusion
reactions have to be exhausted to avoid fuel dilution.

The plasma-facing materials are continuously bombarded by ions, atoms,
molecules, radicals and neutrons and are hereby also exposed to high heat
loads. This can lead to safety issues and reduction of the lifetime of the
materials due to a variety of detrimental effects such as crack formation,
thermal fatigue, creep, melting, sublimation, evaporation, blistering, neu-
tron induced defects, neutron activation, physical sputtering, chemical ero-
sion, layer deposition, material mixing and tritium retention. An effective
scientific programme for ITER can only be guaranteed if these effects are
well understood and kept under control. The plasma-surface interaction
will be even more important in future fusion power plants because safety
and low cost are of primordial importance.

In this section only the plasma-surface interaction phenomena relevant
for this work are treated. The first subsection deals with the emission of
electrons from metals by heating and particle bombardment. The models
presented here are important for the development of the VMCPT plasma
simulation code for VISIONI discussed in 4.2, more in particular for the
treatment of primary electron emission by the tungsten filaments and sec-
ondary electron emission by electron impact on the plasma chamber walls.
The next subsections discuss the most important processes for material mi-
gration in thermonuclear fusion devices. These subsections are important
for the update of the plasma-surface interaction database in ERO discussed
in 4.1.2 and for the interpretation of the material migration experiments in
TEXTOR and VISIONI presented respectively in chapters 5 and 7. The
first two subsections discuss physical and chemical erosion processes un-
der particle bombardment. In 2.4.4 it is shown how neutral fluxes released
from surfaces and thus also erosion yields can be determined spectroscop-
ically using so called inverse photon efficiencies. This concept is used for
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the material migration studies in TEXTOR. In 2.4.5 it is explained how
impinging energetic ions and neutrals can be reflected back into the plasma
or implanted inside the material, while in 2.4.6 it is discussed how the im-
planted particles can be retained inside the material or recycled back into
the plasma. In 2.4.7 it is shown that also thermal molecules and radicals
can contribute to layer growth by sticking to the surface of the material.
The last two subsections highlight the most important plasma-surface inter-
action issues for future thermonuclear fusion devices and discuss the most
promising candidate plasma-facing materials.

2.4.1 Electron emission from metals

Metals are characterized by a sea of free electrons in the conduction band.
These electrons cannot readily escape from the metal due to the presence
of a potential energy barrier at the surface. Heating or particle bombard-
ment of metal surfaces in contact with a plasma can, however, supply the
free electrons with enough energy to overcome the surface barrier. These
phenomena are important for simulating primary electron emission by the
tungsten filaments and secondary electron emission by electron impact on
the plasma chamber walls in VISIONI with the VMCPT code in 4.2. In
principle electrons can also be extracted by applying very strong electric
fields of more than 107 − 108 V/cm to the metal. Quantum mechanical
Fowler-Nordheim tunnelling through the potential energy barrier then be-
comes important [51], [52]. Such high fields are, however, not used in this
work. Therefore, field emission will not be discussed here.

2.4.1.1 Electron velocity distribution function

To study electron emission from a metal over the surface potential energy
barrier one first has to know the energy and velocity distributions of con-
duction electrons in a metal. Electrons are spin 1/2 fermions. The Pauli
exclusion principle, therefore, dictates that only two electrons can occupy a
momentum phase space element with volume h3. The density of states in
momentum phase space is then given by

D(~p)d~p =
2

h3
d~p (2.217)

Furthermore, the occupation probability P (E) of a fermion energy level E
is governed by Fermi-Dirac statistics according to

P (E) =
1

1 + exp
(
E−EF
kT

) (2.218)

At temperature T = 0 K all the electron energy levels below the Fermi
energy EF are occupied, while all the energy levels above EF are empty.
Hence, the Fermi energy of a metal is closely related to its conduction

74



applied electric field potential

image force potential

total potential

EF

energy

EB

EW

DEW

X
x=0

metal vacuum

Figure 2.18: Shape of the surface potential energy barrier for electrons in
metals

electron density. Combining (2.217) and (2.218), the density of electrons
with Cartesian velocity components between vx and vx+dvx, vy and vy+dvy
and vz and vz + dvz is given by

n(vx, vy, vz)dvxdvydvz =
1

1 + exp
(
me(v2

x+v2
y+v2

z)/2−EF
kT

) 2m3
edvxdvydvz
h3

(2.219)

2.4.1.2 Surface potential energy barrier

Let us now have a closer look at the surface potential energy barrier. Con-
duction electrons in metals trying to escape through the surface are pulled
back by the positive charge of the fixed lattice ions. This leads to a potential
energy barrier close to the surface. Figure 2.18 shows schematically that
without an external electric field the barrier is infinitely thick and increases
hyperbolically with the distance x from the surface up to the asymptotic
value EB according to the image force potential energy

Uimage(x) = − q2
e

16πε0x
+ EB (2.220)
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The energy difference between the top of the barrier and the Fermi energy is
called the work function EW . It is the energy needed to remove one electron
from the metal surface. For most metals the work function is about 4.5 eV
[53]. The exact value depends not only on the material, but also on the
temperature, the purity of the surface and for crystalline materials also
on the crystal plane parallel with the surface. The work function of pure
polycrystalline tungsten is about 4.55 eV [53]. Bringing two metals with
different work functions EW1 and EW2 in contact with each other leads to
a contact potential Vcontact = (EW1 − EW2)/qe [54]. This has to be taken
into account when two electrodes with different work functions are biased
with respect to each other.

It can be seen in figure 2.18 that the height and the width of the potential
energy barrier can be decreased by applying an external electric field E
to extract the electrons from the metal. For a homogeneous electric field
perpendicular to the surface the potential energy barrier can be described
by

Ubarrier(x) = − q2
e

16πε0x
− qeEx+ EB (2.221)

The maximum of the barrier is now not infinitely far away from the surface,
but at a distance x =

√
qe/16πε0E. The height of the barrier is decreased

by the amount

∆EW =

√
q3
eE

4πε0
(2.222)

This barrier lowering is sometimes called the Schottky effect. For very
strong electric fields the barrier becomes very thin and field emission due to
quantum mechanical tunnelling according to the Fowler-Nordheim theory
has to be taken into account [52].

2.4.1.3 Thermionic electron emission

From the previous paragraphs it is clear that if the metal is heated up to
a non-zero temperature T some electrons will have a velocity component
normal to the surface high enough to surmount the potential energy barrier
with height EB . An important quantity to characterize this thermionic
electron emission is the emitted current density J . It can be calculated in
a semi-classical way. Assume that the surface normal is along the z-axis.
Only electrons with vz >

√
2EB/me can overcome the surface barrier. The

electron emission current density is then given by

J =

∫ +∞

−∞

∫ +∞

−∞

∫ +∞

√
2EB/me

qevzn(vx, vy, vz)dvxdvydvz (2.223)
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Only electrons in the tail of the energy distribution function with E >>
EF can escape. Therefore, the Fermi-Dirac factor from (2.218) can be
approximated in the above integral by the Maxwell-Boltzmann factor

P (E) ≈ exp

(
EF − E
kT

)
(2.224)

Working out the integrals using integral identities (5) and (7) eventually
gives the Richardson-Dushman equation

J = ART
2 exp

(
−EW
kT

)
(2.225)

with the Richardson constant AR given by

AR =
4πqemek

2

h3
= 1.20173 · 106A/m2K2 (2.226)

and the work function EW as discussed above by

EW = EB − EF (2.227)

Hence, the thermionic current density increases exponentially with increas-
ing temperature and decreasing work function. Experimentally the constant
in front of the equation turns out to be only about half of the theoretical
Richardson constant AR. This is the case because the derivation above
did not take into account quantum mechanical effects. Each electron with
vz >

√
2EB/me was assumed to contribute to the emitted current. Quan-

tum mechanically, however, even these electrons have a finite probability
of being reflected back into the material. The exact value of the constant
depends on the material, the surface roughness, the crystal plane paral-
lel with the surface and possible contaminants on the surface. Therefore,
the Richardson constant AR is typically replaced by A = λAR with λ a
correction factor around 0.5. For pure tungsten one has λ = 0.517 [55].

Thermionic electron emission is used in filament driven DC discharges.
Most commonly one uses thin tungsten wires heated Ohmically up to tem-
peratures of about 2500 K. Tungsten has the advantage that it can be
heated up to very high temperatures due to its high melting temperature.
Often tungsten is thoriated or coated with barium oxide in order to decrease
the rather high work function. Other commonly used electron emitting ma-
terials are LaB6 and BaSrO.

An important remark is that the current actually emitted by a heated
filament is not always in agreement with the Richardson-Dushman equa-
tion. If the applied potential difference between the cathode and the anode
is sufficiently high all emitted electrons can reach the anode. One is then
operating in the so called emission limited or temperature limited regime.
For too low potential differences the current collected at the anode is limited
by the presence of negative space charge due to accumulation of electrons in
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front of the cathode. For planar geometry the space charge limited current
is given by the Child-Langmuir law derived in 2.3.6. Also in other geome-
tries one has the typical I ∝ V 3/2 dependence in the space charge limited
regime. Space charge effects can also play a role in filament driven DC dis-
charges. The injection of electrons by the hot filament into the surrounding
sheath completely modifies the sheath structure with respect to the stan-
dard electropositive sheath discussed in 2.3.6. A double sheath is formed
with an electronegative region close to the filament and an electropositive
region close to the plasma. Space charge effects mitigate the electric field
in the sheath. The current emitted by the filament cannot be increased
indefinitely. There exists a maximum current for which the electric field
at the cathode becomes zero [38]. A clear transition from a space charge
limited to a temperature limited mode for increasing discharge potential
can be observed in filament driven DC discharges [56]. The transition is
characterized by a sudden increase of the discharge current and a drastic
change of the plasma potential profile. In the space charge limited mode
the plasma potential stays close to the cathode potential over most of the
discharge volume and jumps to the anode potential only just in front of the
anode. The electrons get only enough energy for ionization and excitation
of the neutrals in the neighbourhood of the anode. This mode is, there-
fore, also called the anode glow mode. In the temperature limited mode
the plasma potential stays close to the anode potential over most of the
discharge volume and drops to the cathode potential only just in front of
the cathode. Sometimes hysteresis is observed in the IV characteristic of a
filament driven DC discharge [8].

2.4.1.4 Secondary electron emission by electron impact

Bombardment of the metal surface with energetic primary electrons from
the plasma can also lead to electron emission. Kinetic energy from the
projectile electrons is transferred to the conduction electrons in the metal.
Some of these excited conduction electrons will subsequently move towards
the surface. On their way they lose part of their energy mainly by electron-
electron scattering. If they still have enough energy to overcome the surface
potential energy barrier they can eventually be emitted from the surface.
Energy loss during the transport to the surface limits the depth from which
the secondary electrons can be ejected to a few nanometres.

An important quantity to characterize the secondary electron emission is
the secondary electron emission yield δ, the average number of electrons re-
turning from the surface after impact of one primary electron. It comprises
both true secondary electrons and elastically reflected primary electrons.
One can also define the more fundamental corrected secondary electron
emission yield δc by correcting for the fraction fr of the returning elec-
trons that are actually reflected electrons. It is related to the uncorrected
secondary electron emission yield by
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Table 2.7: Secondary electron emission parameters δcm and Em for relevant
metals [45]

δcm Em [eV]
W 1.4 650
Mo 1.25 375

stainless steel 1.22 400

δc =
δ − δfr
1− δfr

(2.228)

or the inverse relation

δ =
δc

1− fr + δcfr
(2.229)

The corrected secondary electron emission yield gives the number of true sec-
ondary electrons emitted from the surface after impact of one primary elec-
tron penetrating the material without being reflected. It depends strongly
on the impact energy E. At very low primary energies δc increases rapidly
with increasing impact energy because more energy is available for exci-
tation of secondary electrons. With increasing impact energy the primary
electrons penetrate deeper into the material. After a while δc reaches a max-
imum δcm ≈ 1− 2 for an impact energy Em of a few 100 eV and eventually
starts to decrease again slowly because the primary electrons penetrate too
deep such that not all excited secondary electrons can make it to the surface
with enough energy to overcome the barrier. In [43] it is shown that this
energy dependence can be described quite accurately by

δc(E) = δcm exp

−
[
ln E

Em

]2
5.12

 (2.230)

with δcm and Em material dependent parameters. Table 2.7 lists these
parameters for several relevant metals according to [45]. For increasing
impact angles with respect to the surface normal the maximum of the curve
increases slightly and shifts towards higher energies.

The reflected fraction fr of the electrons returning from the surface also
depends on the energy of the primary electrons. It decreases strongly for
increasing impact energy and according to [43] it can be described by the
universal function of the impact energy E in eV

fr = exp
[
1.59 + 3.75 lnE − 1.37(lnE)2 + 0.12(lnE)3

]
% (2.231)
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In [43] it is demonstrated that the true secondary electrons typically
have energies about 5 eV. The experimentally observed secondary energy
distributions could be successfully fitted by the function

f(E) ∝ exp

−
[
ln E

E0

]2
2τ2

 (2.232)

with the maximum E0 and the width τ material dependent fitting param-
eters. For primary electrons impinging with 100 eV on stainless steel it
turned out that E0 = 2.7 and τ = 1.05. In [57] it is shown that the angular
distribution of the true secondary electrons can be approximated by a cosine
distribution.

The above equations are very convenient for use in analytical and nu-
merical models. Imagine that an electron impinges on the surface of the
material with a certain energy. Using equation (2.230) with the appropri-
ate values for Em and δcm gives the corrected secondary electron emission
yield δc. From equation (2.231) one can calculate the reflected fraction fr.
The uncorrected secondary electron emission yield δ can then be calculated
according to equation (2.229). The average number of true secondary elec-
trons is eventually given by δ(1− fr), while the reflection probability of the
primary electron is given by δfr.

2.4.1.5 Secondary electron emission by ion, neutral and photon
impact

Impact by ions or neutrals can also lead to secondary electron emission.
There are two possible mechanisms. The first mechanism is kinetic emission.
This is the same as the one responsible for secondary electron emission by
electron bombardment. For ions and excited neutrals potential emission
is a second possible mechanism leading to electron emission. If one of the
conduction electrons in the metal tunnels into a vacancy of the projectile,
a second conduction electron can be ejected by the Auger process and if it
has sufficient energy it may emerge from the metal surface. In contrast to
kinetic emission there is no energy threshold for this process. Secondary
electron emission by ion or neutral impact is, however, not important in
this work. In [44] and [45] it is shown that the secondary electron emission
yield for ions and or neutrals for the typical impact energies in this work
below 100 eV are only a few percent at maximum. Also secondary electron
emission due to photon impact, the photoelectric effect, can be neglected in
this work because the flux of high energy photons from the plasma is very
low.
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2.4.2 Physical sputtering

Energetic ions, atoms, molecules or particle clusters impinging with fusion
relevant energies on a material lose their energy primarily by nuclear colli-
sions. If the projectile impact energy is high enough a collision cascade is
initiated and defect creation inside the material and physical sputtering of
atoms, ions and particle clusters may be observed. In principal also elec-
trons and photons can lead to defect creation and physical sputtering by
means of electron-phonon interactions. However, in practice this is rarely
observed because electron-phonon interactions are very inefficient in trans-
ferring momentum to the atoms inside the material. Electron impact leads
to physical sputtering only if the impact energy is above a few 100 keV,
except for some specific insulators or very pure semi-conductors which can
undergo sputtering by electrons already at lower energies between 5 and
100 eV. For photons sputtering only occurs for very high photon energies
and very high intensities. Sputtering and defect creation due to electron and
photon impact are not relevant for thermonuclear fusion and are, therefore,
not discussed here. This subsection focuses on physical sputtering during
impact of energetic ions or atoms with fusion relevant energies and is based
mostly on [58], [59] and [60].

2.4.2.1 Collision dynamics

For a projectile impinging on a target material one can distinguish different
interaction regimes based on the projectile impact energy. For very low
impact energies below 10 eV the binding energy of the target particles and
between the target particles and the projectile are comparable with the im-
pact energy. Physical effects are then negligible and dominated by chemical
effects. For some projectile-target combinations even at these low energies
target particles can be eroded. This is called chemical erosion or chemical
sputtering and is discussed in detail in 2.4.3. In the single knock-on regime
for impact energies between 10 eV and 100 eV physical effects become more
important. The kinetic energy of the projectile is usually lost already by
one collision with a target atom. In the linear cascade regime for impact en-
ergies between 100 eV and 1 keV recoiling target atoms get enough energy
from the projectile to created a cascade of nuclear collisions. The density
of recoiling atoms is still very low such that collisions between moving tar-
get atoms are rare. In the spike regime with energies between 1 keV and
1 MeV the recoiling atom density is much higher and collisions between
moving atoms become more important. For even higher impact energies
above 1 MeV the projectile loses its kinetic energy primarily by means of
electronic collisions instead of nuclear collisions and electron-phonon inter-
action becomes an important energy transfer mechanism inside the target
material. However, in a thermonuclear fusion reactor the impact energy is
usually not much higher than 1 keV and thus this regime is not relevant

81



here.
The theoretical foundations of nuclear collision effects upon particle

bombardment were established by Sigmund [61]. He derived a complicated
integrodifferential equation based on the general Boltzmann transport equa-
tion which he solved analytically for some simplified cases. This analytical
approach is very instructive but has limited applicability due to the sim-
plifications introduced in the model. Nowadays people usually resort to
numerical simulations. In this field one can distinguish two different types
of simulations. The first type of simulations is based on the binary collision
approximation (BCA). In this case it is assumed that the nuclear collisions
involve only two particles per collision. The trajectories of the particles are
approximated by the asymptotic trajectories in between two nuclear colli-
sions. The simultaneous interaction with the electrons in the material is
treated as an independent energy loss mechanism not influencing the di-
rection of propagation. The scattering angles and momentum transfer for
the nuclear collisions are calculated using the classical collision theory that
was discussed in 2.3.4. An important input in BCA codes is the interaction
potential between projectile and target particles and between target parti-
cles. One can use an empirical potential or a more sophisticated quantum
mechanically calculated potential. Usually one uses some kind of screened
Coulomb potential. For amorphous target materials the impact parameters
for the nuclear collisions are generated randomly using a Monte Carlo algo-
rithm. TRIM [62] is a well known example of such a code. TRIM.SP [63] is
the extended version of TRIM including physical sputtering. Tridyn [64] is
the dynamical version of TRIM taking into account the effect of implanted
projectiles. SDTrimSP [65] is the most recent extension of TRIM includ-
ing both physical sputtering and projectile implantation. For crystalline
materials the impact parameters for the nuclear collisions are calculated in
a deterministic way using the predefined crystal lattice. MARLOWE [66]
is a well known BCA code for crystalline materials. The BCA approxi-
mation is not always realistic. At impact energies below 100 eV, in the
spike regime, for cluster and molecule impact and to simulate the release of
clusters and molecules one should take into account the simultaneous inter-
action between multiple particles. In that case one has to resort to more
realistic molecular dynamics (MD) simulations. Unfortunately MD simula-
tions usually require four to five orders of magnitude longer CPU times in
comparison with BCA simulations. Also the simulation volume is limited to
approximately one million target particles. This limits the applicability. In
an MD code the particles are tracked classically by integrating the equation
of motion including a special potential taking into account the interaction
with all other particles. These potentials are crucial in MD simulations and
very difficult to construct because the impact of the projectile leads to a
non-equilibrium situation. In principle one should calculate the potential
quantum mechanically each time step using for instance density functional
theory. This is, however, too time consuming. Therefore, approximations
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have to be made also in MD codes.

2.4.2.2 Physical sputtering

Nuclear collisions induced by impact of an energetic projectile can cause
a target atom to move towards the surface of the material. If the kinetic
energy of this target atom along the surface normal is higher than the target
surface binding energy Ebt then the target atom can be physically sputtered
and leave the material. Usually Ebt is approximated by the sublimation
energy. Physical sputtering occurs for all combinations of projectiles and
targets. It requires momentum transfer from the projectile to the target
atoms and reversal of the momentum back to the surface. Momentum
transfer and thus also physical sputtering is most efficient for projectile and
target atoms with similar masses because the maximum energy transfer
fraction f for a head on collision given according to equation (2.130) by

f =
4mpmt

(mp +mt)2
(2.233)

is highest for mp = mt and lowest for projectiles and targets with very dif-
ferent masses. The sputtered particles are mainly coming from the topmost
surface layer with small contributions from the second and third atomic
layer. The time between the impact of the projectile and the release of the
sputtered particle is typically less than a picosecond. Most physically sput-
tered species are released as neutrals. Usually less than 5% is released as
ions. Experiments and simulations have shown that the angular distribution
of sputtered species for amorphous or polycrystalline samples can often well
be approximated by a cosine distribution with respect to the surface normal.
For crystalline samples the sputtered species are preferentially emitted in
the direction of the close-packed crystal planes. It has also been found that
the energy distribution of the sputtered particles peaks at E = Ebt/2 and
decreases for very high energies according to 1/E2. The sputtered particle
energy distribution is usually approximated by the Thompson distribution

n(E)dE ∝ E

(E + Ebt)
3 dE (2.234)

The maximum energy Emax with which a sputtered particle can be released
due to a projectile impinging with an energy Ep is given by

Emax = f(1− f)Ep − Ebt (2.235)

with f the maximum energy transfer fraction given by (2.233). This cor-
responds to the situation where the projectile momentum is first reverted
by a head on collision and then knocks a target atom from the surface by
a head on collision. Therefore, the Thompsonian energy distribution is cut
off at E = Emax.
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2.4.2.3 Physical sputtering yield

Physical sputtering is usually quantified using the physical sputtering yield
Yphys. This is the average number of physically sputtered target atoms
per impinging projectile. It depends on a lot of parameters such as pro-
jectile mass, impact energy, impact angle, target mass, target crystallinity,
crystal orientation, surface binding energy, surface roughness and the pos-
sible presence of multiple materials or impurities in the interaction layer.
Furthermore, during continuous bombardment the yield can also change in
time due to change in surface topology and impurity content. This makes
measuring of Yphys very challenging. One has to be able to control very well
all relevant parameters. Physical sputtering yields are usually measured us-
ing dedicated ion beam experiments. Numerous techniques can be used to
determine the amount of sputtered particles such as SIMS, optical emission
spectroscopy, profilometry, interferometry and mass change measurement.
Another possibility is calculating the yield using BCA or MD codes.

Let us now focus on the case where a specific ion impinges on a specific
pure amorphous target with a clean polished surface. In this case Yphys only
depends on the impact energy Ep and the impact angle θp of the projectile
with respect to the surface normal. There exists a threshold energy, typically
between 5 and 400 eV below which no sputtering occurs. This threshold
energy depends primarily on the projectile mass, the target mass and the
binding energy of the target atoms. At the threshold Yphys increases at first
dramatically for increasing Ep, but eventually reaches a broad maximum in
the energy range between 0.2 and 150 keV. Beyond this maximum Yphys
starts to decrease again. This can be explained by the fact that for very
high energies more and more of the projectile energy is deposited in deeper
layers from which the recoiling target atoms can no longer reach the surface.
Going from normal incidence towards grazing incidence Yphys first increases
up to an angle in the range 50-80o because more energy is deposited in the
surface layer. For very large θp the yield starts to decrease again because
reflection of the projectile is strongly enhanced which results in a decrease
of the energy deposited in the surface layer.

For long time people have been using the Bohdansky [67] and Yama-
mura [68] formulas to describe the dependence of Yphys on Ep and θp. The
Bohdanksy formula describes the dependence on Ep using a fitting formula
based on Sigmund’s analytical theory with some modifications in order to
include the inelastic electronic energy loss and to extend the use of the for-
mula to near threshold energies and low projectile mass. The Yamamura
formula describes the dependence on θp using an empirical fitting formula.
However, in [69] it is shown that the Bohdansky and Yamamura formulas
have their limitations. Therefore, new formulas have been proposed in [70],
[58] to describe the dependence on Ep and θp. In the new approach the
Ep dependence is described using a nuclear stopping cross section based on
an analytical fit to the more realistic krypton-carbon potential instead of
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the Thomas-Fermi potential used in the Bohdansky formula. Furthermore,
the factor to describe the threshold behaviour has been replaced by a new
factor with two additional free parameters to get a better description of the
threshold without influencing the high energy behaviour. Also the Yama-
mura formula has been adapted in order to get a better behaviour for low
projectile to target mass ratio and near threshold sputtering. The formulas
presented here are a little bit different from the formulas in [58] because they
take into account the published errata. The energy behaviour for normal
incidence is now given by

Y (Ep, θp = 0) = qsKrCn (εL)

(
E0

Eth
− 1
)µ

λ
w(εL) +

(
E0

Eth
− 1
)µ (2.236)

Here εL is the reduced energy defined as

εL = Ep
mt

mp +mt

4πε0aL
q2
eZpZt

(2.237)

where aL is the Lindhard screening

aL =

(
9π2

128

)1/3

rB

(
Z2/3
p + Z

2/3
t

)−1/2

(2.238)

The function

w(εL) = εL + 0.1728
√
εL + 0.008ε0.1504

L (2.239)

was introduced to simplify the notation. sKrCn (εL) is the nuclear stopping
given by

sKrCn (εL) =
0.5 ln(1 + 1.2288εL)

w(εL)
(2.240)

Finally q, Eth, λ and µ are the fitting parameters. q fixes the magnitude of
the yield, Eth defines the minimal energy for which sputtering occurs, λ trig-
gers the onset of the decrease of Y at low energies towards the threshold and
µ determines the strength of this decrease. The yield for θp different from
zero can be calculated from the yield for normal incidence by multiplying
with the appropriate correction factor according to

Y (Ep, θp)

Y (Ep, θp = 0)
=

{
cos

[(
θp
θ0

π

2

)c]}−f
exp

b
1− 1

cos
[(

θp
θ0

π
2

)c]
 (2.241)

Here θ0 is a normalization angle defined by
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Figure 2.19: Impact energy dependence of the sputtering yield at normal
incidence for several projectile-target combinations [58]

θ0 = π − arccos

√
1

1 + E/Ebp
(2.242)

with Ebp the binding energy of the projectile to the surface of the target
material. This normalization takes into account the fact that some projec-
tiles may experience acceleration and refraction towards the surface normal
due to attraction by the surface. b, c and f are the fitting parameters. A
very nice data set has been compiled in [58]. The fitting parameters for
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Figure 2.20: Impact angle dependence of the sputtering yield at a specific
impact energy for several projectile-target combinations [58]

the energy and angular dependence for different projectile-target combina-
tions have been determined using Bayesian probability theory on sputtering
yields calculated with TRIM.SP and ACAT. The resulting curves are com-
pared with experimental data found in literature. In general the agreement
is very good. Figure 2.19 shows the dependence of Yphys on Ep for some
relevant projectile-target combinations. The full lines are the fits to the
simulation results. The symbols are different experimental data sets. These
examples exhibit the typical shape of the energy dependence of the sput-
tering yield with a clear threshold, a broad maximum and a slow decrease.
The plots also illustrate that sputtering is easier for projectiles and targets
with similar masses. Furthermore, the plots for hydrogen and deuterium
impinging on a carbon target clearly show that the BCA simulation results
and the experimental results disagree strongly for low impact energies due
to additional chemical erosion and chemical sputtering as will be discussed
in 2.4.3. Figure 2.20 shows some typical examples of the dependence of
Yphys on θp. Also here the agreement is rather good.
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2.4.2.4 Radiation enhanced sublimation

Normally the physical sputtering yield does not depend on the surface tem-
perature. However, for carbon it has been observed that at surface temper-
atures higher than about 1300 K, which is still well below the sublimation
temperature of about 3200 K, the physical sputtering yield increases expo-
nentially with temperature [71]. The sputtered particles also have a thermal
velocity distribution instead of the Thompson distribution for real physically
sputtered particles. This process has been called radiation enhanced subli-
mation. It is thought that this phenomenon is caused by the production of
interstitials and vacancies by energetic projectile impact and the consequent
diffusion of the interstitials to the surface where they can desorb into the
gas phase.

2.4.3 Chemical erosion and chemical sputtering

In the previous subsection it was explained how nuclear collisions induced
by energetic projectiles can lead to physical sputtering of target particles. In
addition to these kinetic processes for some specific projectile-target combi-
nations also chemical effects can cause erosion of target particles. Chemical
interaction between projectile and target cannot only lead to the formation
of stronger compounds such as oxides, carbides and nitrides but also to
loosely bound volatile species that can be released thermally or by physical
sputtering with a reduced threshold energy. In the context of thermonu-
clear fusion chemical erosion and chemical sputtering of carbon by hydrogen
atoms and ions is very important. Both processes are discussed in detail in
this subsection. This discussion is primarily based on [58] and [60]. Carbon
can also be eroded by oxygen and nitrogen [58] and recently it turned out
that also beryllium can be chemically eroded by deuterium forming BeD
molecules [72].

2.4.3.1 Chemical erosion of carbon by thermal hydrogen atoms

Chemical erosion of carbon by hydrogen is the process in which reactive
thermal hydrogen atoms impinging on the carbon surface interact chemi-
cally with the target atoms and lead to the formation and thermal release
of volatile hydrocarbon species. In contrast to physical sputtering this phe-
nomenon is a thermally activated chemical effect which requires no minimal
impact energy.

The complicated chemical erosion cycle has been elucidated in detail by
dedicated experiments [73] and is summarized in figure 2.21.

• Even at room temperature the graphitic sp2 hybridized carbon atoms
are hydrogenized by impinging hydrogen atoms to the sp3 state via
an intermediate radical spx state. This hydrogenation process is char-
acterized by the cross section σh = 4.5 · 10−20.
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Figure 2.21: Chemical erosion cycle for thermal atomic hydrogen on carbon
[73]

• Further irradiation with thermal atomic hydrogen leads to the forma-
tion and desorption of hydrogen molecules with cross section σd =
0.05 · 10−20 leaving a radical spx state with a broken bond in the
hydrocarbon network

• For temperatures above 400 K chemical erosion can occur by desorp-
tion of a hydrocarbon complex attached to the hydrocarbon network
in the neighbourhood of an spx radical which is then converted back
to the basic graphitic sp2 configuration. This process is characterized
by the rate constant kx = 1013 exp(−1.61/kT ).

• Above 600 K incoming hydrogen atoms may recombine with adsorbed
hydrogen atoms with rate coefficient kh = 1013 exp(−1.73/kT ) inter-
rupting the hydrogenation processes and limiting the chemical erosion.

From the steady state rate equations it can then be calculated that according
to this model the thermal chemical erosion yield Ytherm is given by

Ytherm =
nCσdkx

σhΦ +
(

1 + σd
σ2
h

kh
Φ

)
kx

(2.243)

with nC = 2.3·1019 m−2 the number density of carbon surface sites per unit
area for graphite and Φ the atomic hydrogen flux impinging on the surface.
The yield has a strong temperature dependence due to the competition
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between chemical erosion and recombinative hydrogen desorption. At room
temperature Ytherm is very small, while a maximum occurs around 600 K.

The actual yield depends strongly on the type of material. For an amor-
phous hydrocarbon layer (a-C:H) the yield can be up to two orders of mag-
nitude higher than for pure graphite as illustrated in figure 2.22 [74]. Even
at room temperature the chemical erosion yield is still about 0.01 for a-C:H.
The reason for this dependence on the material is that impinging hydrogen
atoms can only react with dangling bonds at the edge of graphitic planes.
Hence, chemical erosion is also enhanced if the surface is simultaneously
bombarded with energetic ions creating additional dangling bonds. If the
ion fluence received by the surface is higher than about 1021 − 1022 m−2

the dependence on the original material disappears because the surface of
all carbon based materials then becomes similar to an a-C:H layer with a
saturation concentration of hydrogen of about 30% at room temperature
decreasing with increasing temperature due to recombinative desorption of
hydrogen molecules.

In contrast to physical sputtering the chemically eroded carbon is re-
leased mainly as CH3, CH4, C2Hy and C3Hy [75]. Each species has its
own temperature maximum leading to different spectra at different temper-
atures. The energy distribution of the chemically eroded hydrocarbons can
well be approximated by a Maxwellian distribution according to the sur-
face temperature. So chemically eroded species have much lower energies
than physically sputtered species. The emission angles are approximately
distributed according to a cosine distribution.

2.4.3.2 Chemical sputtering of carbon by energetic hydrogen

If energetic hydrogen species bombard a carbon surface the resulting yield
is higher than the sum of physical sputtering and chemical erosion. This is
due to a complex synergy between kinetic effects and chemical interaction
called chemical sputtering. The total chemical sputtering yield Ytot depends
on a lot of different parameters.

• surface temperature: The temperature dependence shows a clear
maximum at a temperature in the range 800-900 K due to increasing
reactivity with increasing temperature competing with enhanced re-
combinative hydrogen desorption at higher temperatures. The exact
position of the maximum depends on the impinging hydrogen flux and
impact energy.

• impact energy: Also the energy dependence exhibits a maximum.
This is located in the range 300-1000 eV and shifts towards higher
energies for higher surface temperatures. This is caused by similar
knock-on effects as for physical sputtering.

• surface state: Chemical sputtering is enhanced for higher concen-
trations of dangling bonds due to increased chemical reactivity.
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Figure 2.22: Chemical erosion yield for different carbon based materials as
function of the surface temperature [74]

• hydrogen flux: The position of surface temperature maximum shifts
towards higher temperatures with increasing ion flux. This leads to a
slight decrease of the yield with increasing flux due to recombinative
desorption of hydrogen and annealing of radiation damage at higher
surface temperatures.

• isotope: The isotopic mass has a clear effect on the chemical sput-
tering due to the difference in momentum transfer. The yields for
deuterium can be up to a factor of 7 higher than for hydrogen.

• molecular species: In some situations the surface is bombarded
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with molecular species such as H+
2 or H+

3 . Usually it is then assumed
that this is equivalent to bombardment with respectively a two or
three times higher flux of H+ with half or one third of the impact
energy. Above 100 eV experiments have shown that this is a good
approximation. However, at lower energies it was found that the yield
per atom for H+

3 can be up to a factor two higher than for H+ [76].

An empirical analytical model has been derived that successfully de-
scribes the most important dependencies [77]. In this model the chemical
sputtering yield is given by

Ytot = Yphys + Ytherm(1 +DYdam) + Ysurf (2.244)

The first term simply represents the physical sputtering as discussed in
the previous subsection. The second term describes the thermal chemical
erosion. The thermal chemical erosion yield Ytherm here is given by

Ytherm = csp
3 0.033 exp(−Etherm/kT )

2 · 10−32Φ + exp(−Etherm/kT )
(2.245)

with csp
3

the surface concentration of sp3 sites according to

csp
3

= C
2 · 10−32Φ + exp(−Etherm/kT )

2 · 10−32Φ +
[
1 + 2·1029

Φ
exp(−Erel/kT )

]
exp(−Etherm/kT )

(2.246)

These expressions are coming from the chemical erosion model [73] described
above but with the cross sections and activation energies used as free pa-
rameters to fit the model to the experimental data. The factor

C =
1

1 + (Φ/6 · 1021)0.54
(2.247)

was added to take into account an additional decrease of the yield at higher
fluxes as was observed experimentally [78]. During bombardment with ener-
getic projectiles the chemical erosion is enhanced by near surface radiation
damage created by kinetic energy transfer from the projectiles to the tar-
gets. This is taken into account by the enhancement factor 1+DYdam. D is
a constant depending on the isotope mass. Ydam is the near surface damage
yield which has a similar dependence on the projectile impact energy Ep as
the physical sputtering yield but with a different threshold energy Edam. In
this model the old Bohdansky formula is used such that

Ydam = QSn

[
1−

(
Edam
Ep

)2/3
](

1− Edam
Ep

)2

(2.248)

Here Q is a fitting parameter determining the absolute value of the yield.
The stopping power Sn is given by the expression
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Table 2.8: Parameters for the empirical chemical sputtering formula [58]

Parameter Hydrogen Deuterium
ETF 415 eV 447 eV
Q 0.035 0.1
Eth 31 eV 27 eV
Edam 15 eV 15 eV
Edes 2 eV 2 eV
D 250 125
Erel 1.8 eV 1.8 eV
Etherm µ = 1.7 eV, σ = 0.3 eV µ = 1.7 eV, σ = 0.3 eV

Sn =
0.5 ln(1 + 1.2288Ep/ETF )

Ep/ETF + 0.1728
√
Ep/ETF + 0.008(Ep/ETF )0.1504

(2.249)

with ETF the Thomas-Fermi energy. The last term in (2.244) represents a
surface effect. Weakly bound sp3 CHn groups at the surface can be phys-
ically sputtered by the impinging energetic projectiles with a yield Ysurf
given by

Ysurf = csp
3 Ydes

1 + exp
(
Ep−65 eV

40 eV

) (2.250)

Here csp
3

is the surface concentration of sp3 states given by (2.246). Ydes is
the ion induced desorption yield defined as

Ydes = QSn

[
1−

(
Edes
Ep

)2/3
](

1− Edes
Ep

)2

(2.251)

in analogy with physical sputtering but with a different threshold energy
Edes. The denominator in (2.250) limits the contribution of the surface
effect to lower energies because for higher energies the projectiles release
their kinetic energy too deep in the surface. The values for the fitting
parameters in the above equations resulting from fitting the analytical model
to experimental data are listed in table 2.8 for hydrogen and deuterium. The
comparison between the model, experimental data and MD calculations for
a flux Φ = 1020 m−2s−1 in figure 2.23 shows good agreement.

The majority of the chemically eroded species is released as CH4 and
higher hydrocarbons C2Hy and C3Hy [75]. The product spectrum changes
with ion energy. At energies above 1 keV CH4 dominates, but for lower
energies the sum of the higher hydrocarbon product species is dominant.
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Figure 2.23: Comparison of MD calculations, analytical model and experi-
mental data for the chemical sputtering of carbon by deuterium [58]

As for chemically eroded species the energy of the chemically sputtered
particles is distributed according to a Maxwellian distribution at the surface
temperature and the emission angles are distributed according to a cosine
distribution.

2.4.4 Spectroscopic determination of neutral fluxes

Neutral fluxes released from surfaces and thus also physical and chemical
erosion yields can be determined in-situ by means of optical emission spec-
troscopy. The spectroscopic technique is based on the so called D/XB and
S/XB values also known as inverse photon efficiencies. To explain how this
works first the most simple case will be considered. Imagine that a flux ΦA
of neutral particles A is released from a certain source into the plasma along
a certain line of sight. Assume an ionizing plasma for which recombination
can be neglected and in which the original neutrals are lost by electron im-
pact dissociation or ionization with rate coefficient D long before they leave
the plasma volume. The flux ΦA can then be set equal to the loss flux as
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ΦA =

∫ x2

x1

nA(x)ne(x)D(x)dx (2.252)

where nA is the density of the neutral species and the integration is along
the line of sight. Besides dissociation and ionization electron impact can also
lead to excitation of ground state species to species excited to the energy
level j with rate coefficient Xj . Assume a low density plasma for which the
excited species density is much lower than the ground state species density
and for which collisional excitation is balanced by radiative decay according
to the coronal equilibrium

n∗A,j
∑
i<j

Aji = nAneXj (2.253)

where n∗A,j is the density of excited species in the energy level j and Ajk the
spontaneous radiative decay rate coefficient for the transition from energy
level j to energy level k. The photon flux Φph,jk emitted along the line of
sight due to the transition from energy level j to energy level k can now be
written as

Φph,jk = Bjk

∫ x2

x1

nA(x)ne(x)Xj(x)dx (2.254)

with Bjk the branching ratio of the transition to the level k from the level
j defined as

Bjk = Ajk/
∑
i<j

Aji (2.255)

If one further assumes that the plasma is rather homogeneous equations
(2.252) and (2.254) can be combined to get the following relation between
the neutral particle flux and the photon flux

ΦA =
D

XjBjk
Φph,jk (2.256)

The factor on the right hand side of this equation needed to multiply with
the photon flux to get the neutral flux is often simply called the D/XB
value. If the neutrals are atomic they can only be lost by ionization with rate
coefficient S. The conversion factor is then called the S/XB value instead.
In the above derivation several assumptions have been introduced to get the
relation between ΦA and Φph,jk. A similar relation can be written also in less
restrictive cases. The conversion factor is then called the effective D/XB or
S/XB value or inverse photon efficiency because it represents the number of
released neutrals per emitted photon. The inverse photon efficiency can even
be defined for transitions of dissociation products of the released neutrals.
In case of methane for instance only electronic transitions in the dissociation
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products CH, CH+ and C result in photons in the visible or near UV range.
In general the inverse photon efficiency can no longer simply be calculated as
a reaction rate ratio. One has to use more sophisticated collisional-radiative
models or calibrated injection experiments to determine the inverse photon
efficiencies. Once the inverse photon efficiency is known, the neutral flux
can easily be derived from the measured photon flux.

2.4.5 Reflection and implantation of energetic particles

Energetic projectiles hitting a material surface lose their energy by nuclear
collisions and partly also by electronic collisions. Nuclear collisions can also
redirect the velocity. The projectile is almost instantaneously neutralized.
Eventually it can get thermalized and implanted inside the material at an
interstitial site or it can be reflected out of the material.

Reflection and implantation can be quantified by defining the reflection
probability R or the implantation probability which is of course just 1−R.
The reflection probability depends on a lot of parameters such as projectile
mass, impact energy, impact angle, target mass, target crystallinity, crystal
orientation, surface roughness and the possible presence of multiple mate-
rials or impurities in the interaction layer. It is possible to measure R in
dedicated ion beam experiments, but this is rare for fusion relevant impact
energies. One can also use BCA and MD codes to calculate R.

A lot of reflection probability data calculated with TRIM have been
compiled in [79]. It can be seen that R increases for increasing target to
projectile mass ratio. This means that light projectiles are easily reflected on
heavy targets. According to TRIM calculations R increases monotonically
with projectile impact angle because at grazing incidence the projectile pen-
etrates less deep into the material. Further TRIM simulations show that R
is zero for low projectile impact energies around 10 eV, then increases with
energy until it reaches a maximum at a few 100 eV and starts to decrease
again for higher energies due to deeper penetration of the projectiles into
the material. The behaviour at very low impact energies is not realistic.
For such low energies MD simulations are more appropriate because chem-
ical effects are then dominant. MD simulations show a non-zero reflection
probability for very low impact energies especially for grazing incidence [80],
[81]. Also for molecular projectiles MD simulations are more appropriate.

2.4.6 Retention and recycling

In the previous subsection it was explained how energetic particles imping-
ing on a material are eventually either reflected back into the plasma or
implanted inside the material. If the particle is implanted it is usually not
just staying where it was originally implanted. Figure 2.24 shows schemati-
cally the recycling and retention processes that can occur. These processes
are briefly discussed in this subsection. For thermonuclear fusion the most
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Figure 2.24: Scheme of the important hydrogen recycling and retention
processes

important situations to look at are hydrogen from the fuel and helium pro-
duced by the nuclear fusion reaction implanted in fusion relevant materials
like tungsten, beryllium and carbon. For this work it is only relevant to
discuss hydrogen in graphite. More details on recycling and retention in the
context of thermonuclear fusion can be found in [82], [83] and [44].

Once an impinging hydrogen atom becomes thermalized inside the lattice
of the target material it is usually located at an interstitial position. The
hydrogen atom is then said to be in the solute state. A material has only a
finite amount of solute sites for hydrogen. Therefore, if the hydrogen fluence
is too high the implantation zone between the surface and the maximum
implantation range gets saturated and the hydrogen atoms are driven out
of the material or into a separate phase.

A hydrogen atom can hop from one solute site to the other. As can be
seen in figure 2.25 on the one dimensional sketch of the potential energy
landscape the hydrogen atom perceives this requires an amount of energy
ED which can be provided thermally. The random walk resulting from the
thermally activated hopping between solute sites is called diffusion. Diffu-
sion is promoted by increasing the temperature.

During diffusion a hydrogen atom can get trapped by defects such as va-
cancies, voids and grain boundaries. As shown in 2.25 at such trapping sites
the hydrogen atoms are more strongly bound with an energy ET . Detrap-
ping requires increase of the temperature as is done for instance in thermal
desorption spectroscopy. Some traps are intrinsically present in the mate-
rial due to manufacturing. Additional traps can be created by neutron or
ion irradiation. Neutron irradiation leads to a homogeneously distributed
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Figure 2.25: Scheme of the hydrogen potential energy landscape near a
surface

trap concentration. Ion irradiation leads to an increased trap concentration
in the implantation zone. Agglomeration of hydrogen at traps can lead to
bubbles or to blisters if the trap is just below the surface.

It is also possible that a hydrogen atom manages to diffuse to the sur-
face of the material where it becomes chemisorbed. These hydrogen atoms
can eventually be desorbed by ion, electron or photon impact or by heating
to very high temperatures. As can be seen in figure 2.25 it is energet-
ically favourable for hydrogen atoms to recombine at the surface. Two
chemisorbed hydrogen atoms can meet each other to recombine by surface
diffusion or an impinging hydrogen atom from the plasma can recombine
with a chemisorbed hydrogen atom. This gives rise to the possibility for
recombinative desorption which requires only little activation energy that
can easily be provided thermally even at low temperatures.

For graphite it has been observed experimentally that very rapidly a
hydrogen saturated implantation layer is formed. The saturation concen-
tration decreases with increasing temperature. For room temperature one
typically has H/C = 0.4 − 0.5 [83]. This layer has an important effect on
recycling of hydrogen fuel because once the layer is saturated almost all
impinging hydrogen is immediately recycled back into the plasma. At room
temperature almost all hydrogen is released as molecular hydrogen. At
800 K also hydrocarbons form an important contribution and for tempera-
tures above 1800 K atomic hydrogen dominates the spectrum [83]. At low
temperatures the diffusion of hydrogen in graphite is primarily along the
internal porosities and grain boundaries. At temperatures above 1000 K
transgranular diffusion becomes important. For graphite with very high
porosity hydrogen penetration in the material up to tens of millimetres has
been observed even at room temperature [83].
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2.4.7 Sticking of thermal molecules and radicals

Although only energetic projectiles can be implanted, thermal species can
also be deposited by adsorption at the target surface. The surface target
atoms are not fully surrounded by other atoms and have free bonding sites.
Two mechanisms are possible. The first mechanism is physisorption. In this
case a weak van der Waals bond with a binding energy of less than 0.5 eV
is formed. The second mechanism is chemisorption. In this case a stronger
covalent bond is formed with a binding energy of a few electronvolts. The
adsorption probability depends on the projectile-target combination, the
surface structure and the surface temperature. Adsorbed species can be
desorbed thermally, by impact of energetic projectiles or by photons.

In the context of thermonuclear fusion the most important situation is
that of hydrocarbon molecules and radicals impinging on an a-C:H surface
because hydrocarbons produced by chemical erosion of carbon can lead
to the formation of substantial a-C:H layers, especially at remote areas.
Sticking of thermal hydrocarbons species depends strongly on the presence
of dangling bonds to which radicals can stick. These can be created by ion
bombardment [84] or by hydrogen abstraction due to impinging hydrogen
atoms [85].

The sticking probability S for hydrocarbon species is difficult to measure.
Several studies have used the cavity technique to determine the surface loss
probabilities of reactive hydrocarbon species [86], [87], [88]. The surface loss
probability is the probability that a reactive particle either sticks to the sur-
face or is reflected as a non-reactive volatile particle. Hence, the surface loss
probability is an upper limit for the sticking probability. With the cavity
technique hydrocarbons from the plasma can enter the cavity in a remote
area through a narrow slit. This results in a deposition pattern inside the
cavity which can be analysed after the experiment. Using analytical calcu-
lations or Monte Carlo simulations it is possible to deduce the surface loss
probability from the deposition pattern inside the cavity. The experiments
have clearly shown that the surface loss probability depends strongly on the
hybridization state of the hydrocarbon species and increases from sp3 to sp2

to sp.
As an alternative one can also use MD simulations to calculate the stick-

ing probabilities of the hydrocarbon species. The simulations in [89] and
[90] show that the sticking probability of hydrocarbons increases with the
number of unpaired electrons in CHy and with the hybridization state of
carbon in C2Hx from sp3 to sp2 to sp. This is in perfect agreement with the
cavity experiments. The simulations further show that the sticking proba-
bility also increases with the impact energy and that the sticking probability
is lower for hard plasma-exposed surfaces than for soft plasma-shadowed re-
deposited layers. In [91] it is shown that also the hybridization state of the
carbon surface itself, which depends on the ion flux impinging on the sur-
face, influences the reflection. Exposure to a higher flux leads to more sp2
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Figure 2.26: MD hydrocarbon sticking probabilities as function of impact
energy for normal incidence [92],[80]

hybridization and less reflection.
Recently extensive MD data on hydrocarbon sticking have been pub-

lished by Tichmann [92]. Classical MD simulations with the Brenner po-
tential were performed to study the sticking of different hydrocarbons on an
a-C:H surface with 40% hydrogen for various impact angles and energies.
The covered energy range was 5-100 eV. Interpolation between the data
points was done by means of a third order rational Bezier-spline surface. In
this way the sticking probability S can be calculated as function of impact
energy and angle according to

S(E, θ) =

∑3
i=0

∑3
j=0 PijwijBi(E)Bj(θ)∑3

i=0

∑3
j=0 wijBi(E)Bj(θ)

(2.257)

with the basis functions Bi derived from the Bernstein polynoms as

Bi(x) = Bi,3

(
x− xmin

xmax − xmin

)
(2.258)

Bi,3(t) =

(
3
i

)
ti(1− t)3−i (2.259)

where xmin and xmax are the boundaries of the studied parameter space,
respectively 5 eV and 100 eV for the impact energy and 0o and 89o for the
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impact angle. Pij and wij are matrices of fitting parameters. At normal in-
cidence S increases monotonically with increasing impact energy to a value
of almost 1 at energies above 50 eV. For lower energies S depends strongly
on the type of hydrocarbon species. This is very different from BCA sim-
ulation results where below 50 eV the sticking probability goes to 1. MD
simulations seem to be more reliable because the very high reflection proba-
bilities for CH4 and CH3 are in very good agreement with the experimental
observations in [87] and [88]. The sticking of CHy is lower for higher values
of y which also corresponds with experiments. This is probably due to fewer
binding possibilities. S decreases monotonically with increasing impact an-
gle which is in agreement with BCA simulations. Ohya performed similar
studies in [80]. The MD code used in this work is also based on the Bren-
ner potential. The hydrogen content of the surface was taken to be 30%.
The covered energy range was 0.01-50 eV. The MD hydrocarbon sticking
probabilities for normal incidence simulated by Tichmann and Ohya are
compared in figure 2.26. Qualitatively the results are in perfect agreement.
Also quantitatively the agreement is reasonable except for the fact that at
lower impact energies the sticking probabilities are systematically lower in
the simulations by Ohya. This can be caused by the difference in hydrogen
content in the simulations.

2.4.8 Plasma-surface interaction issues

Plasma-surface interaction in thermonuclear fusion devices affects both the
plasma-facing components and the fusion plasma. Operating scenarios and
plasma-facing components have to be optimized in order to limit adverse
effects. The most crucial issues with respect to plasma-surface interaction
in thermonuclear fusion devices are addressed in detail in [93], [94] and [95].
This subsection gives a short overview.

First of all physical sputtering, chemical erosion and chemical sputtering
lead to removal of particles from the plasma-facing components. Part of
these particles is pumped out via the divertor. However, the majority of
the eroded particles eventually gets redeposited. The redeposition is not
necessarily at the same location as the erosion. This leads to regions of
net erosion and regions of net deposition. The erosion can be enhanced by
the formation of material mixtures with different properties as the original
material. If a significant fraction of the plasma-facing component has been
eroded it should be replaced. This limits the availability of the fusion power
plant and increases the cost of the produced electricity.

Part of the eroded particles will manage to penetrate into the core
plasma. This diminishes the fusion power in two ways. Firstly, the fu-
sion fuel will be diluted. A tokamak is characterized by an upper limit
for the plasma density, the so called Greenwald limit, beyond which the
plasma becomes unstable leading to a disruption with complete loss of con-
finement. Hence, the presence of impurities implies a decrease of the fusion
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fuel density and hereby of the fusion power. Secondly, the impurities lead
to cooling of the plasma. In the relatively cool plasma edge the impuri-
ties will be only partly ionized. The remaining electrons of the impurities
can then be excited by collisions with plasma particles and subsequently
dissipate the excitation energy by radiative decay. In the hot plasma core
the impurities are highly charged. This leads to strong acceleration of the
surrounding plasma electrons which hereby lose part of their kinetic energy
by means of Bremsstrahlung. The kinetic energy lost by line radiation and
Bremsstrahlung cools the plasma and thus also reduce the fusion power.
This radiative cooling is most important for high Z impurities.

Another very important issue is dust formation. Dust in a fusion reactor
can be produced for instance by agglomeration of eroded carbon atoms in
the plasma, flaking of redeposited layers or blister rupture. In case of a leak
radioactive or toxic dust could be released in the environment. Furthermore,
in case of a cooling water leakage hot beryllium dust could react with steam
producing hydrogen which in combination with oxygen is very explosive.
Therefore, one has to impose a safety limit for the in vessel content of
mobilizable dust in order to guarantee that even in case of an accident
evacuation of nearby living people is not needed.

Also retention of fuel and especially of tritium is an important issue.
Retention and recycling determines the fuelling efficiency. Furthermore, as
in case of dust one has to impose also a safety limit for the total in-vessel
tritium inventory due to its radioactivity. Tritium accumulation by adsorp-
tion and implantation saturates and represents only a small fraction of the
total inventory. For low Z plasma-facing materials which are significantly
eroded the tritium retention is dominated by codeposition of tritium in re-
mote areas and gaps. For high Z plasma-facing materials it is dominated
by diffusion and trapping of tritium in the bulk of the material.

If the safety limits for dust or tritium inventory are exceeded operation
of the reactor has to be stopped and the vessel has to be cleaned with
dedicated techniques which are still under development. This of course
limits the availability of the power plant and increases also the cost of the
produced electricity.

2.4.9 Candidate plasma-facing materials

For next generation fusion reactors basically three materials are envisaged:
carbon based materials such as carbon-fibre composites (CFC) and graphite,
beryllium and tungsten. The pros and cons of these materials are summa-
rized in table 2.9. CFC was originally foreseen for the vertical divertor
target plates in ITER during the non-active deuterium-deuterium phase.
It would be replaced by tungsten cassettes during the active deuterium-
tritium phase because the use of carbon would result in unacceptably high
tritium retention due to codeposition. However, recently it was decided to
start already in the non-active phase with the tungsten cassettes in order
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Table 2.9: Pros and cons of the main candidate plasma-facing materials

carbon
pros low Z material giving only limited radiative cooling

no melting and high sublimation temperature of 3200 K
good thermal shock and thermal fatigue resistance

cons high chemical erosion under hydrogen bombardment
strong degradation under neutron irradiation
strong build-up of tritium inventory in codeposits

beryllium
pros low Z material giving only limited radiative cooling

good oxygen getter reducing the oxygen impurity level
good thermal conductivity
in-situ repair possible by plasma spraying
low hydrogen solubility

cons low melting temperature of 1560 K
high physical sputtering yield
toxic
degradation and tritium production under neutron irradiation

tungsten
pros very low physical sputtering yield and no chemical erosion

high melting temperature of 3695 K
good thermal conductivity
in-situ repair possible by plasma spraying
low hydrogen solubility

cons high Z material giving substantial radiative cooling
high ductile-to-brittle transition temperature
surface degradation, cracking, embrittlement for high heat loads

to reduce the cost. Also for the remaining parts of the divertor (baffles and
dome) tungsten will be used. The ITER first wall will be covered with beryl-
lium tiles. For the demonstration fusion power plant DEMO one foresees
tungsten both for the divertor and the first wall.

Figure 2.27 shows the expected number of ITER discharges before the
safety limits for erosion, dust generation and tritium retention are reached
for different choices of plasma-facing materials according to [93]. A full
carbon ITER will very rapidly reach the safety limit for tritium retention.
A full tungsten ITER gives the largest number of discharges. However, the
flexibility with respect to disruptions is very limited in this case. Therefore,
in the original ITER design it was envisaged to use the low Z materials CFC
for the high heat flux regions of the divertor and beryllium for the first wall.
This limits the number of discharges but gives the opportunity to explore
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Figure 2.27: Comparison of the number of ITER discharges before the safety
limits for erosion, dust and tritium retention are reached for different ma-
terial choices [93]

different more operating scenarios. As explained above the CFC divertor
target plates cannot be used during the active phase and should be replaced
by tungsten cassettes. To reduce the cost the initial CFC divertor target
plates will not be used which will of course limit the explorable parameter
space of operating scenarios.
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Chapter 3

Experimental facilities

3.1 TEXTOR tokamak

The first part of this work involved modelling of material migration ex-
periments in the TEXTOR tokamak. The general characteristics of the
TEXTOR tokamak are described in the first subsection. The next two sub-
sections discuss in more detail two specific experiments modelled in this
work.

3.1.1 General description

TEXTOR was a medium sized tokamak dedicated to plasma-surface inter-
action studies at Forschungszentrum Jülich. The name is an acronym for
“tokamak experiment for technology oriented research”. Operation of the
machine started in 1983. It has been decommissioned end 2013. The design
has been described in detail in [96] and [97]. TEXTOR has a major radius
R = 1.75 m, a toroidal magnetic field BT ≤ 3 T, a toroidal plasma cur-
rent Iplasma ≤ 0.8 MA and a typical plasma pulse length of a few seconds.
The cross section is circular and the minor plasma radius can be varied
between 410 mm and 480 mm by positioning of the toroidal belt limiter or
the poloidal limiters at the top and bottom of the vessel. The panorama
photo in figure 3.1 shows the inside of the vacuum vessel with the different
limiters. Already in the eighties the device was converted from a metallic
wall machine to a low Z machine by changing the limiter material from steel
to graphite and by introducing low Z wall coatings. The distance between
the last closed flux surface and the wall components was about 10 cm and
the boundary could easily be accessed by different diagnostics. This was
very advantageous for the study of plasma-surface interaction. In addition
to Ohmic heating the plasma could by heated by means of the 4 MW neu-
tral beam injection system, the 4 MW ion cyclotron heating system and the
1 MW electron cyclotron heating system.
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Figure 3.1: Panorama photo inside the TEXTOR vacuum vessel [98]
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Figure 3.2: Schematic view of the TEXTOR limiter lock system with the
metallic nozzle and the graphite roof limiter for the methane injection ex-
periments
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Figure 3.3: Radial electron density and temperature profiles during the
TEXTOR nozzle experiment from neutral helium beam emission spec-
troscopy

Of particular interest for plasma-surface interaction studies was the spe-
cial limiter lock system in TEXTOR [99]. It allowed mounting test limiters
or diagnostic tools with dimensions of about 10 cm without breaking the
vacuum within about one hour. The test limiters could be rotated with
respect to the toroidal magnetic field and moved in the radial direction.
Electrical isolation allowed biasing and a gas supply system made it possi-
ble to inject a tracer gas into the plasma. As shown schematically in figure
3.2 good vertical and horizontal access allowed detailed optical observation
by means of a large number of optical and spectroscopic systems from VUV
to IR with high spatial and temporal resolution.

3.1.2 Nozzle experiment

During one of the experimental campaigns in TEXTOR a cylindrical metal-
lic nozzle with gas inlet was mounted at the limiter lock system as shown in
figure 3.2. This experiment was described in detail in [100] and [101]. The
surface of the nozzle was positioned 15 mm outside of the last closed flux
surface which was located at a minor plasma radius of 462 mm. The nozzle
had an outer radius of 5 mm and an inner radius of 4 mm. The surface
area at the top consisted only of an annulus with 1 mm thickness. This
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limited the light emission caused by recycled, reflected or eroded species.
The gas inlet in the centre was used to inject tracer methane molecules with
an injection rate of about 1.75 · 1019s−1. In order to be able to spectroscop-
ically distinguish light emitted by hydrogen dissociation products from the
injected methane and by hydrogen from the plasma the methane molecules
were marked with deuterium and injected in a protium plasma. 2D light
emission images were recorded from the top and the side using intensi-
fied CCD cameras equipped with interference filters for the CD Gerö band,
the C2 Swan band, the CD+ Douglas-Herzberg band and several hydrogen
Balmer lines. Methane itself has no electronic transitions in the visible or
near UV range. Additionally a set of spectrometer systems was responsible
for the integral observation of the light emission cloud due to the injected
species. The effective D/XB values for electronic transitions of dissociation
products from the injected hydrocarbon molecules were determined experi-
mentally by dividing the total number of injected hydrocarbons by the total
number of observed photons. The uncertainty on the effective D/XB val-
ues determined in this way was estimated to be below 20%. Radial electron
density and electron temperature profiles at the plasma edge were measured
at the low field side of the tokamak with neutral helium beam emission spec-
troscopy by using the line ratio of three neutral helium lines [102]. These
profiles are shown in figure 3.3. The measurement error due to uncertainties
in the atomic model is about 30% for the electron temperature and about
10% for the electron density. Local Langmuir probe and Balmer line ratio
measurements have shown that an electron temperature decrease of up to
15% can be expected around the gas inlet due to disturbance of the plasma
by the injected hydrocarbons.

3.1.3 Roof limiter experiment

During another experimental campaign a roof-like test limiter covered with
a 2 mm thick polished graphite plate was mounted at the TEXTOR lim-
iter lock system as shown in figure 3.2. The experiment was described in
detail in [103] and used basically the same set-up as in previous studies
described in [104]. The tip of the test limiter was located at the last closed
flux surface at a minor plasma radius of 460 mm. The graphite plate was
inclined at an angle of 20o with respect to the toroidal direction. The di-
mensions of the roof-like test limiter were 100 mm in the toroidal direction
and 75 mm in the poloidal direction. A small circular gas inlet 15 mm be-
hind the last closed flux surface with radius 0.85 mm allowed injection of
methane. The direction of injection made an angle of 40o with respect to
the surface normal. The methane injection rate was about 1.5 · 1019 s−1.
As in the nozzle experiment described above the volume around the test
limiter was spectroscopically observed in detail. The set-up of the spectro-
scopic diagnostics was discussed in detail in [105]. The test limiter surface
was analysed ex-situ after the experimental campaign. The thickness of
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the transparent amorphous hydrocarbon layer deposited locally around the
injection hole as visible in figure 3.2 was determined from the colours of the
interference fringes by means of colorimetry [106]. The injected methane
molecules were marked with 13C to distinguish the injected carbon from the
intrinsic carbon present in TEXTOR due to erosion of carbon based plasma-
facing materials. The ratio 13C/12C in the deposited layers was determined
using SIMS. The plasma pulses during this experimental campaign were
Ohmic discharges with toroidal magnetic field BT = 2.25 T, toroidal plasma
current Iplasma = 350 kA and pulse duration ∆t ≈ 5.5 s. The plasma pa-
rameters at the last closed flux surface were Te = 54 eV, Ti = 81 eV and
ne = 1.9 · 1018 m−3. The surface temperature of the graphite plate was
about 520 K. The ion flux on the plate was around 1022 m−2s−1 and the
average ion impact energy due to thermal motion and acceleration in the
sheath and presheath was about 250 eV.

3.2 VISIONI plasma simulator

The second part of this work involved experiments and modelling for the
VISIONI plasma simulator. The first subsection discusses the experimental
program of the device. The next subsections discuss the plasma generation
mechanism, the magnetic confinement, the sample holder, the vacuum sys-
tem and the diagnostics. The last subsection lists some typical values for
the most important plasma parameters in VISIONI.

3.2.1 Testbed for ITER first wall materials

The VISIONI plasma simulator was originally a tool to study hydrogen
isotope recycling in the ETHEL tritium laboratory at the EC-JRC Ispra
research site in Italy [107]. After the shut down of ETHEL it was decided in
2007 to transfer the machine to the Belgian Nuclear Research Center SCK-
CEN and to refurbish it. The plasma simulator was named VISIONI. This
is an acronym for “versatile instrument for the study of ion interaction”.
It is now dedicated to plasma-material interaction studies in the context of
thermonuclear fusion [108].

Small disk shaped samples with a diameter of 11.3 mm and a thickness
of 4 mm can be exposed to continuous ion bombardment for several hours
or even days with an ion flux density Φi ≤ 1021 m−2s−1 and an ion impact
energy Ei ≤ 400 eV. Most samples in VISIONI are exposed to a deuterium
plasma in order to distinguish the effects of plasma exposure from the back-
ground hydrogen present already before exposure. For specific studies it is
sometimes decided to work with H2, Ar, He, CH4, N2 or mixtures of these
elements.

It has been proposed to install the device in glove boxes in order to have
the combined capability to work with tritium, beryllium and low-activated
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Figure 3.4: Schematic view of the VISIONI plasmatron

neutron irradiated samples. Together with the in-house facilities for neutron
irradiation and post-mortem sample analysis this would allow us to study
the synergistic effects of tritium loading of the sample, ITER relevant mate-
rial mixing and neutron induced defects. Understanding this synergy is in-
dispensable for making reliable predictions for the effects of plasma-material
interaction on the inner reactor materials in next step fusion devices like
ITER.

A comparison with other plasma simulators in the fusion community
is shown in figure 3.5. It can be seen that the exposure conditions in
VISIONI are very similar to the conditions expected at the ITER first
wall, while other plasma simulators can go up to higher ion fluxes rele-
vant for the ITER divertor. Within the Trilateral Euregio Cluster (TEC)
there is now a strong focus on plasma-material interaction studies in such
plasma simulators due to their flexibility in comparison with tokamaks [109].
In addition to MAGNUM-PSI at FOM in the Netherlands and PSI-2 at
Forschungszentrum Jülich in Germany, the new JULE-PSI is now being
built at Forschungszentrum Jülich and will be able to operate with beryllium
and neutron activated materials. There are several other plasma simulators
spread around different laboratories all over the world such as PISCES-B
in the US and NAGDIS-II in Japan [110].

3.2.2 Filament driven DC discharge

Figure 3.4 shows the core of VISIONI formed by a vertically mounted cylin-
der with 29 cm outer diameter, 25 cm inner diameter and 40 cm height. An
insulating Al2O3 ring and the target plate at a height of 9.1 cm divide the
cylinder in two parts. The top part contains the electrical connections and
the feedthroughs of the conditioning and cooling system. The bottom part
is the actual plasma chamber. The schematic views in figure 3.4 indicate the
main parts of the plasma chamber. The bottom and side wall are made of
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Figure 3.5: Comparison of VISIONI with other plasma simulators [108]

SS304 stainless steel. The target plate at the top is made of SS316 stainless
steel. The whole chamber wall is actively cooled by means of a cooling fluid
circuit. Two pairs of triangularly shaped 1 mm diameter tungsten filaments
are mounted opposite to each other at the side wall. The two filament power
supply units allow circulating an electric current If ≤ 120 A through the
filaments with a potential difference Vf ≤ 12 V. In this way the filaments
can be heated Ohmically to a temperature Tf ≈ 2400 K. This leads to
thermionic emission of the primary electrons. The discharge power supply
unit allows to bias the filaments negatively with respect to the plasma cham-
ber bottom plate and side wall with a potential difference Vac ≤ 250 V. The
negative pole of the discharge power supply unit is connected to the nega-
tive poles of the filament power supply units as indicated in figure 3.6. The
primary electrons are then accelerated by the high voltage sheath around
the filaments up to energies above the electron impact ionization threshold
of the filling gas and initiate the discharge. Additionally also the target
plate can be biased negatively with respect to the plasma chamber bottom
plate and side wall with a potential difference Vat ≤ 400 V. By choosing
Vat > Vac the primary electrons are shielded from the target plate, while the
ions are accelerated towards it by the high voltage sheath and presheath.
As will be explained in 3.2.4 an exchangeable sample can be mounted at
the centre of the target plate. The impact energy of the ions on the sample
can be regulated by adapting the sample bias potential Vst with respect to
the target plate.
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Figure 3.6: Electric circuit diagram of VISIONI

3.2.3 Multidipole magnetic field configuration

The bottom plate and side wall of the plasma chamber in VISIONI are lined
by strong permanent magnets with alternating polarity. The positions of
these magnets are shown in the side and top views of the plasma chamber in
figure 3.4. Multidipole magnetic field configurations were first proposed and
tested in the early seventies by Limpaecher and MacKenzie [111]. Presently
it is a commonly used set-up for ion sources in ion beam litography, parti-
cle accelerators, ion implantation systems, proton therapy instruments and
neutral beam injectors for tokamaks [112]. The magnetic field in VISIONI
is about 0.2 T at the wall in front of the magnets, but decreases very rapidly
towards the field free centre of the chamber as will be discussed in 6.1. The
field lines are directed mainly parallel with the chamber wall. Only right in
front of the magnets one has the so called cusps where the magnetic field
lines intersect perpendicularly with the wall. These cusps are the major loss
regions of charged particles because of the strongly inhibited perpendicular
diffusion in a magnetic field, especially for electrons in a low density plasma
with limited collisionality [30]. Even charged particles heading towards one
of the cusps can be reflected back into the chamber by the magnetic mir-
roring force if they are outside of the loss cone as explained in 2.3.3. The
presence of a multidipole magnetic field has two important effects.

• The plasma density is typically increased by two orders of magnitude.
This is mainly due to better confinement of the ionizing primary elec-
trons and in lesser amount due to the increased path length of gy-
rating ionizing primary electrons and better confinement of ions and
secondary electrons [113].

• The plasma uniformity of the field free region in the centre is strongly
enhanced. This has two reasons [114]. Firstly, the strongly inhibited
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cross-field diffusion at the vessel walls leads to steepening of the den-
sity gradient at the plasma edge. Secondly, also ionization is localized
at the edge because the primary ionizing electrons are trapped by the
local magnetic field lines around the filaments.

The volume of the uniform field free region can be increased by increas-
ing the number of magnets. This leads, however, also to an increase of
the loss area at the cusps and a corresponding decrease of the plasma den-
sity. Therefore, one has to make a compromise between plasma density and
plasma volume.

All magnets in VISIONI are permanent Sm2Co17 samarium-cobalt mag-
nets. This compound consists of 2 parts of the rare earth element samar-
ium and between 13 and 17 parts of a mixture of transition metal elements,
mainly cobalt and in lesser amounts also iron and copper. Traces of zirco-
nium and hafnium are added to enhance heat treatment response. Light
rare earth elements such as samarium are strongly ferromagnetic due to the
numerous unpaired electrons in the f-shell. The Curie temperature, which
for pure rare earth elements is smaller than room temperature, can be in-
creased significantly by compound formation with cobalt. Furthermore,
the resulting compound is highly anisotropic. After neodymium magnets,
samarium-cobalt magnets are the strongest rare earth magnets. The ad-
vantages of samarium-cobalt magnets over neodymium magnets are their
higher coercivity and higher temperature ratings. The Curie temperature of
samarium-cobalt is as high as 1100 K. Below this temperature the magnetic
field is reduced only by about 3.5% for a 100 K temperature rise [115]. This
is a very beneficial property in VISIONI because the walls can be heated sig-
nificantly by the plasma and the radiation from the tungsten filaments, even
with the active cooling. More detailed information on permanent magnets
can be found in [116].

3.2.4 Sample holder

The samples exposed in VISIONI are placed in a special sample holder
which is depicted schematically in figure 3.7. The sample is supported by a
tungsten-lanthanum ring protruding 1 mm with respect to the surface of the
sample. Tungsten was chosen because it is not expected to be sputtered by
hydrogen or deuterium ions below 400 eV impact energy. The lanthanum
was added because it strongly improves the machinability. The sample sup-
ported by the tungsten ring is electrically isolated from the target plate
by a macor ring such that they can be biased with respect to each other.
Macor is a machinable glass-ceramic made up of fluorphlogopite mica in a
borosilicate glass matrix. It contains fluorine, oxygen, silicon, magnesium,
aluminium, potassium and boron. It was chosen because of its good elec-
trical and thermal isolation. The sample temperature can be controlled
by means of the cold finger. An air cooled copper element is pressed onto
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Figure 3.7: Schematic representation of the sample holder with the cold
finger in VISIONI

the back of the sample with a force of about 100 N. A pyrolytic highly
orientate graphite sheath with a thickness of 70 µm ensures good thermal
coupling between the copper element and the sample. The sample temper-
ature can be modified by tuning the gas flow rate through the cold finger.
The sample temperature is measured by means of a thermocouple in the
copper element 2 mm above the interface between the copper element and
the pyrolytic graphite sheath.

3.2.5 Vacuum system

Figure 3.8 shows that the major part of VISIONI consists of a system of
multiple oil free pumps to provide Ultra High Vacuum. The primary vacuum
system is made up of a diaphragm pump coupled with a molecular drag
pump and a turbo molecular pump with magnetic bearings. Ultra High
Vacuum is provided by two getter pumps. These are effective in adsorbing
impurities irreversibly, while hydrogen isotopes are pumped reversibly. The
system is first brought at a base pressure of 10−6 − 10−5 Pa in order to
limit impurities as much as possible. Afterwards the appropriate filling gas
is injected up to a neutral gas pressure p ≈ O.3 Pa by a combination of
valves, pressure sensors and control units.

3.2.6 Diagnostics

3.2.6.1 Overview spectrometer

The AvaSpec-2048-USB2 compact overview spectrometer from Avantes is
used in this work to study the light emission from the plasma and the
tungsten filaments. The spectrometer can observe in the range 250-770 nm
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Figure 3.8: VISIONI plasmatron and its vacuum system

Figure 3.9: Experimental setup for the spectroscopic measurements in VI-
SIONI
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Figure 3.10: Scheme of the mass and energy analyzer at the VISIONI bot-
tom plate [117]

with a spectral resolution of 0.1 nm. As shown in figure 3.9 the spectrometer
is coupled with the plasma chamber by means of an optical fiber with a lens
in front of the kodial glass window at the side of the vessel. A relative
intensity calibration for the spectrometer-fiber-lens system was performed
using an Oriel calibration source for the wavelength range 250-900 nm. The
window has no effect on the relative calibration because the kodial glass
transmission curve has a fairly constant plateau for the wavelength range
350-2000 nm.

3.2.6.2 Mass and energy analyzer

The Hiden Analytical EQP1000 [118] is coupled to VISIONI to perform mass
and energy scans of ions and neutrals in the plasma with sub ppm detection.
It can be seen in figure 3.4 installed below the plasma chamber. A schematic
view of the device is shown in figure 3.10. The sampling orifice is located
at the centre of the plasma chamber bottom plate. Behind the orifice an
internal electron impact ionizer provides the possibility to analyse not only
ions, but also neutrals. By tuning the energy of the ionizing electrons it is
even possible to study the excitation state of the neutrals using appearance
potential spectra. A 45 degree sector field energy analyser is followed by a
triple quadrupole mass filter. This allows one to perform a mass scan for a
certain energy or an energy scan for a certain mass.
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Figure 3.11: Insertion of a Langmuir probe through the VISIONI target
plate

3.2.6.3 Langmuir probe

Due to the limited amount of diagnostics available in VISIONI and the need
for decent characterization of the plasma, a movable Langmuir probe has
been manufactured during this work. From a simple IV scan with such a
probe one can estimate plasma parameters such as plasma density, plasma
potential and electron energy distribution function. As shown in figure
3.11 the probe can be inserted through the centre of the target plate where
normally the sample holder is installed. By means of a bellow one can
perform a vertical scan along the central axis of the plasma chamber up to
3 cm above the bottom plate. During operation the probe is heated very
rapidly, especially in the electron saturation regime. Therefore, a water
cooled molybdenum pin is used. The pin with radius 0.5 mm is inserted
into a ceramic tube to insulate it from the plasma except for an exposed
length of 10.3 mm. At the end of the ceramic tube the edges are not in
direct contact with the pin in order to avoid that the effective probe area
would increase due to deposition of a conductive coating on the ceramic in
contact with the pin.

3.2.7 Typical plasma parameters

Plasma physics is a very complex topic. It is almost never possible to
perform exact calculations. It is important to have a good idea about the
order of magnitude of the plasma parameters in order to be able to use the
appropriate approximations in the calculations. The plasma parameters in
VISIONI are determined by

• the temperature of the tungsten filaments Tf ≈ 2400 K
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Table 3.1: Some typical numbers for the VISIONI plasmatron

hot electrons cold electrons ions neutrals

T [eV] 20-25 1-2 0.025 0.025
n [m−3] 1015 1017 1017 1020

λc [cm] 100 10 1
τc [s] 10−7 10−7 10−7

Rcycl [mm] 0.1− 20 0.02− 3 0.2− 40
τcycl [s] 10−10 − 10−8 10−10 − 10−8 10−7 − 10−5

• the neutral gas pressure p ≈ 0.3 Pa

• the discharge potential difference Vac ≈ 80 V

The limited variation of these operational parameters during a normal dis-
charge, however, do not change the plasma parameters drastically. This
subsection summarizes the order of magnitude of the most important num-
bers for a deuterium plasma in VISIONI. The elaborate justification of these
numbers is given later in 6.3 based on analytical calculations, numerical sim-
ulations and measurements. Table 3.1 lists some important numbers used
throughout this work.

The most commonly used parameters to characterize a plasma are the
density and the energy distribution of the different plasma particles. For
a deuterium plasma in VISIONI the neutrals are primarily molecules with
a negligible fraction of atoms. The deuterium molecules are at room tem-
perature and their density can simply be determined from the neutral gas
pressure and the ideal gas law. The ionization degree during normal opera-
tion is below 0.1%. The electrons have a bi-Maxwellian energy distribution.
The majority of the electrons belong to a cold population with a temper-
ature of about 1-2 eV. A small fraction of about 1-2% of the electrons
belong to a hot population with a temperature of about 20-25 eV. The ions
are dominated by D+

3 and D+
2 with a negligible fraction of D+ and D−.

The ion temperature is around room temperature due to the very inefficient
energy transfer between light electrons and much more massive ions. But
the energy of the ions can be of the order of 1 eV due to acceleration in
the presheath of the negatively biased target plate. Ions hitting the target
plate get an additional acceleration in the thin high voltage sheath close to
the target plate. This leads to an increase of their energy with an amount
qeVac. The typical densities and temperatures of the different particles in
VISIONI are summarized in table 3.1.

Several important length scales exist in a plasma. First of all one has the
size of the plasma chamber. In VISIONI the plasma chamber is cylindrical
with 25 cm diameter and 9.1 cm height. Another important length scale in
a plasma is the Debye length LD. This is the length scale over which the
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quasi-neutrality of a plasma can be violated. The effect of an electric charge
immersed in a plasma is limited to a few Debye lengths due to shielding by
the charged plasma particles. The low voltage sheath at the side wall and
bottom plate of the plasma chamber is, therefore, only a few Debye lengths
thick. The high voltage sheaths around the target plate, the sample and
the filaments have a larger thickness of about 15 Debye lengths, as can be
calculated from equation (2.202). Using equation (2.15) and the values from
table 3.1 one finds that for VISIONI

LD ≈ 0.02− 0.10 mm (3.1)

The next important numbers are the collision mean free path λc and the cor-
responding collision time τc. In VISIONI collisions with neutrals dominate
due to the low ionization degree. Therefore, λc and τc can be calculated
from the neutral density and the collision cross sections and reaction rates
as was explained in 2.3.4.5. The relevant cross section data can be found in
[119], [120], [121], [122], [123] and [124]. The resulting values for λc and τc
are summarized in table 3.1. The plasma in VISIONI is magnetized by the
permanent samarium-cobalt magnets. The magnetization is characterized
by the cyclotron or Larmor radius Rcycl and the associated cyclotron period
τcycl that can be calculated according to the formulas in 2.3.3. Table 3.1
summarizes the typical values for Rcycl and τcycl for hot electrons, cold elec-
trons and ions for the magnetic field range between 0.001 T in the central
field free region and 0.2 T in the edge right in front of the pole of one of the
samarium-cobalt magnets.

During exposure of a sample to the plasma the crucial parameters are
the ion impact energy and the ion flux. The ion impact energy is determined
by the potential difference between the sample and the plasma. The plasma
is slightly positive with respect to the anode due to charging of the walls.
However, this potential difference is of the order of the electron temperature
and thus negligible with respect to the much higher potential difference Vas
between the sample and the anode. Therefore, the ion impact energy is
given in good approximation by qeVas which is typically around 100 eV.
The ion flux impinging on the sample can easily be determined from the
measurement of the electric current collected by the sample. It can also be
calculated based on the plasma parameters listed in table 3.1. According to
the theory in 2.3.6 and 2.3.7 the ion velocity at the sheath edge is given by
the Bohm velocity and the plasma density is decreased in the presheath by
a factor of about 0.6. The ion flux is thus given by

Φi ≈ 0.6ne

√
kTe
mi
≈ 1019 − 1020 ions/m

2
s (3.2)
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Chapter 4

Numerical tools

4.1 ERO material migration code

An important part of this work deals with modelling of material migration
in fusion relevant devices with the ERO code. Modelling with ERO allows
more detailed interpretation of the experimental results. The ERO code is
briefly described in the first subsection. The next two subsections discuss
the code developments in ERO performed during this work. Subsection 4.1.2
describes the update of the plasma-surface interaction database in ERO,
while subsection 4.1.3 explains how a new version of ERO was developed
for simulating material migration experiments in VISIONI.

4.1.1 Description of the code

The ERO code was developed to simulate erosion, transport and deposition
of impurities in fusion relevant devices in 3D. The majority of the physical
phenomena are simulated by means of a Monte Carlo algorithm in combi-
nation with an extensive database of the most recent atomic and molecular
data for plasma chemistry and plasma-surface interaction. The code is well
established and widely used within the fusion community. ERO develop-
ment started already in 1993 to simulate material migration in JET [125].
Presently the default version is used to simulate material migration in TEX-
TOR [126]. By means of conditional compilation directives also versions for
simulating material migration in JET [127], ITER [128], PISCES-B [129],
[130], PILOT-PSI [131] and AUG [132] have been implemented in ERO.

Setting-up a simulation for a specific experiment requires input of the
plasma-facing materials geometry and composition and routines for calcu-
lating plasma parameters such as plasma flow, electron temperature, ion
temperature, electron density, ion density, impurity concentrations, elec-
tric field and magnetic field at any location inside the simulation volume.
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Figure 4.1: Scheme of the physics simulated by the ERO code
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Figure 4.2: One time step in the ERO code
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These routines can be based on an analytical model as was done for TEX-
TOR [126], on measurements as was done for PISCES-B [129] and PILOT-
PSI [131] or on plasma simulations as was done for JET [127] and ITER
[128]. It is implicitly assumed that these plasma parameters remain con-
stant throughout the whole simulation. This means that ERO simulations
are only appropriate in case the plasma is not significantly influenced by
eroded or externally injected impurities.

During the simulation ERO keeps track of the time evolution of the
plasma-facing materials surface composition. After each simulation time
step the surface composition is updated. The composition is calculated on
a user specified surface mesh by assuming that erosion and deposition occur
in a homogeneous interaction layer with a user specified thickness. The
simulation time step has to be chosen small enough such that the eroded
fraction of the interaction layer is small.

The physics simulated by ERO is depicted schematically in figure 4.1.
The work flow in ERO will now be discussed in more detail by following
the code during one simulation time step ∆t as shown also schematically in
figure 4.2.

1. ERO calculates for each surface cell, for each plasma species and for
each surface species the number of physically sputtered atoms Nphys
according to

Nphys = cfS∆t cosβ
ne
Zeff

√
k(Te + Ti)

m
< YBY > (Ti, Te, Z) (4.1)

with c the concentration of the surface species, f the fraction the
plasma species contributes to the total ion flux, S the surface cell
area, β the angle between the magnetic field and the surface cell
normal, Zeff the average ion charge and m the mass of the plasma
species. YBY is the Bohdansky-Yamamura sputtering yield or the re-
cently implemented Eckstein sputtering yield averaged according to
the Abramov approach. The yield is averaged over the angle and en-
ergy distributions of the impinging ions by assuming that the energy
of the impinging plasma species can be described by a Maxwellian
distribution with ion temperature Ti and a shift due to acceleration
in the sheath potential drop depending on electron temperature Te
and the plasma species charge state Z [133]. The average sputtering
yields were precalculated and stored in data files for different plasma
species, charge states, surface species, ion temperatures and electron
temperatures.

2. ERO calculates for each surface cell the number of chemically eroded
carbon atoms Nchem by impact of hydrogen or oxygen ions from the
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plasma according to

Nchem = cfS∆t cosβ
ne
Zeff

√
k(Te + Ti)

m
Ychem (4.2)

This calculation is very similar to the one for physical sputtering in
the first part. The only difference is the erosion yield. The chemical
erosion yield Ychem is usually a constant user defined value deduced
from experiments. For hydrogen on carbon it is also possible to use
the analytical model described in 2.4.3. Recently also chemical erosion
of beryllium has been implemented in the code.

3. ERO calculates for each surface cell and for each plasma impurity ion
the number of deposited ions Ndep according to

Ndep = fS∆t cosβ
ne
Zeff

√
k(Te + Ti)

m
(1−R) (4.3)

with R the effective reflection probability. The reflection probabilities
were precalculated with the TRIM binary collision code [62] and stored
in data files for different plasma impurity ions, surface species, impact
energies and impact angles. The effective reflection probability R is
calculated by averaging over the different surface species and by using
an appropriate mean impact angle and a mean impact energy taking
into account the thermal energy of the ions and their acceleration in
the presheath and the sheath.

4. In case an external impurity source injects impurity particles into the
plasma with a certain rate Rsource ERO tracks these particles. The
number of simulation particles Nsim starting each time step ∆t from
the source is defined by the user. Typically the number of real particles
injected per time step Nreal = Rsource∆t is huge. Thus simulation
particles are super-particles representing Nreal/Nsim real particles.
The distributions of the starting positions and starting velocities of
the externally injected particles can be specified by the user. ERO
allows to inject atoms, hydrocarbon molecules and recently also BeD
has been implemented.

The life of such a tracked particle is depicted schematically in figure
4.3. The motion of the particle is followed with a time step small
enough to resolve the gyromotion in the magnetic field. For a neutral
particle the trajectory is a straight line in between possible collisions
with the neutral gas particles. Each time step it is checked whether
a chemical reaction occurred due to electron or ion impact from the
plasma. For atoms and atomic ions Maxwellianly averaged reaction
rate coefficients are provided from the ADAS database [134] or ac-
cording to the Lotz formula [135]. For hydrocarbon molecules and
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Figure 4.3: Life of a tracked particle in the ERO code

molecular ions the rate coefficients are provided from the HYDKIN
database [136] described in [137]. If a reaction occurred the chem-
ical status, the energy and the velocity of the particle are updated.
ERO can also keep track of light emission due to tracked particles
corresponding to specific transitions. This is calculated using pho-
ton emission rate coefficients which are also provided from the ADAS
database for atoms and the HYDKIN database for molecules.

Once the tracked particle is ionized its trajectory deviates from a
straight line due to electric and magnetic fields. Cyclotron motion
around the magnetic field lines, acceleration along the magnetic field
lines and perpendicular drifts are implicitly taken into account by
integrating the equation of motion with the Boris-Leapfrog particle
pusher with an integration time step sufficiently small in comparison
with the cyclotron time. Anomalous diffusion perpendicular to the
magnetic field can be taken into account by specifying a perpendic-
ular diffusion coefficient or by using the Bohm diffusion coefficient.
Also a friction force due to the plasma flow is taken into account by
means of the Focker-Planck method based on Spitzer relaxation times.
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This method results from solving the Boltzmann equation with the
Coulomb collision term. ERO also includes higher order effects of the
friction force by considering a thermal force due to gradients in elec-
tron and ion temperature. The position, energy and velocity of the
particle are updated each integration time step.

After each integration time step it is checked whether the particle has
hit the surface of the plasma-facing materials. If the particle hits the
surface it can be either reflected or deposited. As the impact angle
and impact energy of a particle is known the reflection probability for
atoms and atomic ions can easily be interpolated from the precalcu-
lated TRIM data. Reflected atoms and atomic ions are re-emitted
as neutrals with an angle and energy sampled from the appropriate
distributions as precalculated also with TRIM. They are then tracked
further. For molecules and molecular ions the reflection probability
and the angle distributions, energy distributions and chemical status
of reflected species have to be specified by the user. These data should
be based on experimental findings or MD simulations. Deposited par-
ticles are no longer tracked. If a tracked particle hits the surface it can
also lead to physical sputtering. The number of sputtered particles
can easily be calculated using the Bohdansky-Yamamura or Eckstein
formula. Particles can also leave the simulation volume. They are then
no longer tracked. Therefore, the simulation volume should be large
enough such that tracked particles leaving the volume have negligible
chance of coming back to the surface of the plasma-facing materials.

5. ERO tracks for each surface cell the particles physically sputtered by
the plasma ions during this simulation time step and by the tracked
particles in the previous simulation time step. The number of simu-
lation particles released per surface cell is specified by the user. The
particles are released as neutrals with a Thompson energy distribu-
tion around the surface binding energy and a cosine angle distribution
around the surface cell normal. They are tracked as described above.

6. ERO tracks for each surface cell the methane molecules chemically
eroded by the plasma hydrogen ions during this simulation time step.
The number of simulation particles released per surface cell is speci-
fied by the user. The particles are released with a Maxwellian energy
distribution for the surface temperature and a cosine angle distribu-
tion around the surface cell normal. They are tracked as described
above.

7. Before going to the next simulation time step the concentrations of the
interaction layer are updated for all surface cells by taking into account
physically sputtered, chemically eroded and deposited particles.

Presently it is also possible to use a coupled version of ERO with the
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SDTrimSP binary collision code to treat reflection, deposition and physical
sputtering in a more realistic way [138]. Coupling ERO with a MD code
would be even more realistic. Unfortunately this is computationally too
demanding [139]. An alternative is of course using MD databases in ERO
instead of the TRIM databases. However, presently only limited data are
available.

During ERO simulations a lot of output is generated. Most important
are the 2D erosion/deposition and 3D light emission patterns because they
can directly be compared with experimental results. With ERO it is also
possible to separate the effects of different phenomena such as prompt re-
deposition of eroded particles, chemical erosion, physical erosion, tracked
particle effects and plasma effects. This is information that cannot easily
be obtained experimentally. It can be used to improve our understanding
of the complex interplay of different material migration processes.

4.1.2 Updated plasma-surface interaction database

During this work the plasma-surface interaction database in ERO was up-
dated. As will be explained in chapter 5 the aim was to check whether
this improved model would be able to explain the need for enhanced re-
erosion of redeposited particles in previous ERO studies of the roof-limiter
methane injection experiments in TEXTOR. The improved model involves
three main changes and a few minor corrections which are discussed below.

4.1.2.1 Erosion due to hydrogen from injected methane

An important class of experiments simulated with ERO involves injection
of methane from an external source into the plasma. The injected methane
gives rise to different hydrogenic species by dissociation under influence of
electron and proton impact in the plasma. In the past ERO did not track
these hydrogenic species. However, chemical erosion and physical sputtering
of the plasma-facing materials by these hydrogenic species can be significant.
Therefore, tracking of hydrogenic species has been implemented in ERO.

The processes taken into account for usual tracked particles are now also
taken into account for the hydrogenic species. Electron impact reaction
rates for hydrogen molecules were taken from the HYDKIN database [136].
Proton impact reactions were found to be negligible for the conditions in
the TEXTOR scrape-off layer. The values for kinetic energy release ∆Ekin
during the different dissociative reactions were taken from [140]. Each of the
dissociation products gets hereby an additional kinetic energy Ei depending
on its mass mi according to

Ei =
µ

mi
∆E (4.4)
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with µ the reduced mass of the dissociation products which can be calculated
as

1

µ
=

N∑
i=1

1

mi
(4.5)

The dissociation products are emitted in a random direction uniformly dis-
tributed over a sphere. The ionization and Balmer line emission rate coef-
ficients were taken from the ADAS database [134]. Reflection probabilities
for hydrogen atoms and atomic ions were calculated as function of impact
angle and impact energy with the TRIM binary collision code [62]. The
molecular hydrogen reflection probabilities are discussed in 4.1.2.3. In addi-
tion to the physical sputtering, which is covered in 4.1.2.2, carbon can also
be chemically eroded by hydrogen. This process is, however, very complex
and as explained in 2.4.3 depends on a variety of parameters such as surface
temperature, surface composition, impact angle, impact energy and flux. It
is very difficult to take into account all these dependencies correctly and,
therefore, a simplified model has been used. H, H+, H2 and H+

2 are assumed
to cause chemical erosion of carbon with a constant yield of 2%. This is
a typical value observed for chemical erosion by hydrogen ions by means
of light emission spectroscopy during similar Ohmic TEXTOR discharges
with surface temperature of the roof limiter around 250oC, ion impact en-
ergy around 250 eV and ion flux around 1018 ions/cm2s. These TEXTOR
experiments also showed that deposited amorphous hydrocarbon layers typ-
ically contain about 50% of hydrogen. Therefore, the hydrogen in excess of
50% is released thermally as hydrogen molecules.

4.1.2.2 New Eckstein formula for physical sputtering

In the past physical sputtering yields for the background plasma and tracked
particles were calculated in ERO with the Bohdansky-Yamamura formula.
However, as discussed in 2.4.2 this formula performs badly around the
threshold energy and for self-sputtering. Therefore, the more realistic Eck-
stein fitting formulas (2.236) and (2.241) for the energy and angle depen-
dence of the sputtering yield have been implemented in ERO. However, in
ERO the formulas are used with fitting parameter values different from the
values listed in [58]. The presence of hydrogen in the surface layer has an
influence on the physical sputtering yield. Therefore, the Eckstein formu-
las have been fitted to SDTrimSP simulation results for a carbon surface
with 50% hydrogen content. In these simulations the carbon surface bind-
ing energy was kept unchanged at the value of 7.4 eV, while for hydrogen
a surface binding energy of 1 eV was assumed. The Eckstein formulas are
used directly for tracked species in ERO. For CHx and CH+

x the bounded
hydrogen atoms are neglected and the same formulas as for carbon are used.
For hydrogen molecules the fitting formula for the hydrogen sputtering yield
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is used. It is sufficiently realistic to assume that the yield of H2 is the same
as that of two hydrogen atoms with half of the H2 energy as was discussed
in 2.4.2. For the background plasma, the sputtering yields were averaged
over the angle and energy distributions of the plasma ions. These distri-
butions were determined with ERO. As usually background species are not
followed in ERO, special ERO runs have been performed with injection of
background species into the plasma. The species were followed up to arrival
at the limiter surface. This is a more realistic approach than the Abramov
averaging used before.

4.1.2.3 Tichmann MD hydrocarbon sticking probabilities

Reflection of atoms and atomic ions is treated in ERO according to pre-
calculated data from TRIM binary collision simulations. This approach
cannot be used for molecular species because chemical effects are not taken
into account in TRIM. Due to the lack of relevant experimental or mod-
elling data, the ERO approach used to be very simplified. The molecular
reflection probabilities were constant and defined by means of an input pa-
rameter. Usually, for neutral hydrocarbons total reflection was assumed.
Ions typically had a smaller reflection probability of 0.1. Considering their
acceleration by the sheath potential, they penetrate deeper into the surface
and have smaller chance of escape. However, variations of these reflection
coefficients also have been studied.

As discussed in 2.4.7 new MD results were published recently by Tich-
mann [92] and Ohya [80] for hydrocarbons impinging on amorphous hydro-
carbon layers. The very convenient formulas from Tichmann were imple-
mented in ERO to calculate the reflection probability of tracked hydrocar-
bons as function of their impact angle and energy. The Tichmann formulas
are also used for carbon atoms and ions because MD simulations are as-
sumed to be more realistic than BCA simulations for energies below 100 eV
which are typical for tracked particles in ERO for TEXTOR and VISIONI.
The studies performed by Tichmann were in the impact energy range be-
tween 5 and 100 eV. The studies performed by Ohya were only at normal
incidence, but for impact energies as low as 0.01 eV. Therefore, for impact
energies below 5 eV the reflection probability is interpolated from the Ohya
data and multiplied with the angular dependence factor from Tichmann for
an impact energy of 5 eV. For hydrogen molecules the former assumption
of reflection probability 1 for neutrals and 0.1 for ions is still used due to
lack of relevant data.

4.1.2.4 Some minor corrections

Apart from the main improvements described above, some minor corrections
have been applied in ERO. Before, tracked particles were always released
from the surface starting at the centre of a surface cell. Now reflected
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particles start from the exact location where they hit the surface. Externally
injected particles start uniformly distributed over the surface of the injection
hole. Sputtered particles start uniformly distributed over the whole surface
cell. Before, externally injected particles could be emitted directly into
the surface. They are emitted according to a cosine distribution centred
around the injection direction. If the injection direction does not correspond
with the surface normal, as for the TEXTOR roof limiter experiment, this
leads to particles hitting the surface immediately upon release. This is
now avoided by sampling a new velocity for such particles until they are
no longer emitted directly into the surface. Before, particles returning to
the surface at the location of the injection hole were either reflected or
deposited. Now they are re-injected into the plasma as a neutral with a
velocity sampled from a Maxwellian with a cosine angle distribution centred
around the injection direction.

4.1.3 ERO-VISIONI

During this work a new version of ERO was developed to simulate the ex-
perimental campaign in VISIONI discussed in 7.3 during which graphite
samples biased at −80 V with respect to the side and bottom of the plasma
chamber were exposed to a deuterium plasma with simultaneous injection of
trace amounts of 13CH4. The first important change in ERO was of course
the geometry. The target plate and the graphite sample in the centre are
represented by a disc as this is one of the standard geometries that can
be specified in the ERO parameter file. The composition of the stainless
steel target plate is taken to be pure iron, while the graphite sample is
taken to be pure carbon. The protruding macor and tungsten-lanthanum
rings of the sample holder are not taken into account. Tracked particles
can also be reflected or deposited on the side wall and bottom plate of
the VISIONI plasma chamber. For hydrocarbon molecules and carbon the
Tichmann sticking probabilities discussed in 4.1.2.3 are used as the side and
bottom in VISIONI are observed to be net deposition areas where amor-
phous hydrocarbon layers are formed due to the magnetic field shielding
these walls from the impinging ions. Re-erosion of species deposited on the
side wall or bottom plate is not taken into account as this would require a
more sophisticated surface mesh and a drastic increase of the needed CPU
time. Furthermore, re-erosion from the side wall and bottom plate is not
expected to be an important effect because ions can only hit the side wall
and bottom plate at the poles of the permanent magnets and their energy
is typically only a few electron volts. Impinging neutrals also do not lead to
erosion because the surface temperature of the walls of about 310 K is too
low for thermally activated chemical erosion. The external source for the
injection of 13CH4 is located at the side window 90o rotated with respect
to the tungsten filaments at 4.1 cm above the bottom plate.

Another important change in ERO considers the spatial dependence of
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the electromagnetic field. The magnetic field of VISIONI is read from a
data file with magnetic field values precalculated according to the analyti-
cal equations deduced in 6.1. This approach drastically reduces the needed
CPU time in comparison with direct use of the analytical equations. The
electric field in VISIONI could be characterized only with limited precision
as discussed in 6.3.4.4. The Langmuir probe measurements along the cen-
tral axis of the plasma chamber showed that the electric potential increases
about 1 eV from the sheath edge at the target plate towards the centre of
the plasma chamber. The plasma simulations with the VMCPT code could
not be used to calculate the electric field self-consistently. The simulations
only indicated that the sheath potential drop at the side and bottom of the
plasma chamber is of the order of 2.5 eV. Therefore, only a simplified elec-
tric field spatial dependence could be implemented in ERO. The presheath
caused by the strongly negatively biased target plate is approximated by the
1D profile of equation (2.199) with a potential drop of 1 eV and a width of
5 cm in accordance with the Langmuir probe measurements. The sheath at
the target plate is approximated by the Child-Langmuir sheath in equation
(2.201) with a potential drop of 82.5 eV in accordance with the VMCPT
simulations. So the electric field in ERO only has a vertical component.

The spatial dependence of the plasma parameters had to be adapted as
well. The spatial dependencies of the plasma density, the ion flux on the
target plate and the electron energy distribution function were calculated
with the VMCPT code as will be explained in 6.3.4. The calculated values
were stored in data files and are read from these files when starting an
ERO simulation. As explained in 6.3.2 the electron energy distribution
function in VISIONI is not Maxwellian but bi-Maxwellian with a cold and
a hot electron population. Therefore, the reactions probabilities in ERO are
calculated for VISIONI by taking the weighted average of the Maxwellian
rate coefficients for the cold and the hot electron population. As the ions
in VISIONI are not heated the ion temperature was taken equal to room
temperature.

The ion flux on the target plate read from the data file is used directly
to calculate the amount of particles sputtered, reflected and deposited at
each surface cell of the target plate and the sample. As explained in 6.3.3
for standard operating conditions the ions are dominated by D+

3 ions. For
carbon the physical sputtering yield is calculated according to the Abramov
averaged Eckstein sputtering yield as before assuming that the yield for a
D+

3 ion with energy E is equal to three times the yield for a D+ ion with
energy E/3. The chemical sputtering yield per impinging D+

3 ion was taken
to be equal to 0.14 which corresponds to the average value deduced from
the experimental campaign presented in 7.2 when the target and the sample
are biased negatively with respect to the side and bottom of the plasma
chamber with a potential difference of 80 V. This value takes into account
the observed enhancement of the chemical sputtering which is probably
caused by molecular ion effects. Sputtering of the iron from the target plate
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is not taken into account as the impact energy per deuteron of about 30 eV
is too low to cause significant sputtering of iron.

Due to the low ionization degree and the low plasma density in VISIONI
other processes are important in comparison with TEXTOR. It is important
for VISIONI to include also recombination of tracked ions and collisions of
tracked species with the neutral gas. These processes were already imple-
mented in ERO for other devices and simply had to be switched on in the
parameter file. The friction force experienced by the tracked ions was not
taken into account because the spatial dependence of the ion flow velocity
is not accurately known in VISIONI. However, as the plasma density in VI-
SIONI is very low, this is not expected to be an important effect. Finally,
tracked species hitting the target plate can be lost through a 1 mm gap at
the edge of the target plate. This takes into account the neutral gas flow
along the edge of the target plate in VISIONI which leads to continuous
refreshing of the neutral gas.

4.2 VMCPT code

The VISIONI plasma simulator was described in detail in 3.2. The limited
amount of diagnostics available in the device could not provide all plasma
properties required as input for the new version of the ERO code for VI-
SIONI. Therefore, it was decided to develop a plasma simulation code to
simulate hydrogen plasmas in VISIONI in detail. The first subsection dis-
cusses the choice of the most appropriate simulation technique for VISIONI.
The details of the code are explained in the subsequent subsections. More
technical details concerning compiling and running of the code and a short
description of the different parts are given in appendix F.

4.2.1 Simulation technique

The most commonly used plasma simulation techniques were introduced in
2.3.2. It was shown that fluid simulations are very convenient to obtain
spatially resolved information on plasma composition, plasma density and
self-consistent electromagnetic field. Fluid simulations require certain as-
sumptions for the velocity distributions of the plasma species in order to
close the infinite series of moments of the Boltzmann equation. However,
the collisionality between the charged particles in VISIONI is limited due
to the low ionization degree of about 0.1%. Thus it is expected that the
velocity distributions are far from Maxwellian. Furthermore, the applied
electric fields are rather strong. Therefore, it is important to include non-
equilibrium effects. Fluid simulations are thus ruled out for VISIONI.

Non-equilibrium effects can be taken into account with PIC-MCC simu-
lations. In VISIONI the presence of the primary electron emitting tungsten
filaments and the magnets break the cylindrical symmetry of the plasma
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chamber. Hence, 3D simulations are necessary. Unfortunately, in the frame-
work of this work it was not possible to develop a 3D PIC-MCC code for
the scale of VISIONI. This is computationally extremely demanding and,
if even possible, requires the development of a very sophisticated massively
parallelized PIC-MCC code and the use of a very powerful supercomputer.
The bottleneck is the self-consistent calculation of the electric field on a 3D
grid resolving the Debye length of about 0.1 mm in VISIONI. This requires
solving Poisson’s equation every time step on a grid with about 109 grid
points.

It was decided to develop a Monte Carlo charged particle tracking code
without self-consistent calculation of the electromagnetic field. The code
was named VMCPT, which stands for VISIONI Monte Carlo Charged Par-
ticle Tracker. The simulation scheme is shown in figure 4.4. It is based on
that of PIC-MCC in figure 2.10, but the time consuming self-consistent elec-
tromagnetic field calculation step is eliminated by using approximations for
the electromagnetic field as will be explained in detail below. The simulation
starts with a uniform, time-independent neutral fluid with a Maxwellian en-
ergy distribution. Then a loop is iterated each time step until steady state
is reached. The loop has four parts. Firstly, the heated tungsten filaments
thermionically emit new electrons. These energetic primary electrons drive
the discharge by electron impact ionization. Next, the equation of motion
is integrated for all charged particles and their positions and velocities are
updated. The charged particle motion is determined by the electromagnetic
field. Collisions with the wall are treated using the Monte Carlo method.
Charged particles hitting the wall are either absorbed or reflected and can
lead to the emission of secondary electrons. This is an important sink and
source of charged particles. Finally, the charged particles are allowed to
collide with each other and with the neutrals by means of a Monte Carlo
scheme. Particles can be created or destroyed and the change in energy
and velocity is taken into account. For the generation of pseudo-random
numbers in the Monte Carlo algorithms the code makes use of the RAN-
LUX library [141]. The most important aspects of the VMCPT code will
be elaborated in more detail in the next subsections.

Similar Monte Carlo codes have been developed for other filament driven
multicusp discharges [142], [143], [144]. There are also several reports on
global model simulations with a finite difference electron Boltzmann solver
for the electron energy distribution function [23], [145], [146], [147]. Such
simulations are often used to study negative hydrogen production. In that
case a global model is perfect because a lot of chemical reactions and vibra-
tionally excited species have to be taken into account. However, in VISIONI
negative hydrogen is not important. Furthermore, a global model cannot
explicitly take into account electromagnetic fields and does not provide spa-
tial information. Therefore, a Monte Carlo charged particle tracker was
considered to be the best option for this work.
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check for collisions with walls, reflect or absorb 
charged particles and release secondary electrons

let the charged particles collide, update their 
velocities and release new charged particles

release new filament electrons

uniform time-independent neutral 
fluid with Maxwellian energies

integrate equation of motion and update 
charged particle positions and velocities

Figure 4.4: Basic steps of the VISIONI Monte Carlo charged particle tracker
code

4.2.2 Charged particle tracking

A hydrogen plasma can generally contain electrons, H+, H+
2 , H+

3 , H−, H2

and H. Electrons, H+
2 and H+

3 are tracked particles in VMCPT. As explained
in 6.3.3 H+ and H− are not important in VISIONI. Therefore, they are
usually not tracked. If desired H+ can be tracked. For H− this is not
possible because it requires taking into account a lot of additional reactions
and vibrationally excited species which are not implemented in the code.
Neutrals are very important in VISIONI due to the low ionization degree of
about 0.1%. It is, however, not needed to track the neutrals. It is realistic to
treat the neutral gas as an unchangeable uniformly distributed background
fluid with a Maxwellian energy distribution. The temperature of the gas
can be adapted in the input file and is usually taken to be equal to the
ambient temperature. The neutral density decrease due to ionization and
the fraction of excited neutrals are negligible because of the low ionization
degree. As explained in 6.3.3 the dissociation degree of the H2 gas is very
low and the presence of H can also be neglected. H atoms are, therefore,
only taken into account in case H+ tracking is activated. The main sources
of H atoms [148] are then taken into account: dissociative recombination
of H+

3 impinging on the wall [149], thermal dissociation of H2 impinging on
the hot surface of the tungsten filaments with a probability around 20-30%
[150] and electron impact dissociation of H2 by excitation to the dissociative
b3Σ+

u state or one of the higher triplet states followed by radiative decay
to the b3Σ+

u state as will be explained in 4.2.6.1. Also the main loss of H
atoms [148] is taken into account: recombination at the stainless steel walls
of the plasma chamber with a probability of about 10% [151].

4.2.3 Thermionic primary electron emission

For the thermionic emission of primary electrons from the heated tung-
sten filaments one has to specify in the input file the filament heating cur-
rent If , the discharge potential difference Vac, the potential drop over one
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filament Vf , the primary electron emission rate Rpe and the number of
super-electrons emitted per time step in the simulation Nes. The filament
temperature Tf is then calculated by the code according to the empirical
relation

Tf = 862.64 + 16.87If (4.6)

from a linear fit to pyrometer measurements in VISIONI in the absence
of plasma. In principle Rpe can also be calculated from the Richardson-
Dushman equation (2.225). However, this equation has an exponential de-
pendence on Tf and the work function of the filament surface EW , two
parameters that are known only with a limited precision. Tf can signifi-
cantly deviate from the empirical relation (4.6) measured in vacuum due
to the additional discharge current extracted by the negative lead of the
filaments during plasma operation [152]. Also EW can deviate from the
theoretical value of about 4.55 eV for pure polycrystalline tungsten due to
the possible presence of absorbants. Therefore, it was decided to specify
Rpe as an independent parameter in the input file. The primary electrons
are tracked in VMCPT as super-particles. The weight of one super-particle
is determined by Rpe, Nes and the length of the time step.

The starting position ~r and velocity ~v of an emitted primary electron
are determined with a Monte Carlo algorithm. ~r is picked from a uniform
distribution over the surface of the filaments. It is explained in 2.4.1 that
~v is distributed in good approximation according to a Maxwellian distribu-
tion with temperature Tf . As discussed in 2.3.1 this is equivalent to picking
three orthogonal velocity components independently from each other from
a Gaussian distribution with mean zero and standard deviation

√
kTf/me.

The velocity component normal to the filament surface vn has a lower limit√
2EW /me in order to guarantee that the electron can overcome the sur-

face potential barrier. Lower velocities can efficiently be rejected with the
Marsaglia algorithm as discussed in appendix E.6. To take into account the
energy lost by surmounting the surface potential energy barrier with height
EW and the energy gained due to acceleration in the sheath potential drop
around the tungsten filament vn is immediately increased with a value dvn
according to the relation

1

2
me(~v + dvn~en)2 =

1

2
me~v

2 − EW + qe(Vac − fVf ) (4.7)

Here ~en is the unit vector normal to the filament surface. The sheath
potential drop is taken to be equal to the discharge potential Vac diminished
by a fraction f of the potential drop over the filament Vf . This fraction
f depends on the exact starting location of the considered electron. It
increases linearly with the distance from the end of the negative lead of the
filament from 0 up to 1.
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4.2.4 Electromagnetic field

Calculating the electromagnetic field in VISIONI self-consistently is compu-
tationally too demanding as was explained in 4.2.1. Therefore, the fields in
VMCPT are predefined. For the magnetic field this does not involve drastic
approximations. The magnetic field created by the permanent samarium-
cobalt magnets was calculated analytically and verified by means of Hall
probe measurements as explained in 6.1. The magnetic field due to the
heating current If running through the tungsten filaments was calculated
analytically as well. The magnitude of this field is proportional to the value
of If specified in the input file. The magnetic field created by the currents
due to the charged particles in the low density plasma of VISIONI is much
weaker. The plasma current integrated over the whole target plate typi-
cally sums up to about 2 A, while the current through the 1 mm diameter
tungsten filaments is usually around 80 A. The calculations and measure-
ments in 6.1 will show that the permanent samarium-cobalt magnets have
an equivalent surface current density of about 106 A/m. Therefore, the
magnetic field induced by the weak plasma currents can safely be neglected
with respect to the magnetic field of the tungsten filaments and the perma-
nent samarium-cobalt magnets. The code has two options to calculate the
magnetic field. The first option is to calculate the magnetic field at runtime
using the equations derived in 6.1.1. The second option is to interpolate
the magnetic field from a 3D grid. A grid spacing of 0.9 mm was chosen as
a compromise between precision and CPU time. The magnetic field values
on this grid are read at the beginning of the simulation from a data file
containing precalculated magnetic field values. This method is less precise
due to the finite grid spacing, but it leads to a drastic reduction of the CPU
time.

For the electric field the situation is more complicated. In the absence of
the plasma it is rather straightforward to calculate the electric field with for
instance a finite difference calculation as shown in 6.2. However, the space
charge effects in a plasma modify the electric potential completely. This was
explained in detail in 2.3.6. The potential in the core of the plasma is slightly
above the anode potential and the majority of the potential variation is
concentrated in very thin sheath layers with a thickness of less than 1 mm
at the filaments, the target plate and the anode surfaces. The potential
variation in the bulk plasma is only of the order of kTe/qe, typically a few
volts. So, the electric field in the bulk plasma is much weaker than the
electric field in the sheath layers. Therefore, it was decided to take into
account only the sheath potential drops in VMCPT. The magnitude of the
potential drops at the negatively biased filaments and target plate are taken
to be equal to respectively the potential difference Vac between the anode
and the filaments and the potential difference Vat between the anode and the
target, both specified in the input file. The potential drop at the anode is
calculated self-consistently by a feedback mechanism ensuring global quasi-
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neutrality of the plasma. All sheaths are assumed to be infinitely thin.
Primary electrons emitted by the filaments are accelerated instantaneously
by the electric field in the sheath as explained in 4.2.3. Electrons hitting the
anode are reflected if their kinetic energy along the surface normal is too low
to overcome the potential energy barrier of the anode sheath layer. Electrons
hitting the filaments or the target plate are all reflected because the amount
of electrons having enough energy to overcome the large potential barrier
of the filament or target plate sheath layers is negligible. Reflection in
the sheath layer is simply implemented by reverting the electron velocity
component along the surface normal.

What is the effect of neglecting the bulk electric field in VMCPT on the
simulation results? The bulk electric field is expected to be rather weak
due to the shielding effect of the plasma as was confirmed by the plasma
potential profile measured along the central axis of the plasma chamber with
the Langmuir probe which is shown in figure 6.32. The plasma potential
varies over only a few volts. Therefore, the effect of the bulk electric field on
the primary electrons with an energy of tens of electronvolts is not expected
to be significant and the simulated trajectories of the primary electrons will
not deviate strongly from the real trajectories.

However, the bulk electric field has an important effect on the ions which
are created by ionization of the neutral gas with an energy of about 0.025 eV
only. As discussed in 2.3.6 they are accelerated significantly in the presheath
electric field such that they reach the Bohm velocity at the edge of the
sheaths surrounding the plasma chamber walls. Hence, the bulk electric
field strongly enhances the wall losses of the ions which significantly re-
duces the equilibration time of the plasma and has an important effect on
the steady state plasma parameters as well. This was confirmed by the first
test runs with VMCPT. Due to the absence of a bulk electric field the ions
remained thermal and the equilibration time of the plasma was of the or-
der of 1 ms. Furthermore, the plasma parameters simulated with VMCPT
deviated significantly from the measured plasma parameters. The primary
electron emission rate was fitted to reproduce the experimentally measured
target current as will be discussed in 6.3.1. The electron temperature sim-
ulated in this way was too low, while the simulated plasma density was too
high. This could be resolved by taking into account the acceleration of the
ions by the bulk electric field artificially. Imposing a predefined electric field
accelerating the ions towards the walls resulted in spurious ion density pro-
files because the effect of the plasma space charges on the electric field could
not be taken into account. Therefore, it was decided to mimic the effect of
the bulk electric field by giving the ions an initial energy of the order of the
average electron temperature kTe. It was found that an initial ion energy of
0.3kTe gave the best agreement with measurements for standard operating
conditions with a target current of 2 A, a discharge potential difference of
80 V and a neutral pressure of 0.3 Pa. This reduced the equilibration time
by one order of magnitude. The obtained value of 0.3kTe agrees well with
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the expected presheath potential drop in a plasma of the order of kTe.
The bulk electric field also has an important effect on the cold elec-

trons produced by ionization, secondary electron production at the plasma
chamber walls and energy degradation of primary electrons due to colli-
sions. These electrons have an energy of only a few electronvolts and are
thus significantly influenced by the bulk electric field. They are slowed
down by the ambipolar electric field forcing them to diffuse at the same
pace as the ions in order to guarantee local quasi-neutrality in the plasma
as explained in 2.3.5. Global quasi-neutrality is guaranteed in VMCPT
by the self-consistent sheath potential drop at the side and bottom of the
plasma chamber. However, local quasi-neutrality is not assured as the ab-
sence of the bulk electric field leads to non-ambipolar diffusion. Hence, one
cannot expect the cold electron density distribution simulated by VMCPT
to correspond with reality. The simulated ion density will be much more
representative as the massive slow ions can be considered as immobile with
respect to the cold electrons which will adapt to the ion density by means of
ambipolar diffusion to guarantee local quasi-neutrality of the plasma. Thus
the simulated ion density distribution is expected to be close to the real
ion and cold electron density distribution, while the simulated cold electron
density distribution is expected to be unrealistic.

4.2.5 Charged particle movement

The motion of charged particles in an electromagnetic field is governed by
the Newton-Lorentz equation of motion

m
d2~r

dt2
= q

(
~E(~r) + ~v × ~B(~r)

)
(4.8)

This second order differential equation can easily be transformed into an
equivalent set of first order differential equations{

d~v
dt = q

m

(
~E(~r) + ~v × ~B(~r)

)
d~r
dt = ~v

(4.9)

Numerical integration requires this set of differential equations to be ap-
proximated by a set of finite difference equations. The leapfrog algorithm is
a commonly used second order finite difference method in plasma particle
simulations [20]. It represents a good compromise between accuracy and
computational effort, which is important due to the huge number of tracked
particles in VMCPT. In the leapfrog algorithm the position ~r and the veloc-
ity ~v are discretized on staggered time grids. The position is defined on the
integral time steps n∆t, while the velocity is defined on the half time steps
n∆t/2. So the velocity of newly started particles has to be shifted back half
a time step before starting the leapfrog algorithm. Then the velocity and
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the position consequently jump over each other to proceed in time. Hence,
the name leapfrog algorithm.

For the Newton-Lorentz equation of motion one gets the following set of
finite difference equations with the leapfrog algorithm

{
~vt+∆t/2−~vt−∆t/2

∆t = q
m

(
~E(~rt) +

~vt+∆t/2+~vt−∆t/2

2 × ~B(~rt)
)

~rt+∆t−~rt
∆t = ~vt+∆t/2

(4.10)

where the time centred average velocity is used in the magnetic field term
on the right hand side of the first equation. The second equation is straight-
forward to solve. The first equation, however, seems to require substantial
computational effort because the new velocity appears not only on the left
hand side of the equation but also in the vector product on the right hand
side. Fortunately, with the Boris method [153] this equation can be solved
very elegantly and efficiently.

Firstly, the electric field can be eliminated from the equation by substi-
tuting ~vt−∆t/2 and ~vt+∆t/2 by ~v ′t−∆t/2 and ~v ′t+∆t/2 defined as

~v ′t−∆t/2 = ~vt−∆t/2 +
q∆t

2m
~E(~rt) (4.11)

~vt+∆t/2 = ~v ′t+∆t/2 +
q∆t

2m
~E(~rt) (4.12)

This substitution shows that numerically the electric field can be taken into
account independently from the magnetic field by splitting the acceleration
due to the electric field in two parts. First only half of the acceleration
is added to the velocity. Then the velocity vector is rotated by the mag-
netic field as will be explained below. Finally also the second half of the
acceleration by the electric field is added to the velocity.

Now we turn our attention to the effect of the magnetic field. With the
substitutions (4.11-4.12) the first equation in (4.10) becomes

~v ′t+∆t/2 − ~v
′
t−∆t/2

∆t
=

q

m

~v ′t+∆t/2 + ~v ′t−∆t/2

2
× ~B(~rt) (4.13)

Taking the scalar product of this equation with ~v ′t+∆t/2 + ~v ′t−∆t/2 shows

that the magnitudes of ~v ′t+∆t/2 and ~v ′t−∆t/2 are equal. Hence, equation

(4.13) represents a rotation of ~v ′t−∆t/2 to ~v ′t+∆t/2 in the plane perpendic-
ular to the magnetic field. The sketch in figure 4.5 shows the projection of
the velocity vectors ~v ′t−∆t/2 and ~v ′t+∆t/2 in the plane perpendicular to the
magnetic field. Using some simple trigonometry it can be shown that the
rotation angle θ can be expressed as function of the velocity components
perpendicular to the magnetic field as
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Figure 4.5: Sketch to calculate the velocity rotation angle due to the mag-
netic field
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Figure 4.6: Intermediate velocity vectors in the Boris algorithm

tan
θ

2
=
|~v ′t+∆t/2 − ~v

′
t−∆t/2|⊥

|~v ′t+∆t/2 + ~v ′t−∆t/2|⊥
(4.14)

The velocity ~v ′t+∆t/2 is, however, still unknown. Therefore, by taking the

component of equation (4.13) perpendicular to the magnetic field the right
hand side in equation (4.14) can be replaced by qB(~rt)∆t/2m. One can
then write θ as function of the magnetic field as

tan
θ

2
=
qB(~rt)∆t

2m
(4.15)

With this expression for θ the velocity ~v ′t+∆t/2 can now be calculated from

the velocity ~v ′t−∆t/2 using three intermediate vectors ~v1, ~v2 and ~v3 as shown

141



in figure 4.6. Vector ~v1 is taken perpendicular to both ~v ′t−∆t/2 and ~B(~rt).

Its magnitude is chosen such that ~v ′t−∆t/2 + ~v1 gives a vector bisecting

~v ′t−∆t/2 and ~v ′t+∆t/2. This bisecting vector is defined as ~v2. Vector ~v3

eventually is taken perpendicular to both ~v2 and ~B(~rt). Its magnitude is
chosen such that ~v ′t−∆t/2 +~v3 gives the desired new velocity ~v ′t+∆t/2. This

gives the following algorithm to determine ~v ′t+∆t/2 from ~v ′t−∆t/2.

~v1 =
q∆t

2m

(
~v ′t−∆t/2 × ~B(~rt)

)
(4.16)

~v2 = ~v ′t−∆t/2 + ~v1 (4.17)

~v3 =
q∆t
m

1 +
(
qB(~rt)∆t

2m

)2

(
~v2 × ~B(~rt)

)
(4.18)

~v ′t+∆t/2 = ~v ′t−∆t/2 + ~v3 (4.19)

We now have a very efficient algorithm to update both the velocity and the
position of a particle. The new velocity ~vt+∆t/2 can be calculated from the
old velocity ~vt−∆t/2 using the equations (4.11-4.12) and (4.16-4.19). The
new position ~rt+∆t can be calculated from the old position ~rt−∆t using
equation the second equation in (4.10) and the new velocity ~vt+∆t/2.

4.2.6 Collisions

Collisions are a very important aspect in the code because they strongly
influence both the energy and the particle balance of the plasma. The first
part of this subsection discusses the reactions that are taken into account
in VMCPT. The second part of this subsection explains which Monte Carlo
techniques are used to take these reactions into account.

4.2.6.1 Relevant reactions

A hydrogen plasma in VISIONI is dominated by H2 molecules, electrons,
H+

3 ions and H+
2 ions as will be demonstrated in 6.3.3. Therefore, H atoms,

H+ ions and H− ions can safely be neglected in VMCPT. The symbol H
and the word hydrogen is used here for any of the three hydrogen isotopes.
It is assumed that all colliding particles start from their electronic ground
state. This is a good approximation in a weakly ionized plasma because
the fraction of excited species is very low. Further it is assumed that the
colliding hydrogen molecules also start from their vibrational ground state.
This is not a very good approximation because H2 does not possess a per-
manent dipole moment and, therefore, vibrationally excited molecules do
not spontaneously decay radiatively. It would, however, make things very
complicated to take into account also the vibrational state of the hydro-
gen molecules. Furthermore, the cross section data on vibrationally excited
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Table 4.1: Reactions taken into account in the VMCPT code with indication
of the inelastic energy loss and the reaction type

reaction ∆Einel [eV] type

1 e− +H2 → e− +H2 - elastic [123]
2 e− +H2 → e− +H2(J > 0) 0.01 rotational [123]
3 e− +H2 → e− +H2(v = 1) 0.516 vibrational [120]
4 e− +H2 → e− +H2(v = 2) 1.003 vibrational [120]
5 e− +H2 → e− +H2(B1Σ+

u ) 12.754 electronic [120]
6 e− +H2 → e− +H2(B′1Σ+

u ) 14.85 electronic [120]
7 e− +H2 → e− +H2(B”1Σ+

u ) 15.47 electronic [120]
8 e− +H2 → e− +H2(C1Πu) 13.29 electronic [120]
9 e− +H2 → e− +H2(D1Πu) 14.996 electronic [120]
10 e− +H2 → e− +H2(D′1Πu) 15.555 electronic [120]
11 e− +H2 → e− +H2(EF 1Σ+

g ) 13.13 electronic [120]
12 e− +H2 → e− +H2(HH̄1Σ+

g ) 14.98 electronic [120]
13 e− +H2 → e− +H2(GK1Σ+

g ) 14.816 electronic [120]
14 e− +H2 → e− +H2(I1Πg) 14.824 electronic [120]
15 e− +H2 → e− +H2(a3Σ+

g ) 11.72 electronic [120]
16 e− +H2 → e− +H2(b3Σ+

u ) 7.93 electronic [120]
17 e− +H2 → e− +H2(c3Πu) 11.72 electronic [120]
18 e− +H2 → e− +H2(d3Πu) 13.6 electronic [120]
19 e− +H2 → e− +H2(e3Σ+

u ) 13 electronic [120]
20 e− +H2 → 2e− +H+

2 15.42 ionization [120]
21 e− +H2 → 2e− +H+

2 (X2Σ+
g ) 18.15 dissociative ionization

H+
2 (X2Σ+

g )→ H+ +H [120]
22 e− +H2 → 2e− +H+

2 (B2Σ+
u ) 30.6 dissociative ionization

H+
2 (B2Σ+

u )→ H+ +H [120]

23 H+
2 +H2 → H+

3 +H -1.7 proton transfer [120]
24 H+

2 +H2 → H2 +H+
2 - charge exchange [120]

25 H+
2 +H2 → H+

2 +H2 - elastic [154]
26 H+

3 +H2 → H+
3 +H2 - elastic [154]

27 e− + e− → e− + e− - elastic
28 e− +H+

2 → H +H - recombination [120]
29 e− +H+

2 → e− +H +H+ - dissociation [120]
30 e− +H+

3 → H +H +H - recombination [120]
31 e− +H+

3 → H+ +H +H 14 dissociation [120]

molecules are rather limited. Fortunately, it was shown in [147] that the
presence of vibrationally excited molecules in multidipole discharges has no
critical effect on the plasma parameters.

The reactions taken into account in VMCPT are listed in table 4.1 to-
gether with the inelastic energy loss ∆Einel and the reaction type. The
Monte Carlo methods used to take these reactions into account require the
collision cross sections σc of these reactions as function of impact energy,

143



_

R
ea

ct
io

n 
ra

te
 c

oe
ff

ic
ie

nt
 [

m
-3
s-1

]
C

ro
ss

 s
ec

ti
on

 [
m

²]

Centre of mass energy [eV]

Centre of mass energy [eV]

Figure 4.7: Cross sections and reaction rate coefficients for electron-H2 re-
actions [120],[123]
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Figure 4.8: Cross sections and reaction rate coefficients for H+
2 -H2 reactions

[120],[154]
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Figure 4.9: Cross sections and reaction rate coefficients for electron-ion
reactions [120]
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thus not averaged over a Maxwellian distribution as is often done. These
cross sections are shown in figures 4.7-4.9 together with the reaction rate
coefficients R = σcv. Most cross sections were taken from [120]. For elastic
scattering of electrons by molecules the cross sections were taken from [123].
For elastic collisions of H+

2 and H+
3 with hydrogen molecules the cross sec-

tions were taken from [154]. The same cross sections are used for hydrogen
or deuterium. In [155] it is shown that most cross sections are very similar
for hydrogen and deuterium. For vibrational excitation there is possibly,
however, a significant difference between hydrogen and deuterium. Due to
the lack of cross section data for deuterium also for vibrational excitation
the same cross sections as hydrogen are used in VMCPT.

Collisions with hydrogen molecules are dominant in VISIONI due to the
low ionization degree. As in the atomic case a molecule can exist in different
electronic states related to the electron motion. The energy separation
between the different electronic states is of the order of 10 eV. In a molecule
each electronic state additionally has a substructure of vibrational states
with a separation of the order of 0.1 eV related to the movement of the nuclei
about their equilibrium positions and rotational states with a separation of
the order of 0.001 eV related to the rotation of the molecule as a whole. In
case of the homonuclear diatomic hydrogen molecule the states are labelled

as 2S+1Λ
+/−
g/u . Here S is the total intrinsic spin of the electrons and 2S+1 the

associated multiplicity. The projection lz of the orbital angular momentum
along the symmetry axis of the molecule is denoted by the quantum number
Λ which can take the values Σ, Π, ∆ and Φ corresponding respectively to
lz = 0, 1, 2 and 3. The letters g and u come from the German ’gerade’ and
’ungerade’ and indicate respectively that the electronic wave function does
or does not change sign for inversion with respect to the centre of symmetry.
The symbols + and − indicate respectively that the wave function does or
does not change sign for reflection with respect to a plane through the
symmetry axis of the molecule. More details on the molecular structure can
be found for instance in [156].

For electrons it can be seen in figure 4.7 that for energies below 1 eV the
collisions with H2 are dominated by elastic collisions. Rotational electron
impact excitations are included in the elastic electron impact collisions be-
cause of the limited energy resolution of the electron beam measurements
used to determine the cross sections. At higher energies in the range 1-10 eV
also vibrational excitations play a significant role. Vibrational excitation to
the two lowest lying excited states is taken into account in VMCPT. At ener-
gies in the range 10-100 eV the electronic excitation and ionization reactions
become important. Excitation to singlet states is followed by radiative de-
cay to the X1Σ+

g ground state. Excitation to triplet states is followed by
radiative decay to the b3Σ+

u anti-bonding state and leads eventually to the
dissociation of the hydrogen molecule. There are three important ioniz-
ing reactions. The most probable ionizing reaction is direct ionization to
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H+
2 . For ionizing reactions into the vibrational continuum of H+

2 or into the
B2Σ+

u first excited state or higher excited states of H+
2 the H+

2 ion dissoci-
ates and H and H+ are formed. Above 70 eV the direct ionization reaction
becomes the most probable reaction.

H+
2 and H+

3 ions in VISIONI do not have enough energy to cause ex-
citation or ionization of H2 molecules. The collisions between H+

2 and H2

are dominated by elastic collisions, charge exchange and proton transfer as
shown in figure 4.8. For collisions between H+

3 and H2 only elastic collisions
are important.

Finally one also has to consider the collisions between charged particles.
Electron-electron Coulomb collisions are important because they allow the
electron energy distribution to equilibrate. Also recombination between
electrons and ions has to be taken into account because it can significantly
contribute to the loss of ions and low energy electrons. Elastic electron-ion
collisions are considered to be unimportant. The energy transfer in such
collisions is very small due to the large difference in electron and ion mass as
can be seen from equation (2.130). Hence, elastic electron-ion collisions only
lead to momentum redirection of the electrons which is strongly dominated
by elastic collisions with H2. Similarly inelastic electron-ion collisions are
also neglected because the inelastic energy loss is dominated by inelastic
collisions with H2. Ion-ion collisions are not considered at all. Elastic
ion-ion collisions have an important effect on the ion energy distribution
function. However, VMCPT is not capable of properly predicting the ion
energy distribution function. The ion energy is dominated by acceleration
in the bulk electric field, which is not taken into account in VMCPT as
explained above.

4.2.6.2 Null collision method

Collisions between charged particles and hydrogen molecules are taken into
account in VMCPT using the Monte Carlo approach. From the theory in
2.3.4.5 it can be seen that the probability for a charged particle to undergo
a certain reaction i with a hydrogen molecule during a time step ∆t can be
expressed as

Pi(v) = nH2
σc,i(v)v∆t (4.20)

with nH2
the particle density of the hydrogen molecules, σc,i the cross sec-

tion for reaction i and v the relative velocity. This reaction probability is
clearly a function of v, both directly and through the collision cross section.
The total reaction probability is then given by

Ptot(v) = nH2
σc,tot(v)v∆t (4.21)

with σc,tot the sum of the collision cross sections for all possible reaction
mechanisms. For each particle it can be determined whether it did undergo
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a collision by generating a random number R uniformly distributed between
0 and 1. A reaction has taken place if

R ≤ Ptot(v) (4.22)

In case a reaction did take place it can also be determined which one of the
reactions took place according to the following criteria

R ≤ P1

Ptot
reaction 1

P1

Ptot
< R ≤ P1 + P2

Ptot
reaction 2

P1 + P2

Ptot
< R ≤ P1 + P2 + P3

Ptot
reaction 3

... (4.23)

It is implicitly assumed here that more than one reaction per particle per
time step is not possible. Therefore, the time step has to be chosen such that
the probability for more than one collision is indeed negligible. This proce-
dure has to be performed for each particle. This is computationally very de-
manding due to the huge number of particles used in VMCPT. The compu-
tational effort can, however, drastically be reduced by using the equivalent
but much more efficient null collision method [22]. In this case an additional
fictitious collision is introduced with a collision cross section σc,f (v) such
that Ptot(v) becomes equal to its maximum value Ptot,max for all values of
v. The number of particles N that will undergo a collision during the time
step is then known in advance and given by

N = nH2 [σc,tot(v)v]max ∆t (4.24)

Therefore, one can now randomly select N particles and neglect all other
particles. This drastically reduces the computational time. For the N se-
lected particles the criteria in (4.23) can again be used to determine which
reaction took place. If the fictitious collision is determined to occur, it
means that the particle did not undergo a real physical collision. Hence,
the name null collision method. The null collision method is also used for
electron-ion collisions. For simplicity it is assumed that the ions are uni-
formly distributed over the whole volume.

In case a collision happens the energy and velocity of the colliding par-
ticles are updated using the kinematic formulas in 2.3.4.3. These formulas
require first the knowledge of the scattering angles. The azimuthal scat-
tering angle φ is always taken from a uniform distribution between 0 and
2π due to the axial symmetry of the scattering geometry. For ion-neutral
collisions it is assumed that the hard sphere model is sufficiently realis-
tic and the scattering angles are determined according to the Monte Carlo
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algorithm described in E.3 for a uniform distribution over a sphere. For
collisions between electrons and hydrogen atoms the approach from [157] is
used. It is assumed that the interaction potential between the electron and
the atom can be approximated by the screened Coulomb potential. Using
the first Born approximation for the quantum mechanical calculation of the
scattering angle distribution it is then found that the polar scattering angle
θ can be calculated from the impact energy E and a random number R
uniformly distributed between 0 and 1 according to

cos θ = 1− 2R

1 + 8E

27.21 eV(1−R)
(4.25)

The collisions between electrons and hydrogen molecules are also treated
according to [157] by using a generalization of (4.25). In this case θ is
calculated according to

cos θ = 1− 2R(1− ξ(E))

1 + ξ(E)(1− 2R)
(4.26)

with R again a random number uniformly distributed between 0 and 1 and
ξ(E) given by the implicit equation

σc,mom(E)

σc,tot(E)
=

1− ξ
2ξ2

(
(1 + ξ) ln

1 + ξ

1− ξ
− 2ξ

)
(4.27)

where σc,mom(E) is the momentum transfer cross section and σc,tot(E) the
total collision cross section for electron impact on a hydrogen molecule with
impact energy E. The cross section data for calculating ξ(E) was taken
from [123].

For recombination reactions the original particles are removed because
neutrals are not tracked in VMCPT. For ionization reactions a new electron
and a new ion are being released. The secondary electron energy Esec can
be calculated from the impact energy E after subtraction of the ionization
energy Eion and a random number R uniformly distributed between 0 and
1 according to

Esec = 8.3 tan

[
R arctan

(
E − Eion
2 · 8.3 eV

)]
eV; (4.28)

following the approach from [158] and using the form factor 8.3 for hydrogen
[159]. The velocity direction is determined from momentum conservation.
For the new ion the energy and velocity are picked from a Maxwellian
distribution at room temperature in accordance with the assumption that
the neutral background gas is in thermal equilibrium at room temperature.
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4.2.6.3 Binary collision method

The electron-electron collisions are treated with the binary collision method
[160]. The simulation volume is first divided in a predefined number of cells
in cylindrical coordinates. The number of cells should be a compromise
between spatial resolution and good statistics and is usually around 125.
Each time step the electrons are randomly paired per cell. All electron
pairs are assumed to undergo a Coulomb collision. The azimuthal scattering
angle φ is taken from a uniform distribution between 0 and 2π. The polar
scattering angle θ is taken from a Gaussian distribution with mean zero and
variance

< θ2 >=
nq4
eZ

2
1Z

2
2 ln Λ∆t

2πε20m
2
rv

3
(4.29)

in accordance with the theory from 2.3.4.6. With the scattering angles now
determined, the velocities and energies of the electrons can be updated using
the kinematic formulas in 2.3.4.3.

4.2.7 Plasma-wall interaction

During each time step of the integration of the equation of motion it is
checked whether the tracked charged particle has collided with the plasma
chamber walls or the tungsten filaments. Electrons hitting the tungsten
filaments or the target plate are instantaneously reflected by the high po-
tential barrier in the thin sheath layer. This is simply done by inverting the
component of the electron velocity normal to the surface. Electrons hitting
the side or bottom of the plasma chamber can really collide with the wall
if the energy component normal to the surface is high enough to overcome
the relatively low potential barrier in the thin sheath layer. Reflection,
implantation and secondary electron emission is then treated according to
the model discussed in 2.4.1.4. Secondary electron emission at the chamber
walls is an important effect in multidipole discharges as was found already
for instance in [161]. An ion hitting the plasma chamber walls or the fil-
aments is either absorbed or reflected as a neutral. There is no potential
barrier for positively charged ions. As neutrals are not tracked in VMCPT
the ion is then considered to be lost. Sputtering is not included in VMCPT
as the effect of sputtered impurities on the plasma properties is assumed to
be negligible.

4.2.8 Time steps

The choice of the time steps in VMCPT is critical. For the integration of the
equation of motion it is important that the gyration due to the magnetic field
is well resolved and that the particle does not travel too far in comparison
with the dimensions of the plasma chamber during one time step. In table
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3.1 it can be seen that the shortest gyration period for electrons is around
10−10 s at the poles of the permanent samarium-cobalt magnets where the
field is around 0.2 T. Therefore, the integration time step ∆te for the
electron equation of motion was chosen to be inversely proportional with the
magnetic field according to ∆te = 0.2 T

B 10−12 s. In this way it is guaranteed
that each gyration is covered by about 100 integration time steps. In regions
where the magnetic field is very low the time step ∆te is never taken above
10−10 s such that the electrons never travel more than 1 mm during a time
step. Ions have a much longer gyration period and are also moving much
slower. By a similar reasoning as for the electrons it can be shown that it
suffices to use an integration time step ∆ti for the ion equation of motion
according to ∆ti = 0.2 T

B 10−9 s with an upper limit of 10−7 s.
Another consideration is the time step ∆tc required for the Monte Carlo

collision algorithm. The null collision scheme explained above only works
properly in case the probability that a particle undergoes more than one
collision during one time step is negligible. From table 3.1 it can be seen
that the collision time in VISIONI is comparable for all charged particles
and around 10−7 s. Therefore, a time step ∆tc = 10−9 s has been chosen.
Consequently it was also required to lower the value for ∆ti to 10−9 s.

Eventually the main time step in VMCPT has a value of 10−9 s. Ac-
cording to the scheme in figure 4.4 during each main time step new primary
electrons are released, all charged particles are advanced in time by inte-
grating the equation of motion and collisions are taken into account with
the Monte Carlo algorithm. For electrons the integration of the equation of
motion requires taking multiple substeps because the integration time step
is smaller than the main time step. For the ions only one step has to be
taken during the integration because the integration time step is equal to
the main time step.

4.2.9 Parallelization

The amount of super-particles used in the simulation has to be chosen such
that the statistics allow determination of the plasma parameters with the
desired spatial resolution and resolving of the high energy tail of the elec-
tron energy distribution function. Simulations have shown that at least ten
primary electron super-particles have to be emitted per main time step to
resolve the high energy tail of the electron energy distribution function. This
results then eventually in a few million super-particles in steady state and
relatively long CPU times of more than one month on one processor of the
Fermi cluster at SCK-CEN. The CPU time is dominated by the integration
of the equation of motion for the electrons. Therefore, it was decided to
parallelize VMCPT using the MPI standard [162], [163] by distributing the
super-particles over different cores for integrating the equation of motion.
In this way the computational time can be reduced to a few days for eight
cores on the Fermi cluster at SCK-CEN or the HPC clusters at Ghent Uni-
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Table 4.2: Parameters required in the VMCPT input file

parameter name description
real electron number primary electrons emitted per second
simulation electron number primary electron super-particles emitted per time step
max particle number maximum number of super-particles
output steps number of main time steps before output
total time total simulation time
H2 pressure neutral hydrogen pressure
Tn neutral hydrogen temperature
mh isotopic mass
Vb fil discharge potential
V fil potential drop over the filaments
I fil filament heating current
elastic scattering electrons switch on or off elastic electron scattering
elastic scattering ions switch on or off elastic ion scattering
vibrational excitation switch on or off vibrational excitation
electronic excitation switch on or off electronic excitation
ionization switch on or off ionization

h3 creation switch on or off H+
3 creation

recombination switch on or off recombination
ee collisions switch on or off electron-electron collisions
magnetic field switch on or off the magnetic field
magnetic field from file magnetic field from data file or real time calculation
wall electrons switch on or off secondary electron emission from wall
restart number of data file from which to restart the simulation

versity [164]. Further reduction of the computational time by using multiple
nodes is limited due to slow inter-node communication.

4.2.10 Code input and output

Running VMCPT requires only the executable, the magnetic field data file
and the input file. In the input file one can specify the simulation param-
eters listed in table 4.2. This allows to change the operational parameters
such as neutral pressure, neutral temperature, isotopic mass of the working
gas, filament heating current, primary electron emission rate and discharge
potential without having to recompile the code. It is also possible to mod-
ify some more technical parameters such as the number of primary electron
super-particles emitted per main time step, the total simulation time, the
number of main time steps before output files are being generated and op-
tionally the number of the output file from which to restart a previously
stopped simulation. Furthermore, one can also switch on or off different
processes in order to study their effect on the simulation results. In case it
is specified in the input file that the magnetic field should be read from a
data file executing the code also requires a data file with the precalculated
magnetic field in VISIONI on a 3D grid with 0.9 mm grid spacing.

After the number of main time steps specified in the input file the code
generates new output files. There is an output file for each type of charged
particle listing for all particles their origin, position, velocity, energy and
age. Additionally there is an output file showing the time evolution of the
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charged particle densities and the magnitude of the sheath potential drop
at the side and bottom of the plasma chamber. Finally there is also an
output file listing for each process how many times it happened since the
previous output was generated. This is a lot of information. A python [165]
script has been developed to process the data automatically and generate
more visual output. It produces pie charts to compare different processes
and plots showing the plasma density scan along the central axis, horizontal
and vertical projections of the charged particle positions, energy probability
distribution functions and the time evolution of the charged particle den-
sities and the sheath potential drop at the side and bottom of the plasma
chamber.

4.3 Langmuir probe I-V analyser

During this work a cylindrical 1 mm diameter molybdenum Langmuir probe
was fabricated for VISIONI. A description of the probe was given in 3.2.6.3.
This section discusses the analysis program that was developed during this
work to extract the plasma parameters automatically from the measured
IV curves. The program can read the IV characteristic directly from the
VISIONI log files, performs the analysis and generates an output file with
the most important plasma parameters and some graphs showing the fits to
the IV curve. The program is written in python [165] and is provided with
a GUI using the EasyGui python package [166]. It is also compiled into a
Windows executable using py2exe [167]. This makes it possible to run the
code also on Windows systems without a python installation.

The Langmuir probe theory relevant for the analysis is discussed in 2.3.7.
The list below summarizes the most important assumptions used in the code
to calculate the plasma parameters.

• Ion collection can be described by the BRL theory for cylindrical
probes. Hence, the plasma density n can be determined by fitting
the Chen BRL functions to the measured ion saturation current.

• Collisions are negligible in the analysis of the IV characteristic in
VISIONI because the typical collision mean free paths given in table
3.1 are much larger than the probe dimensions.

• Typical Larmor radii in VISIONI are given in table 3.1. At the central
axis of the plasma chamber where B = 0.001 T only the cold electrons
have a Larmor radius Rcycl that is comparable to the probe radius Rpr.
Laframboise and Rubinstein have calculated the electron saturation
current for a cylindrical probe at plasma potential in a magnetic field
for different angles between the magnetic field and the probe axis and
for different ratios Rpr/Rcycl [168]. As shown later in figure 6.9 the
magnetic field in VISIONI is perpendicular to the probe surface. The
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read Ipr and Vpr from log file and get Vat, Vac and mi from user

calculate Vfl by interpolation

Iterate until convergence is reached

update n by fitting Chen BRL functions to Ii,sat

calculate Ie by subracting Ii,sat from Ipr

update Tec, Teh, feh and Vpl by fitting bimaxwellian IV 
characteristic to electron retardation region of Ie

print plasma parameters to data file

plot comparison of original data and fits

Figure 4.10: Algorithm of the automatic IV characteristic analysing pro-
gram

ratio Rpr/Rcycl for cold electrons in VISIONI is about 0.17. Figure 3
in [168] shows that the effect of the magnetic field in VISIONI gives
a reduction of only 2% for Ie. Therefore, the effect of the magnetic
field in VISIONI can safely be neglected during the analysis of the IV
characteristic.

• The EEDF in VISIONI is assumed to be bi-Maxwellian. The cold
electron temperature Tec, the hot electron temperature Teh, the hot
electron fraction feh and the plasma potential Vpl can then be de-
termined by fitting an ideal bi-Maxwellian IV characteristic to the
electron retardation region.

• Secondary electron emission at the probe surface due to electron im-
pact is significant in VISIONI due to the presence of the hot electron
population. Therefore, the secondary electrons have to be subtracted
from the electron current before fitting an ideal bi-Maxwellian IV char-
acteristic to the electron retardation region.

• It is assumed that the plasma has only one type of ions. Otherwise
the analysis would be very complicated.

The algorithm used by the code is shown schematically in figure 4.10.
The program starts by reading the probe current Ipr and the probe potential
Vpr data from the log file. The anode-target potential difference Vat, the
anode-cathode potential difference Vac and the ion mass mi are requested
from the user. The floating potential Vfl can be calculated immediately
by interpolation of the IprVpr data at the zero crossing. Then an iteration
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Figure 4.11: Mo secondary electron emission yield as function of electron
temperature

loop starts to determine n, Tec, Teh, feh and Vpl starting from an initial
guess. First the program looks at the ion saturation current. Only the
IprVpr data points for which Vpr < −Vac are taken into account because
in this region all electrons are repelled and Ipr is completely determined
by ion collection. The Chen BRL fitting functions are then fitted to these
data points by varying n. This gives an updated value for n. The fitted ion
saturation curve is eventually subtracted from Ipr to get only the electron
current Ie. Next the program looks at Ie in the electron retardation region.
Only the data points with Vpr higher than −0.6Vac and below the value of
Vpr for which the derivative of Ie with respect to Vpr reaches its maximum
value are taken into account. The lower limit reduces errors due to a not
well subtracted ion saturation current, while the upper limit reduces errors
due to rounding of the knee below the plasma potential. These data points
are fitted to the bi-Maxwellian electron retardation characteristic

Ie(Vpr) =
1

4
qeAprn(1− feh)

[
1− < δMo > (Vpl − Vpr, Tec)

]√8kTec

πme
exp

(
−
Vpl − Vpr

kTec

)

+
1

4
qeAprnfeh

[
1− < δMo > (Vpl − Vpr, Teh)

]√8kTeh

πme
exp

(
−
Vpl − Vpr

kTeh

)
(4.30)
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by varying Tec, Teh, feh and Vpl. The function < δMo > (Vb, T ) is the
average secondary electron emission coefficient for a molybdenum surface
biased negatively with respect to the plasma with a potential difference Vb
for a Maxwellian electron distribution with a temperature T . It can be
calculated according to

< δMo > (Vb, T ) =

∫+∞
−∞

∫+∞
−∞

∫+∞
vz,min

dvxdvydvz exp
(
−mev

2

2kT

)
vzδMo( 1

2
mev

2

qe
− Vb)∫+∞

−∞
∫+∞
−∞

∫+∞
vz,min

dvxdvydvz exp
(
−mev2

2kT

)
vz

(4.31)

with vz,min =
√

2qeVb/me the minimum normal velocity electrons should
have to overcome the potential barrier and δMo(Eimp) the secondary elec-
tron emission coefficient for molybdenum as function of the electron impact
energy in eV which can be calculated according to the model from Scholtz
discussed in 2.4.1.4. The integral in the numerator cannot be calculated
analytically. Therefore, Monte Carlo sampling is used to calculate the av-
erage secondary electron emission coefficient. The velocities vx, vy and vz
of a Maxwellian velocity distribution have to be sampled from a Gaussian
with mean 0 and standard deviation

√
kT/me. For vz there is additionally

the lower limit vz,min. This sampling can be done with the Marsaglia al-
gorithm described in appendix E. The Monte Carlo sampling calculation
takes quite some time. Therefore, the average secondary electron emission
coefficients have been precalculated for multiple values of Vb and T and are
read from a data file during analysis of the IV characteristic. It turns out
that the variation with Vb is negligible. The variation with T is plotted
in figure 4.11. It shows that the effect of the secondary electrons is only
important in case of high negative biasing when hot electrons are dominant.
The multiparameter fitting is done with the lmfit package [169] using the
Levenberg-Marquardt algorithm. Eventually one then gets updated values
for Tec, Teh, feh and Vpl. The iteration converges already after a few cycles.
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Chapter 5

Enhanced re-erosion of
redeposited carbon in
TEXTOR

Multiple studies in fusion relevant devices have shown that redeposited
species appear to be eroded more easily than original species under ion
bombardment. The responsible mechanism behind this phenomenon is not
yet fully clear. As the observed enhancement factors are sometimes as large
as 50, the enhanced re-erosion of redeposited species is a crucial issue for
predicting the erosion/deposition balance in future fusion devices. There-
fore, deeper investigation is definitely required. This chapter starts with a
review of the literature on enhanced re-erosion of redeposited species in fu-
sion relevant devices. The next two sections present ERO modelling studies
of methane injection experiments in TEXTOR with the updated plasma-
surface interaction database implemented during this work as described in
4.1.2. The aim of these studies was to investigate further this enhanced re-
erosion. Section 5.2 discusses the simulation of the deuterium Balmer line
emission in the nozzle experiment described in 3.1.2. The aim of this study
was to check whether the transport and chemistry implemented in ERO
during this work for tracking of hydrogenic species from the dissociation
of injected methane is realistic. Section 5.3 discusses the simulation of the
13C deposition in the roof limiter experiment described in 3.1.3. With this
study it was checked whether the enhanced re-erosion of redeposited carbon
is still needed with the updated plasma-surface interaction database to get
agreement with the experimental observations. The last section summarizes
the main conclusions from this chapter.
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5.1 Enhanced re-erosion in literature

A commonly used technique to study material migration in fusion relevant
devices is tracer injection. Tracer gases such as SiH4, CH4, C2H4 and
WF6 are injected into the plasma. The amount of injected species should
be small enough such that the plasma is not disturbed too much but also
large enough such that one can study their transport in the plasma in-
situ by means of optical emission spectroscopy and their erosion/deposition
behaviour on plasma-facing surfaces ex-situ by means of surface analysis.

Such studies have extensively been performed in TEXTOR [103], [170],
[171], [104]. During the experimental campaign described in 3.1.3 methane
has been injected into the plasma through a 1.7 mm diameter hole in the
surface of a roof-like test limiter covered with a graphite plate to study the
transport and local erosion/deposition behaviour of carbon. The methane
was marked with 13C to distinguish injected carbon from carbon intrinsically
present in TEXTOR due to erosion of carbon based plasma-facing materi-
als. In-situ optical emission spectroscopy showed a light emission cloud due
to methane break-up products close to the injection hole. ERO simulations
could well reproduce this light emission pattern which indicates that the
impurity transport and chemistry in ERO is described realistically. Ex-situ
analysis of the amorphous hydrocarbon deposit on the graphite plate by
means of colorimetry and SIMS showed that only about 0.3% of the in-
jected 13C eventually gets deposited on the surface. ERO simulations, how-
ever, gave about two orders of magnitude higher deposition efficiencies and
a more localized deposition pattern. The experimental deposition pattern
could be reproduced with ERO only by assuming zero sticking for hydrocar-
bon molecules and ions such that only atomic and ionic carbon contribute
to the layer formation. These sticking probabilities are not in agreement
with measurements and calculations. Therefore, it was thought that these
sticking probabilities represent an effective sticking taking into account self
re-erosion of the deposits formed by hydrocarbons due to the incorporated
hydrogen. Even with these extreme assumptions for hydrocarbon sticking
the deposition efficiency simulated by ERO was still about a factor of six
higher than the experimentally observed 0.3%. Therefore, it was speculated
that redeposited carbon has a higher erosion yield than carbon from the
graphite plate. With an enhancement factor of 5 for chemical re-erosion of
redeposited carbon in addition to the assumption of zero sticking for hydro-
carbons one can eventually reproduce the very low experimentally observed
13C deposition efficiencies. The same conclusion was obtained from studies
with the more realistic coupled version of ERO with SDTrimSP [138].

Indications of enhanced re-erosion of redeposited species have popped
up also in other studies. Methane injection experiments in the divertor of
the AUG [132] and the JET tokamak [127] have indicated that enhanced
re-erosion of redeposited carbon in ERO is also needed to reproduce ex-
perimental deposition efficiencies in other machines. Simulations with the
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EDDY material migration code have shown that the need for enhanced re-
erosion of redeposited carbon is also needed in other material migration
codes [172]. Furthermore, the enhanced re-erosion of redeposited species
seems to occur not only for carbon. ERO modelling of a WF6 injection
experiment in TEXTOR has shown that tungsten exhibits the same be-
haviour [171]. Experimental observations in PISCES-B have indicated that
the physical sputtering yield of redeposited beryllium is almost a factor 10
higher than that of the original beryllium [173]. All these studies show that
enhanced re-erosion of redeposited species in fusion relevant devices is an
important issue that should be studied in more detail.

5.2 Nozzle experiment

As explained in 4.1.2 one of the improvements implemented in ERO during
this work is the tracking of hydrogenic species produced during dissocia-
tion of injected methane molecules. It was decided to test first the atomic
and molecular data used for the hydrogen tracking such as electron impact
collision rates and photon emission rates. Modelling of the nozzle methane
injection experiment described in 3.1.2 was perfect for this purpose. The
surface area at the top of the nozzle was very small. This strongly limited
the light emission due to recycled, reflected or eroded species. Furthermore,
there were no graphite surfaces in the observation volume of the optical
spectrometers and CCD cameras. This was confirmed by the fact that no
significant intrinsic atomic or molecular carbon light emission was detectable
before the methane injection was started. The methane was marked with
deuterium and injected into a protium plasma. This allowed to spectroscop-
ically distinguish light emission due to hydrogen produced by dissociation
of the injected methane and due to hydrogen from the plasma.

Figure 5.1 shows the hydrogen Balmer α line emission pattern. The top
picture shows the pattern observed by the intensified CCD camera with the
appropriate interference filter. The bottom picture shows the pattern sim-
ulated with the ERO code. In both pictures the nozzle surface is indicated
with a black line. The comparison shows that qualitatively the emission
patterns look relatively similar. A small light emission blob occurs just in
front of the gas inlet. However, it can be seen that the experimental pattern
is broader and slightly shifted away from the nozzle in comparison with the
simulated pattern. This was also observed in [100] for the CD Gerö band
emission. Therefore, the observed deviation is probably not caused by un-
certainties in the reaction rates and emission coefficients for hydrogen but
by uncertainties in the reaction rates for hydrocarbon break-up.

A more detailed comparison of the emission patterns can be made by
plotting the emission profile along the central axis of the nozzle normalized
to its maximum as in the top graph of figure 5.2. The full green curve rep-
resents the experimental profile after subtraction of the background light
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Figure 5.1: Hydrogen Balmer α line emission pattern in the TEXTOR
nozzle experiment observed experimentally (top) and simulated by ERO
(bottom). The nozzle surface is indicated with a black line.

emission due to the plasma itself taken just before the methane injection
started. The other curves represent the profiles simulated by ERO for differ-
ent assumptions. The first assumption concerns the electric sheath around
the nozzle. Due to the presence of the gas inlet in the centre the elec-
tric sheath will deviate from the Debye sheath normal to a simple circular
surface. The correct electric field configuration can only be calculated by
means of sophisticated PIC simulations. This was outside the scope of this
work. Therefore, two extreme cases were tested. The first case was the com-
plete absence of a sheath potential drop around the nozzle denoted in the
legend as “sheath off”. The second case was a sheath configuration equal
to that for a simple circular surface denoted in the legend as “sheath on”.
The second assumption concerns the fate of tracked particles hitting the top
surface of the nozzle. Three cases were tested. The first case was that these
particles are neutralized and reinjected into the plasma with the same ve-
locity distribution as the injected methane molecules. This case is denoted
in the legend as “neutral repuffing”. The second case was that the particles
are again reinjected into the plasma but now without being neutralized.
This case is denoted in the legend as “repuffing”. The third case was that
particles are not neutralized and reflected without changing their energy.
This case is denoted in the legend as “total reflection”. In all cases it is
assumed that no particles stick to the nozzle because after the experiments
no deposition was found on or inside the nozzle. The comparison of the
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Figure 5.2: Dα Balmer line emission profiles (top) and effective D/XB
values (bottom) in the TEXTOR nozzle experiment simulated with ERO
versus experimental results

different profiles shows that all simulated profiles look rather similar except
for the one with sheath on and total reflection which is significantly broader.
The agreement between the other simulated profiles and the experimental
profile is reasonable. The main difference is the fact that the peak position
is significantly closer to the nozzle for the simulated profiles. Variations of
30% in electron density and electron temperature in the ERO simulations
could not cause a significant shift in the peak position as the reaction rates
and photon emission probabilities are not very sensitive to such variations.
Simulations showed that also variations in the perpendicular diffusion co-
efficients do not have a significant influence on the simulated profiles. The
peak position could only be shifted further away from the nozzle surface by
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increasing the injection energy of the methane molecules, but the required
injection energy of about 1 eV was too high to be realistic and gave a strong
deviation from experiment for the effective D/XB value. The disagreement
could be simply due to the fact that the determination of the position of
the nozzle surface in the CCD images is rather cumbersome. Shifting the
experimental profile a few millimetres gives already a much better agree-
ment. As discussed above it can also be caused by the uncertainties in the
reaction rates for hydrocarbon break-up.

A more quantitative comparison between ERO simulations and the ex-
periment can be made by looking at the effective D/XB values. As ex-
plained in 2.4.4 these values can be calculated by dividing the total number
of injected methane molecules by the total number of photons for a spe-
cific electronic transition in one of the break-up products of the methane
molecules. The plot at the bottom in figure 5.2 shows a comparison be-
tween ERO simulations and the experiment for the CD Gerö band and
the Dγ Balmer line. The comparison for the CD Gerö band has already
been studied in [100]. A similar analysis was performed in this work to
check whether the new ERO simulations give the same result for the CD
Gerö band effective D/XB value. The green bar with the light green box
denotes the experimental values with the 20% measurement error. The col-
ored data points represent the results from ERO simulations with different
assumptions. The color code is the same as for the emission profiles in the
top graph. The error bars represent the statistical spread inherent to the
ERO Monte Carlo simulations. They were calculated by repeating the same
simulation several times but each time with a different seed for the random
number generator and then calculating the standard deviation on the effec-
tive D/XB values. The square data points represent the ERO simulations
using the measured electron temperature, while the triangular data points
represent the ERO simulations with a 30% lower electron temperature. The
simulations with lower electron temperature were performed because it was
shown by local Langmuir probe measurements that the methane injection
can decrease the local electron temperature [101]. The comparison for the
Balmer γ line shows that the agreement between the ERO simulations and
the experiment is reasonable. The best agreement is obtained for the sim-
ulations without electric sheath and with neutralization and reinjection of
particles hitting the nozzle top surface. The same conclusion was obtained
by looking at the effective D/XB values for the Balmer δ line. For the
CD Gerö band the deviation between simulations and experiment is larger.
The simulation results are shifted towards higher effective D/XB values.
This was also observed in [100] and is probably due to uncertainties in the
photo-emission coefficients for the CD Gerö band.

The comparison between ERO simulations and the experiment for the
normalized Balmer α emission profiles and for the effective D/XB values for
the Balmer γ and δ lines shows a reasonable agreement. The best agreement
is obtained for the case without sheath electric field around the nozzle and
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Figure 5.3: Pie chart showing how hydrogenic species from the injected
methane returns to the surface in the TEXTOR roof limiter experiment

with neutralization and reinjection of tracked particles hitting the nozzle top
surface. This agreement gives confidence that the transport and chemistry
of the tracked hydrogenic species is simulated realistically.

5.3 Roof limiter experiment

As explained above previous ERO modelling studies of 13C deposition in
the TEXTOR roof limiter experiment described in 3.1.3 always required
the assumption of strongly enhanced re-erosion of redeposited carbon to
reproduce the very low experimental deposition efficiencies. However, the
erosion of carbon by hydrogen species produced during dissociation of in-
jected methane was not taken into account in these studies. This additional
erosion was proposed as a possible explanation for the very low experimen-
tal 13C deposition efficiencies. Therefore, the tracking of hydrogenic species
from the dissociation of injected methane has been implemented in ERO to
take into account this additional erosion. The ERO PSI model has also been
updated by implementing the more realistic physical sputtering yields from
Eckstein and hydrocarbon reflection probabilities from Tichmann. These
changes in ERO are discussed in detail in 4.1.2. The effects on the mod-
elling of the TEXTOR roof limiter experiment are discussed in this section.

5.3.1 Hydrogen returning to the limiter surface

As illustrated by the pie chart in figure 5.3 ERO simulations show that about
63% of the hydrogen from the break-up of injected methane returns to the
limiter surface. A significant fraction of about 23% returns as H, H+, H2 or
H+

2 . One can, therefore, expect a significant amount of chemical erosion due
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Figure 5.4: Pattern of hydrogenic neutrals and ions from the injected
methane returning to the surface in the TEXTOR roof limiter experiment

Figure 5.5: Angle and energy distributions of the hydrogenic species from
the injected methane returning to the surface in the TEXTOR roof limiter
experiment
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Figure 5.6: Comparison of the contributions to the re-erosion of redeposited
13C in the TEXTOR roof limiter experiment

to these species. This was previously neglected by ERO. The remaining 40%
of the returning hydrogen comes back as hydrocarbons. ERO kept account
of the impact positions of the returning hydrogenic species. Figure 5.4 shows
that the patterns of neutrals and ions look very different. For the neutrals
the pattern is almost symmetric around the injection hole. The small shift
to the left is probably due to the 40o angle between surface normal and
methane injection direction. The elongated pattern of the ions is clearly
caused by the movement along the magnetic field lines together with the
E ×B drift. Also the impact energies and angles of the hydrogenic species
were stored by ERO. The distributions are shown in figure 5.5. H and H2

have energies in the range 1− 2 eV and have a broad angular distribution.
H+ and H+

2 have a Boltzmann-like energy distribution with a maximum
around 120 eV. This agrees well with the expected 3kTe sheath potential
drop at the puffing hole where Te is around 40 eV. The angular distribution
is peaked with maxima at 30o and 35o with respect to the surface normal
for H+ and H+

2 respectively.

5.3.2 Contributions to re-erosion of redeposited 13C

Figure 5.6 compares the different contributions to the steady-state re-erosion
of redeposited 13C at the roof limiter surface during the injection of 13CH4

in ERO. The left side shows physical sputtering. A distinction is made
between the effects of the background plasma and the tracked particles pro-
duced by break-up of the injected methane. The results are given both for
the old BohdanskyYamamura and the new Eckstein sputtering yields. It
can be seen that both for the background plasma and the tracked particles
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the average sputtering yields for the new Eckstein data are significantly
lower than for the old Bohdansky−Yamamura data. The use of the new
data will, therefore, increase the simulated 13C deposition efficiency. One
can also see that the contribution of physical sputtering by the tracked
hydrogenic species is negligible for the conditions of the roof limiter exper-
iment in TEXTOR. This is caused by the fact that the flux of hydrogen
ions from the background plasma averaged over the roof limiter is almost
two orders of magnitude higher than that of the hydrogenic species from
the injected methane. Only very locally around the injection hole the flux
of hydrogen ions from the background plasma and the methane injection
are comparable. Further, hydrogen ions from the background plasma on
average have higher impact energies of about 300 eV in comparison with
120 eV for hydrogen ions from the injected methane. This leads to about
five times higher physical sputtering yields for the background plasma ions
in comparison with the hydrogen ions from the injected methane. On the
right hand side chemical erosion is given. A constant chemical erosion yield
of 2% was assumed both for background and tracked hydrogen according
to spectroscopic measurements. Also here a distinction is made between
background plasma and tracked particles. One can see that due to the
equal chemical erosion yield for background and tracked hydrogenic species
the contribution of chemical erosion by the tracked hydrogenic species is
not negligible. Taking this additional erosion into account will decrease the
simulated 13C deposition efficiency.

5.3.3 Hydrocarbon reflection probabilities

Table 5.1 shows the new reflection probabilities for the different hydrocar-
bon molecules according to Tichmann’s formulas. The probabilities were
averaged over the angle and energy distribution of the respective molecules
returning to the roof limiter surface as simulated by ERO. It can be seen
that the results are very similar to the reflection probabilities of 0.1 and
1.0 that were previously assumed for respectively ions and neutrals. The
reflection probabilities averaged over all species according to the number of
species returning to the roof limiter surface are 0.29 and 0.19 respectively
for Tichmanns formulas and the old approach. Therefore, one can expect a
smaller simulated 13C deposition efficiency with Tichmanns formulas.

5.3.4 13C deposition

Table 5.2 lists the 13C deposition efficiencies for different ERO simulations.
In the first simulation the old approaches were used for physical sputtering
yields and molecular reflection probabilities. Additional chemical erosion by
tracked hydrogen from the break-up of injected methane was not taken into
account. The next three simulations were performed to look at the effect of
the new Tichmann molecular reflection data, the new Eckstein sputtering
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Table 5.1: Tichmann reflection probabilities averaged by ERO for the hy-
drocarbons returning to the surface in the TEXTOR roof limiter experiment

Species Ion Neutral
CH4 0.12 -
CH3 0.08 0.99
CH2 0.06 0.98
CH 0.05 0.70

Table 5.2: ERO 13C deposition efficiencies for the TEXTOR roof limiter
experiment

ERO run Deposition efficiency
Old run 53.9%
Tichmann reflection 53.7%
Eckstein sputtering 57.3%
Hydrogen tracking 50.9%
All three improvements 53.4%
All three improvements 0.5%
with enhancement factor 50
Experimental 0.3%

Figure 5.7: Comparison of the 13C deposition profiles in the TEXTOR roof
limiter experiment simulated by ERO and measured by SIMS
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data and the addition of chemical erosion by tracked hydrogen from the
break-up of injected methane. As expected the use of Tichmanns molecu-
lar reflection probabilities leads to a very small decrease of the deposition
efficiency. The Eckstein sputtering data increases the deposition efficiency
by 3%. The addition of chemical erosion by tracked hydrogen from the
break-up of injected methane lowers the deposition efficiency with 3%. If
all improvements are switched on, the resulting 13C deposition efficiency is
53.4%. This is very close to the original value of 53.9% and much larger
than the typical experimentally observed values around 0.3%. Only with an
enhancement factor of about 50 for both physical and chemical re-erosion of
redeposited carbon, the low experimental values could be reproduced. This
shows that the update of the PSI database in ERO has only a very small
effect on the simulated 13C deposition efficiency and confirms the need for
enhanced re-erosion of redeposited carbon to get agreement between ERO
modelling and experimental observations.

Finally, also the spatial distribution of the deposited 13C has been stud-
ied. On the left hand side in figure 5.7 the direction of the considered 13C
deposition profile along the centre of the deposition pattern is shown. On
the right hand side a comparison is given between the normalized profiles
from a SIMS measurement and an ERO run with all improvements included,
without and with enhancement factor 50 for the re-erosion of redeposited
carbon. The agreement of the shapes is reasonable, though not perfect.
Both profiles are strongly peaked around the puffing hole, but as in previ-
ous studies the SIMS profile is somewhat broader than the simulated profile.
As was found already in the previous studies the width of the profile de-
pends strongly on the assumed hydrocarbon reflection probabilities. One
can easily get agreement with the experiment by increasing the hydrocarbon
reflection probabilities and decreasing the enhancement factor for re-erosion
of redeposited carbon. This is because the enhanced re-erosion is thought to
be an in-situ effect caused by too many species trying to stick to the surface
while being bombarded by a large flux of energetic ions. The species are
then eroded before they can manage to properly stick to the surface. Thus it
is something in between an enhanced re-erosion and an enhanced reflection.
Therefore, it is required to combine enhancement factors for the re-erosion
and increased reflection probabilities to get agreement between experiments
and simulations for both the deposition efficiency and the deposition profile.

5.4 Conclusions

• Literature shows clear indications for an enhanced re-erosion mecha-
nism for redeposited species in different fusion relevant machines and
for different materials both in purely experimental studies and in mod-
elling studies with different material migration codes.

• The ERO plasma-surface interaction model was improved during this
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work by implementing tracking of hydrogenic species produced by
dissociation of injected methane, new Eckstein physical sputtering
yields and new Tichmann hydrocarbon reflection probabilities.

• ERO modelling of the hydrogen Balmer line emission due to hydro-
gen produced by dissociation of injected methane in the TEXTOR
nozzle experiment has shown that the transport and chemistry of the
tracked hydrogenic species implemented during this work is simulated
realistically in ERO.

• ERO modelling of the 13C deposition from the methane injected in the
TEXTOR roof limiter experiment with the improved plasma-surface
interaction model implemented during this work shows that the im-
provements have only a small effect on the simulated 13C deposition
efficiency. This study confirms the need to assume enhanced re-erosion
of redeposited carbon to reproduce with ERO the very small 13C depo-
sition efficiencies observed experimentally in the TEXTOR roof limiter
experiment.

• The main conclusion of this chapter is that enhanced re-erosion of re-
deposited species is a very important issue that strongly influences the
erosion/deposition balance in fusion relevant devices. As to the cur-
rent understanding it is caused by too many species trying to stick to
the surface while being bombarded by a large flux of ions. The sticking
species are then eroded before they manage to stick properly to the
surface. It is of primordial importance to get a better understanding
of the phenomenon in order to be able to make reliable predictions for
the erosion/deposition balance in future fusion devices.
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Chapter 6

Characterization of the
VISIONI plasma simulator

The main objective of the second part of this work was the start-up of
material migration studies in VISIONI by means of dedicated experiments
and ERO simulations to further study the enhanced re-erosion of deposited
species. As explained in 4.1 ERO modelling requires the input of the geom-
etry, the electric field, the magnetic field and the plasma parameters of the
modelled device. From the experimental point of view it is also important
to have a good understanding of the dependence of the plasma parameters
on the operational parameters. Therefore, an important part of this work
considers the detailed characterization of VISIONI by means of analytical
calculations, numerical simulations and measurements. The characteriza-
tion of the magnetostatic field is treated in the first section of this chapter.
The next section deals with the characterization of the electrostatic field.
The third section discusses the characterization of the plasma. The fourth
section describes the study performed to investigate the feasibility of an op-
tical emission spectroscopy system for VISIONI as an aid to study material
migration. The main conclusions of this chapter are summarized in the last
section.

6.1 Characterization of the magnetic field

As explained in 3.2.3 and shown again in figure 6.1 the side wall and bottom
plate of the VISIONI plasma chamber are lined with permanent Sm2Co17

magnets in a multidipole configuration. The magnetic field in VISIONI
strongly influences the path of the charged plasma particles. Therefore,
the magnetic field as a function of the location in the plasma chamber is
an important input for the ERO code and the VMCPT code. In the first
subsection the magnetostatic field in VISIONI is calculated analytically.
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Figure 6.1: Location of the Hall probe scans in the VISIONI plasma chamber

In the second subsection the analytical calculations are benchmarked and
verified by means of Hall probe measurements. The last subsection discusses
the results.

6.1.1 Analytical calculation

For the analytical calculation it is assumed that all permanent Sm2Co17

magnets are magnetized homogeneously along their north-south axis with
the same strength and that the SS304 stainless steel between the magnets
and the inside of the plasma chamber does not significantly influence the
magnetic field. With these assumptions it suffices to derive an analytical
expression for the magnetic field generated by a single rectangular bar mag-
net. For each magnet in VISIONI this expression then has to be modified
by a coordinate transformation to go from the local coordinate system of
the magnet indicated in figure 6.2 to the global coordinate system of VI-
SIONI shown in figure 6.1. The total magnetic field in VISIONI can then be
obtained by adding the contributions from all magnets together. Therefore,
we now concentrate on the case of one rectangular bar magnet.

The local x, y and z-axis are taken along three edges of the magnet with
the z-axis pointing towards the northern magnetic pole parallel with the
north-south axis as shown in figure 6.2. The macroscopic magnetic field
is created by atomic-level magnetic dipoles related to the electron orbits
around the nuclei and the electron spins. These dipoles can be regarded as
being created by microscopic electric current loops. Neighbouring current
loops in the bulk of the magnets cancel each other out because the mag-
netization is assumed to be homogeneous. The only net current is located
at the surface of the magnets. Therefore, a permanent rectangular mag-
net that is magnetized homogeneously along one of its axes is equivalent
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Figure 6.2: Sketch for the magnetic field calculation for a rectangular per-
manent magnet

to an infinitely closely wound rectangular solenoid with an electric current
homogeneously distributed over its surface in the direction corresponding
to the right-hand-rule. This equivalence can also be proven more rigorously
starting from Maxwell’s equations. This is shown briefly in appendix B.
The derivation can be found in more detail in [174]. With this picture in
mind, the magnetic field generated by a single magnet can be calculated
by appropriately integrating Biot-Savart’s law. According to this law the
magnetic field ~dB as function of the location ~rp = (xp, yp, zp) due to an
infinitesimal current carrying element positioned at position ~r = (x, y, z)
can be calculated from

~dB =
µ0

4π

I ~dl × (~rp − ~r)
|~rp − ~r|3

(6.1)

where I is the current running through the infinitesimal element and ~dl an
infinitesimal vector in the direction of the current. To get the magnetic
field ~B = (Bx, By, Bz) at location ~rp due to the complete rectangular mag-
net, this equation has to be integrated first over a rectangular current loop
corresponding to the cross section of the magnet in the xy-plane and then
over the height of the magnet along the z-axis. This tedious calculation is
elaborated in appendix C. The resulting equations are
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Figure 6.3: Magnetic field due to the heating current through the tungsten
filaments

Bx =
µ0Js
4π

8∑
i=1

(−1)i ln
(
−(yp − yi) +

√
(xp − xi)2 + (yp − yi)2 + (zp − zi)2

)
By =

µ0Js
4π

8∑
i=1

(−1)i ln
(
−(xp − xi) +

√
(xp − xi)2 + (yp − yi)2 + (zp − zi)2

)
Bz =

µ0Js
4π

8∑
i=1

(−1)i arctan

(
(xp − xi)(yp − yi)

(zp − zi)
√

(xp − xi)2 + (yp − yi)2 + (zp − zi)2

)

The summations are over the 8 corners of the magnet at the positions
~ri = (xi, yi, zi). Hence, each corner of the magnet can be regarded as
having its own contribution to the total magnetic field. As can be seen
from the numbering in figure 6.2 the signs of these contributions are oppo-
site for neighbouring corners. Js is the so called equivalent surface current
density. This is the surface current density of the infinitely closely wound
rectangular solenoid equivalent with the rectangular magnet and has units
A/m. As deduced in appendix B it is related to the remanent magnetic
field or remanence Br of the magnet by the equality µ0Js = Br.

These results are confirmed by similar calculations in literature. The
calculations in [175] are also based on the electric current point of view.
The resulting equations are equivalent to the equations found above, but
they were not further simplified as in appendix C. The calculations in
[176] are based on the concept of magnetic charges and result in the same
equations as found above.

During plasma operation a heating current If in the range 70− 90 A is
running through the tungsten filaments from the positive leads at the top

175



to the negative leads at the bottom as shown in figure 6.3 in the global
coordinate system. This relatively strong electric current creates an addi-
tional magnetic field. It can easily be calculated analytically by integrating
Biot-Savart’s law (6.1) along the filaments. Actually this has already been
done for a straight wire in appendix C as a first step in calculating the
field generated by a rectangular permanent magnet. From this calculation
it follows that the field at the location ~rp due to a straight wire of length L
centred on the origin along the z-axis is given by

Bx =
µ0I

4π

 yp(zp − L
2
)

(x2
p + y2

p)
√
x2
p + y2

p + (zp − L
2
)2

−
yp(zp + L

2
)

(x2
p + y2

p)
√
x2
p + y2

p + (zp + L
2
)2


By =

µ0I

4π

 xp(zp + L
2
)

(x2
p + y2

p)
√
x2
p + y2

p + (zp + L
2
)2

−
xp(zp − L

2
)

(x2
p + y2

p)
√
x2
p + y2

p + (zp − L
2
)2


Bz = 0

For each straight segment of the filaments these equations then have to be
modified by a coordinate transformation to go from the local coordinate
system of the filament segment to the global coordinate system shown in
figures 6.1 and 6.3. The contributions from all filament segments have to
be added to the magnetic field of the permanent magnets. The field due
to the filaments is weak compared to the field of the permanent magnets.
The maximum filament field is only about 0.05 T compared to 0.2 T for
the permanent magnets. However, locally around the filaments this field
is about one order of magnitude higher than the permanent magnet field.
Therefore, the filament field is dominant in this region and has to be taken
into account.

6.1.2 Hall probe measurements

The equivalent surface current density Js in the equations for the magnetic
field was initially an unknown parameter because the remanence of the
magnets was not accurately known. In order to determine Js, a magnetic
field measurement of at least one component of the magnetic field on at
least one location had to be performed in absence of the filament magnetic
field. Even more desirable was a spatial scan of the magnetic field to check
also whether the assumptions made to come to the analytical equations are
really valid.

The magnetic field measurements in the VISIONI plasma chamber were
performed with a Honeywell SS94A2D Hall sensor. The experimental set-
up for the Hall probe measurements is shown in figure 6.4. The sensor
was mounted on a rod allowing the sensor to be moved vertically, radially
and circularly. The rod could also be rotated locally over 90◦ such that the
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Figure 6.4: Setup for the Hall probe measurements in VISIONI

active area of the sensor was aligned either parallel with or perpendicular to
the plasma chamber side walls. Various spatial scans of both magnetic field
components were made to determine Js and to verify the approximations
made during the calculation.

6.1.3 Results and discussion

Figure 6.5 shows the results for the two measurement scans indicated with
the dotted and dashed lines in figure 6.1. The field due to the filaments
was not taken into account in these calculations because the heating cur-
rent was switched of during the measurements. The left side of figure 6.5
shows the result of the side magnetic field scan along a 30◦ circle segment
4 cm above the bottom of the vessel and 1 cm away from the vacuum vessel
side walls with the side magnets (dotted line in figure 6.1). The measured
magnetic field components Bpar parallel with and Bper perpendicular to
the vessel walls are compared with the analytical calculations. By fitting
the calculation to the measurements a value of µ0Js = 1.12 T was obtained
for the initially unknown equivalent surface current density Js. The order of
magnitude is in agreement with typical tabulated values for the remanence
Br = µ0Js of Sm2Co17 magnets [115]. The error bars on the measurement
arise from the 5% error in the reading of the Hall sensor and the uncertainty
in the sensor position. A very good agreement can be observed between
measurements and calculations for both magnetic field components. The
right side of figure 6.5 shows similar results for the bottom scan along a
full circle 5 cm away from the vessel walls and 1 cm above the bottom of
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Figure 6.5: Comparison of measurements and calculations of the VISIONI
magnetic field

z = 0 m

Figure 6.6: Horizontal cross section of the magnetic field in VISIONI at the
bottom of the plasma chamber
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z = 0.041 m

Figure 6.7: Horizontal cross section of the magnetic field in VISIONI at the
centre of the plasma chamber

z = 0.091 m

Figure 6.8: Horizontal cross section of the magnetic field in VISIONI at the
top of the plasma chamber
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x = 0 m

Figure 6.9: Vertical cross section of the magnetic field in VISIONI through
the centre of the plasma chamber

Figure 6.10: Horizontal cross section of the magnetic field lines in VISIONI
at the centre of the plasma chamber in comparison with the visible light
emission during plasma operation

the vessel with the bottom magnets (dashed line in figure 6.1). The same
value µ0Js = 1.12 T was used. Again there is very nice agreement between
measurements and calculations. Additionally also the perpendicular mag-
netic field component was measured in front of all 24 side magnets to check
whether they all have the same strength as was assumed in the calcula-
tions. The deviation from the calculation was never more than 2% and,
hence, within the error bars of the measurement.

The magnetic field in VISIONI has been calculated on three horizontal
and one vertical cross section. The results are given in figures 6.6-6.9. The
arrows show the direction of the magnetic field, while the colours correspond
to the magnetic field intensity. The structure of the magnetic field can be
seen more easily in figure 6.10. It shows at the left a projection of the
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Figure 6.11: Radial profiles of the VISIONI magnetic field strength

magnetic field lines on a horizontal cross section through the centre of the
plasma chamber. This picture was made with the JAVA tool [177] based
on the Line Integral Convolution technique [178]. One can distinguish the
typical cusps of a multidipole magnetic field. These are also clearly visible
in the light emission of the plasma shown in the visible light photograph
at the right of figure 6.10. To get a better impression of how fast the
magnetic field drops when moving away from the magnets, figure 6.11 shows
calculated radial profiles of the magnetic field strength. The profiles were
taken from the axis of the plasma chamber towards one of the side magnets
at three different heights. Close to the side magnet the magnetic field
was calculated to be about 0.2 T, which is in perfect agreement with the
measurements performed earlier in VISIONI [107]. Towards the centre of the
plasma chamber the field drops rapidly over about two orders of magnitude.
The central part of the chamber, especially around the sample, can be
considered as a field-free region.

6.2 Characterization of the electrostatic field

As explained in 3.2.2 and shown in figure 6.12 the tungsten filaments and
the target plate in VISIONI are biased negatively with respect to the rest
of the plasma chamber. The filaments are typically at -80 V with respect
to the chamber walls. The target plate is typically at -100 V with respect
to the chamber walls. These two applied potential differences lead to a
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Figure 6.12: Applied potential differences in VISIONI

strong electrostatic field inside the device. During operation this field is of
course modified by plasma space charges. In this section the electrostatic
field is calculated in absence of the plasma. The effect of the plasma on the
electrostatic field will be discussed in the next section.

To calculate the electrostatic field in VISIONI we start from Gauss’s law

~∇ · (↔ε · ~E) = ρ. (6.2)

In vacuum the permittivity tensor
↔
ε can be set equal to the scalar vacuum

permittivity ε0 = 8.8541 · 10−12 F/m. In absence of plasma ρ = 0. In the

electrostatic case ~∇× ~E = 0 and the electric field can be written in terms
of the electric potential as ~E = −~∇V . Gauss’s law is then transformed into
Laplace’s equation

∇2V =
∂2V

∂x2
+
∂2V

∂y2
+
∂2V

∂z2
= 0. (6.3)

This equation has to be solved in combination with the appropriate bound-
ary conditions in accordance with figure 6.12

V (x, y, 0) = 0 , for all (x, y) (6.4)

V (x, y, z) = 0 , for all z and x2 + y2 = R2 (6.5)

V (x, y,H) = −100 , for all (x, y) (6.6)

V (x, y, z) = −80 , for (x, y, z) on the filaments (6.7)

∂V

∂y
(0, y, z) = 0 , for all (y, z) (6.8)

∂V

∂x
(x, 0, z) = 0 , for all (x, z). (6.9)

The conditions (6.4-6.7) are Dirichlet boundary conditions fixing the applied
potential differences. Due to symmetry only one quarter of the system with
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x ≥ 0 and y ≥ 0 has to be calculated. (6.8) and (6.9) are Neumann boundary
conditions expressing this two-fold mirror symmetry of the system.

The presence of the filaments breaks the cylindrical symmetry and makes
it impossible to solve the problem analytically. Therefore, a simple finite
difference code has been written. In such a code all functions and equations
are discretized on a grid with spacing h. The function V (x, y, z) is replaced
by the discrete version

Vi,j,k = V (ih, jh, kh)

with i,j and k integral numbers. By Taylor expansion one can prove that

∂2V

∂x2
(ih, jh, kh) =

Vi+1,j,k − 2Vi,j,k + Vi−1,j,k

h2
+O(h2). (6.10)

With this result Laplace’s equation (6.3) can be replaced by the finite dif-
ference equation

Vi,j,k =
Vi+1,j,k + Vi−1,j,k + Vi,j+1,k + Vi,j−1,k + Vi,j,k+1 + Vi,j,k−1

6
(6.11)

The Dirichlet boundary conditions (6.4), (6.5), (6.6) and (6.7) are easily
translated into their discrete equivalents. Using the discrete version of
Laplace’s equation (6.11) and

∂V

∂x
(ih, jh, kh) =

Vi+1,j,k − Vi−1,j,k

2h
+O(h2).

from Taylor expansion, the Neumann boundary conditions (6.8) and (6.9)
become

V0,j,k =
2V1,j,k + V0,j+1,k + V0,j−1,k + V0,j,k+1 + V0,j,k−1

6
for all (j, k) (6.12)

Vi,0,k =
Vi+1,0,k + Vi−1,0,k + 2Vi,1,k + Vi,0,k+1 + Vi,0,k−1

6
for all (i, k) (6.13)

The discrete version of Laplace’s equation (6.11), the discrete Dirichlet
boundary conditions and the discrete Neumann boundary conditions (6.12)
and (6.13) form a set of coupled algebraic equations. It can be solved either
by matrix inversion or iteratively. In this case it was chosen to solve the
problem iteratively because it was easiest to implement and did not take
too much computational time.

To check the finite difference code for bugs, the electric potential was
calculated first for the case without the filaments. This case has an analyti-
cal solution. The calculation is given in appendix D. The electric potential
is given by

183



Figure 6.13: Horizontal cross section of the electrostatic field in VISIONI
without plasma

Figure 6.14: Vertical cross section of the electrostatic field in VISIONI
without plasma
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V (r, z) =
n=+∞∑
n=0

−
200J0

(
χ0n

R r
)

sinh
(
χ0n

R z
)

χ0nJ1(χ0n) sinh
(
χ0n

R H
) .

Cylindrical coordinates are used because of cylindrical symmetry. J0 is the
0th Bessel function and χ0n is the nth zero of this function. The finite
difference calculation was in perfect agreement with this analytical solution
and, therefore, proven to work correctly. An impression of the electric
potential calculated by the finite difference code with the filament field
included is shown on the horizontal and vertical cross sections in figures
6.13 and 6.14. The electric field can of course easily be calculated by taking
the negative gradient of the electric potential.

6.3 Characterization of the plasma

This section focusses on the properties of a deuterium plasma in VISIONI.
Most of the results come from simulations with the VMCPT plasma sim-
ulation code. This code was developed from scratch during this work as
discussed in detail in 4.2. The simulation results are compared with mea-
surements. Most measurements were performed with the movable Langmuir
probe. This probe was specially designed and developed for VISIONI dur-
ing this work. The design of the probe was discussed in 3.2.6.3. The theory
behind Langmuir probe measurements was briefly treated in 2.3.7. The au-
tomatic analysis software that was developed during this work to derive the
plasma parameters from the IV characteristic was described in 4.3. The
ion and neutral composition in the plasma chamber was measured with the
quadrupole mass and energy analyser that was described in 3.2.6.2.

The first subsection explains which free parameters are governing the
plasma properties in VISIONI and the VMCPT code and how the VM-
CPT code was benchmarked against the experimental results. The next
subsection describes the characteristics of the electron energy distribution
function. In 6.3.3 the plasma composition is discussed. The spatial depen-
dence of the plasma properties is treated in 6.3.4. The effect of variations
of the free parameters on the plasma properties is studied in 6.3.5. The last
subsection discusses the importance of different processes in the plasma.

6.3.1 Free parameters in VISIONI and VMCPT

Three free parameters can be used to tune the plasma in VISIONI: the
filament heating current If , the discharge potential difference Vac and the
neutral gas pressure p. The first parameter is the heating current If running
through the tungsten filaments. This current is used to regulate the filament
temperature Tf and thus also the primary electron emission rate Rpe. This
requires some more elaboration.
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Figure 6.15: Planck fitting of the tungsten filament light emission spectra
in VISIONI

The relation between If and Tf was investigated by means of optical
emission spectroscopy with the AvaSpec-2048-USB2 compact overview spec-
trometer as described in 3.2.6.1. The spectral emissivity of tungsten in the
wavelength range of the spectrometer is about 0.4 with a variation of only
about 10% [179]. Figure 6.15 shows that the optical emission spectra of the
tungsten filaments indeed can be fitted successfully by Planck black body
radiation curves of the form

Φ(λ;A, Tf ) =
A

λ5

1

exp
(
hc
λTf

)
− 1

(6.14)

with λ the wavelength, h the Planck constant, c the speed of light and as
fitting parameters the filament temperature Tf and the normalization co-
efficient A depending on the collection optics. The multiparameter fitting
was done with the lmfit package [169] using the Levenberg-Marquardt algo-
rithm. In this way it was found that Tf varies in the range 2000-2400 K for
If in the typical range 70-90 A. This is in good agreement with the linear
relation

Tf (If ) = 16.875If + 862.64 (6.15)

which resulted from a fit to previous pyrometer measurements in VISIONI.
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Figure 6.16: Target current measured in VISIONI as a function of the target
biasing for different filament heating currents in order to determine the
primary electron emission rate

The filament temperatures expected according to this relation for some
typical heating currents are listed in table 6.1.

Let us now have a look at the relation between Tf and Rpe. As dis-
cussed in 2.4.1 for the typical values of the potential difference Vac between
the tungsten filaments and the side and bottom of the plasma chamber
around 80 V Schottky barrier lowering and Fowler-Nordheim tunnelling can
be neglected. Therefore, Rpe can be calculated from Tf according to the
Richardson-Dushman equation

Rpe =
AfλAR
qe

T 2
f exp

(
−EW
kTf

)
(6.16)

with Af = 1.4 · 10−3 m2 the surface area of the tungsten filaments, AR the
Richardson constant, λ = 0.517 the correction factor to AR for tungsten
and EW = 4.55 eV the work function for tungsten. The expected primary
electron emission rates for the tungsten filaments at both sides of the plasma
chamber together for some typical heating currents are also listed in table
6.1 and are typically in the range 1017 − 1019 s−1.

This relation between Tf and Rpe was verified also experimentally in
VISIONI. For this experiment the target plate was exceptionally biased
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Table 6.1: Expectations for the tungsten filament temperature, the satura-
tion current, the saturation voltage and the primary electron emission rate
according to (6.15-6.17) for different values of the tungsten filament heating
current

If Tf Isat Vsat Rpe
[A] [K] [mA] [V] [s−1]
50 1706 0.05 13 6.33 · 1014

60 1875 0.99 96 1.23 · 1016

70 2043 11.91 506 1.45 · 1017

80 2213 99.63 2087 1.24 · 1018

90 2381 623.57 7089 7.78 · 1018

100 2550 3090.60 20608 3.86 · 1019

positively with respect to the tungsten filaments with a biasing potential
Vtc up to 500 V, while the side and bottom of the plasma chamber were kept
floating such that the majority of the electrons was collected by the target
plate. Furthermore, the experiment was performed at UHV conditions with
a neutral gas pressure below 10−4 Pa in order to avoid significant ionization.
Only one tungsten filament was heated at a time. The primary electron
current collected by the target plate was then measured as function of Vtc
for different values of If . The results are shown in figure 6.16. For low values
of Vtc the collected current increased with increasing Vtc. As explained in
2.4.1.3 this is due to space charge effects. For sufficiently high biasing Vtc ≥
Vsat the emission limited regime is reached. In this regime the collected
current is equal to the saturation current Isat = qeRpe with Rpe calculated
according to the Richardson-Dushman equation (6.16). The critical biasing
potential Vsat can be estimated from the one dimensional Child-Langmuir
law

Isat =
4

9
Af ε0

√
2qe
me

V
3/2
sat

d2
(6.17)

with Af the surface area of the tungsten filaments and d = 0.04 m the
approximate distance between the tungsten filaments and the target plate.
Table 6.1 lists the expected values for Isat and Vsat for some typical values
of If . In order to allow comparison with the measurements, these values
are for the case that only the tungsten filaments at one side of the plasma
chamber are activated at a time. The measured and predicted values for
Isat are in reasonable agreement with each other. Deviations from the
predicted values and deviations between the two tungsten filaments are
probably caused by aging effects as discussed below. Saturation could not
be obtained for biasing up to 500 V for If above 70 A as could be expected
from the predicted values for Vsat in table 6.1 which are largely above 500 V.
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Space charge effects are not expected to limit the primary electron emis-
sion rate in VISIONI during plasma operation. The plasma potential profile
was measured during operation along the central axis of the plasma cham-
ber with the Langmuir probe as shown in figure 6.32. The plasma potential
is a few volts positive with respect to the anode. As discussed in 2.4.1.3
this clearly indicates that VISIONI is operated in the temperature limited
mode where the primary electron emission from the tungsten filaments is
not limited by space charge effects.

Based on the above considerations one can calculate the primary elec-
tron emission rate Rpe from the applied filament heating current If by using
the empirical formula (6.15) to calculate Tf from If and the Richardson-
Dushman equation (6.16) to calculate Rpe from Tf . However, this approach
has its limits. It was found that Tf can significantly deviate from the em-
pirical relation (6.15). Firstly, the relation between Tf and If can change
significantly during the lifetime of the filaments due to changes in crys-
tallinity, impurity content and thickness. It was observed experimentally
that the heating current needed to obtain a target current of 2 A decreases
significantly during aging of the filaments from 90 A up to 70 A. Secondly,
the discharge current running through the tungsten filaments leads to addi-
tional heating. This was confirmed during the optical emission spectroscopy
measurements. It was found that the value of Tf determined by fitting of a
Planck spectrum just after plasma operation was about 100 K higher than
just before plasma operation, although If was kept constant during the
whole experiment. This higher value of Tf in turn leads to a higher value of
Rpe and thus also to a higher discharge current which leads then to further
increase of Tf . This runaway effect was confirmed experimentally by the
fact that during plasma operation the target current It is observed to in-
crease gradually for constant If . Based on these findings it was decided for
further experiments to adapt If such that It stays at a constant value. Only
in this way constant plasma properties can be assured. Hence, If is not the
value that one should refer to for specifying the plasma conditions. One
should only use If as a parameter to regulate It which is a more significant
parameter for characterizing the plasma conditions.

The other two free parameters in VISIONI are more straightforward to
discuss. The second free parameter is the potential difference Vac applied
between the anode and the tungsten filaments. This parameter fixes the
initial energy of the primary electrons emitted by the tungsten filaments
because in the temperature limited operating regime the potential drop is
concentrated in a thin sheath around the tungsten filaments as was discussed
in 2.3.6 and 2.4.1.3.

The last free parameter is the neutral gas pressure p which is regulated
by the pressure control valve. The neutral pressure determines the collision-
ality as collisions with neutrals are dominant in VISIONI due to the low
ionization degree of the plasma. The standard operating conditions in VI-
SIONI are characterized by a target current It = 2 A, a discharge potential
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difference Vac = 80 V and a neutral pressure p = 0.3 Pa.
The VMCPT code basically has the same free parameters as VISIONI.

It was decided to specify the primary electron emission rate Rpe directly in
the input file because the theoretical relations between If , Tf and Rpe can
only be used to make a rough guess as was discussed in detail above. Hence,
Rpe should be used as a fitting parameter tuned to get agreement between
the simulated and measured target current It. Also the potential difference
between the anode and the tungsten filaments Vac and the neutral pressure
p are specified directly in the input file. Of course these parameters should
be set equal to their experimental counterparts. As explained in 4.2.4 the
initial ion energy is an additional free parameter that was introduced in
VMCPT to mimic the effect of the bulk electric field on the ions. Fitting of
this parameter to get the best agreement between simulated and measured
electron temperature and ion density was done for standard operating condi-
tions and resulted in an initial ion energy of 0.3kTe. In principal this fitting
should be done for each simulated operating condition. This is, however,
very time consuming. Therefore, it was decided to use the value 0.3kTe also
for the other operating conditions simulated in the free parameter variation
study presented in 6.3.5.

6.3.2 Electron energy distribution function

The electron energy distribution function or EEDF is a very important
plasma property as it strongly determines the reaction rate coefficients.
Figure 6.17 shows the fitting results for a Langmuir probe IV characteristic
measured in VISIONI at standard operating conditions. The top plot shows
how the ion contribution is removed from the total current by making a fit in
the ion saturation region and subtracting this fit from the IV characteristic.
The bottom plot shows that the electron current characteristic obtained in
this way agrees very well with the assumption of a bi-Maxwellian EEDF.
On the left side of the electron saturation region one can clearly distinguish
two straight segments reflecting two Maxwellian electron populations. Ap-
parently, the electron population in VISIONI consists of a cold bulk electron
population with a temperature Tec = 2 eV and a small fraction feh = 0.02
of hot electrons with a temperature Teh = 25eV.

These findings contrast strongly with previous measurements obtained
by using the sample as a Langmuir probe [180]. These measurements in-
dicated a fully Maxwellian EEDF with a very high electron temperature
in the range 5-10 eV. A combination of two effects is probably responsible
for these deviating results. Firstly, the magnetic field has an important ef-
fect on the IV characteristic obtained with the sample. As shown in figure
6.9 the magnetic field at the sample is parallel to the sample surface. The
parallel magnetic field strongly reduces the collection of cold electrons as
their Larmor radius is comparable to the dimensions of the sample. The
hot electron collection is less influenced by the magnetic field due to their
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Figure 6.17: Fitting results for a Langmuir probe IV characteristic measured
in VISIONI at standard operating conditions
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Figure 6.18: Fitting results for an electron energy probability distribution
function simulated by VMCPT for standard operating conditions

larger Larmor radius. Therefore, with the sample as Langmuir probe one
measures preferably the hot electrons. This effect is much smaller for the
cylindrical Langmuir probe as the magnetic field is perpendicular to the sur-
face of the collecting pin. Secondly, the sample is located inside the sheath
created by the strongly biased target plate which reflects electrons with low
energies. This again enhances the collection of hot electrons with respect
to cold electrons. Thus by using the sample as a Langmuir probe one looks
preferentially at the hot electron population in the tail of the EEDF, which
explains the unexpectedly high electron temperatures measured before.

Simulations with VMCPT for standard operating conditions gave results
very similar to the Langmuir probe measurements. Figure 6.18 shows the
simulated electron energy probability distribution function or EPDF on a
logarithmic scale. As explained in 2.3.1 the EPDF is the EEDF divided
by the square root of the energy in order to eliminate the density of states
in energy space from the EEDF. Based on this definition one expects for
a Maxwellian EPDF on a logarithmic scale a simple straight line. There-
fore, the two straight segments in the simulated EPDF clearly show the
bi-Maxwellian character of the electron population.
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Despite the qualitative agreement between the simulations and the mea-
surements, the simulated values Tec = 1.3 eV, Teh = 21.4 eV and feh =
0.012 are somewhat lower than their measured counterparts. There are sev-
eral possible explanations for this deviation. Firstly, although the magnetic
field is perpendicular to the collecting surface for the cylindrical Langmuir
probe, it can still slightly enhance the collection of hot electrons with re-
spect to cold electrons and thus lead to an experimental overestimation of
Tec, Teh and feh. Secondly, VMCPT simulations have shown that the un-
certainty in the vibrational excitation cross sections for deuterium has an
important effect on the simulated values for Tec, Teh and feh. Due to the
lack of data for deuterium all collision cross sections used in VMCPT are
actually for hydrogen. For most processes the isotopic effect is very small.
However, it has been shown that for vibrational excitation the cross sec-
tions for deuterium might be significantly lower than for hydrogen [181].
Switching off vibrational excitation during the VMCPT simulations gave
the increased values Tec = 1.7 eV, Teh = 25 eV and feh = 0.013. Thus
using the vibrational excitation cross sections for hydrogen in VMCPT can
lead to a significant underestimation of Tec, Teh and feh. Thirdly, VMCPT
simulations with different values for the initial ion energies mimicking the
ion acceleration by the neglected bulk electric field have shown that Tec
is also very sensitive to this initial ion energy. For higher initial ion ener-
gies and thus higher ion wall loss rates and lower equilibration times Tec
increases significantly because less time is available for energy relaxation.
Therefore, the uncertainty in the simulated equilibration time due to the
absence in VMCPT of the self-consistent bulk electric field governing the
ion wall loss rate is another possible explanation for the deviation between
the experimental and simulated values for Tec. Finally, one also has to take
into account that usually an uncertainty of about 20% is ascribed to plasma
parameters derived from Langmuir probe IV characteristics and that the
values determined for Teh and feh by bi-Maxwellian fitting of the measured
IV characteristic and the simulated EPDF are very sensitive to the fitting
procedure as the hot electron population is very small.

How can we understand the bi-Maxwellian character of the EPDF in
VISIONI? The discharge is initiated by primary electrons emitted from the
tungsten filaments with energies uniformly distributed in the range 73-80 eV
due to the discharge potential difference of 80 V applied between the fila-
ments and the side and bottom of the plasma chamber and the potential
drop of about 7 V over the length of the filaments. The primary electrons
that did not yet undergo a collision lead to the peak in the range 70-80 eV
which is slightly broadened by electron-electron Coulomb collisions. Figure
4.7 shows that in this energy range the energy loss is dominated by the
ionization electron impact reaction with a threshold energy of 15 eV. The
second peak in the range 58-65 eV is caused by primary electrons that ex-
perienced one such collision. Further peaks at lower energies are no longer
visible because they are smeared out by further electron-electron collisions
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and by different electronic excitation reactions with threshold energies in
the range 10-15 eV which become important at lower energies. The two
peaks could not be distinguished in the Langmuir probe IV characteristics
due to the limited number of data points and the very low electron current
in this region. The ionization and electronic excitation reactions lead to fur-
ther energy degradation. The gradually decreasing reaction probability for
electronic excitation and ionization reactions with decreasing energy leads
to accumulation of the electrons at lower energies and thus to an EPDF
which increases slightly with decreasing energy. This part of the EPDF
resembles a Maxwellian EPDF. However, in reality the hot electrons are
not in local thermal equilibrium. The energy degradation takes place very
rapidly. The primary electrons have not enough time to fully equilibrate by
means of electron-electron collisions. This is clearly illustrated by the fact
that the EPDF in figure 6.18 sharply drops beyond 80 eV. Also the Lang-
muir probe IV characteristic in figure 6.17 drops significantly with respect to
the Maxwellian fit below -80 V. The accumulation of electrons really starts
to become important below 10 eV as then only vibrational excitations and
elastic collisions are energetically possible. Furthermore, electrons with less
than about 3 eV cannot escape from the plasma chamber as they are re-
flected by the sheath potential barrier at the side and bottom of the plasma
chamber. They can only be lost by recombination with an ion which has
a low probability due to the low ionization degree of the plasma. There-
fore, the cold electrons have much more time to equilibrate by means of
electron-electron collisions and are able to reach a real Maxwellian distribu-
tion. Secondary electrons created by ionization or electron collisions with
the plasma chamber walls undergo the same kind of energy degradation but
start typically with a much lower energy of only a few electronvolts. Hence,
secondary electrons contribute mostly to the cold electron population. The
important role of electron-electron collisions was confirmed by VMCPT sim-
ulations. By artificially increasing the electron-electron collision probability
it was possible to obtain a full Maxwellian EPDF, while by artificially de-
creasing the electron-electron collision probability a non-Maxwellian EPDF
with a lot of bumps was obtained.

The observations discussed in this subsection are in good agreement
with results obtained in other studies. bi-Maxwellian electron probability
distribution functions were found for similar sources by numerically solving
the Boltzmann equation and Langmuir probe measurements in [146], [147],
[145] and by simulations with similar codes in [144], [142], [143].

6.3.3 Plasma composition

A hydrogen plasma can contain different species such as electrons, H2

molecules, H atoms, H+ ions, H− ions, H+
2 ions and H+

3 ions. It is im-
portant to have a good idea about the plasma composition in VISIONI
because it determines what particles impinge on the surface of the exposed
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samples. In this subsection it is first discussed what one could expect for
the plasma composition based on literature. These expectations are then
compared with results from VMCPT simulations and measurements with
the quadrupole energy and mass analyser.

Negative hydrogen ions are not expected to be important. As explained
in [182] and [183], H− can be created in two ways. The first way is disso-
ciative electron attachment

e−(E ≤ 1 eV) +H2(v ≥ 5)→ H− +H (6.18)

This process is only significant for electrons with energies below 1 eV im-
pinging on vibrationally excited molecules with v ≥ 5. Such highly vibra-
tionally excited molecules can be created by collisions with electrons with
energies higher than 20 eV via excitation to a singlet state followed by ra-
diative decay

e−(E ≥ 20 eV) +H2(X, v = 0) → e− +H∗2 (B,C, · · · ) (6.19)

H∗2 (B,C, · · · ) → H2(X, v ≥ 5) + hν (6.20)

These high energy electrons are, however, also very efficient in destroying
H− by electron detachment collisions. Therefore, a H− source based on the
two-step process explained above requires a separation of the plasma cham-
ber into a region with high energy electrons where the vibrationally excited
hydrogen molecules are created and a region with low energy electrons were
H− is produced by dissociative electron attachment. In the commonly used
tandem source this is accomplished by means of a magnetic filter. A second
method to create negative hydrogen ions consists of using metal surfaces
with a very low work function such as cesium. A negative hydrogen ion can
then be directly produced by double electron capture of hydrogen atoms im-
pinging on the surface. In VISIONI there is neither cesium nor a magnetic
filter separating the high energy electrons emitted by the tungsten filaments
from the low energy plasma electrons. Therefore, one can expect that H−

will not be present in VISIONI.
Also H atoms and H+ ions are expected to be negligible. As explained in

[184] the dissociation degree of the neutral gas in a weakly ionized hydrogen
plasma is determined by a balance between electron impact dissociation
of H2 molecules and recombination of H atoms at the walls of the plasma
chamber. Recombination of two H atoms requires a third particle due to
energy and momentum conservation. Three-body recombination in the gas
phase is only significant for pressures above 100 Pa, but at the surface of
the plasma chamber walls there are usually numerous adsorbed H atoms
available for the recombination process. Let us now make a simple estimate
for the dissociation degree. In steady state there is a balance between
production of H atoms by electron impact dissociation of H2 molecules and
recombination of H atoms at the walls. The neutral pressure and thus also
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the neutral particle density nn in VISIONI is kept constant. The balance
equation then becomes

ne(1− fH)nnRdis =
fHnnγ

τW
(6.21)

giving for the atomic fraction fH of the neutrals

fH =
neRdis

neRdis + γ/τW
(6.22)

with Rdis the production rate coefficient of H atoms by electron impact
dissociation of H2 molecules, γ the recombination probability of H atoms at
the wall and τW the typical time a H atom travels before hitting the wall.
In [185] Rdis has been calculated as function of Te and ne by means of a
collisional-radiative model. In VISIONI ne ≈ 1017 m−3 and the EEDF is
bi-Maxwellian with a cold bulk electron population with Tec ≈ 2 eV and a
fraction of a 1− 2% of the electrons belonging to a hot electron population
with Teh ≈ 20 − 25 eV. For these plasma conditions the data from [185]
give Rdis ≈ 2.5 · 10−15 m3s−1. For a stainless steel surface measurements
have shown that γ ≈ 0.1 [151]. H atoms are typically produced during dis-
sociation with an energy of the order of 1 eV [140]. The typical time before
such an atom hits the wall can then be estimated to be around 5 · 10−6 s
by taking 5 cm as the typical distance to the wall. Elastic collisions with
other neutrals have been neglected in this estimation because the collision
mean free path is of the order of 10 cm at a neutral pressure of 0.3 Pa.
Inserting all numbers in (6.22) gives an atomic fraction of about 1% only.
H+ can be produced by dissociative ionization of H2 molecules. The cross
section for this reaction is, however, almost two orders of magnitude lower
than that of non-dissociative ionization [119]. H+ can also be produced by
ionization of H atoms, but as shown above they contribute only about 1%
to the neutrals. This leads to the expectation that both H atoms and H+

ions are neglgible in VISIONI.
We are now left with H+

2 and H+
3 ions. H+

2 is produced by ionization of
H2 molecules. It is mainly destroyed by collisions with the plasma chamber
walls and by the very efficient conversion process

H+
2 + H2 → H+

3 + H (6.23)

creating H+
3 . Destruction of the H+

3 ions is mainly due to collisions with
the plasma chamber walls and recombination with electrons. So in the
weakly ionized plasma in VISIONI the H+

3 ions are not easily destroyed.
Therefore, it is expected that H+

2 dominates at low pressures, while H+
3

should dominate at high pressures as was also found in [186]. The transition
from the H+

2 to the H+
3 dominated regime is expected at a pressure of about

0.1 Pa because for this pressure the mean free path for H+
2 to H+

3 conversion
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Figure 6.19: H+
2 and H+

3 ion fraction in VISIONI as function of neutral
gas pressure measured with the quadrupole mass and energy analyser and
simulated with VMCPT

is about 5 cm [119] and thus comparable with the dimensions of the plasma
chamber.

The composition of the plasma and the neutral gas was measured dur-
ing a deuterium plasma in VISIONI by means of the quadrupole mass and
energy analyser described in 3.2.6.2. The above expectations were all con-
firmed. The ion composition was determined by integrating over the full
energy distribution for each mass. H+ ions formed a contribution of only
about 0.1%, while H− ions could not be observed. Figure 6.19 shows that
H+

2 ions dominate at low pressures, while H+
3 ions dominate at high pres-

sures. At a pressure of about 0.15 Pa the contributions of H+
2 and H+

3 were
equal. This is in good agreement with the measurements performed in VI-
SIONI when it was still at ETHEL [107]. A pressure scan of the neutral gas
composition showed that only the signal of H2 increases linearly with pres-
sure. The small signal of H stayed constant at the same level as impurities
such as water.

The same conclusions were obtained from VMCPT simulations. H− ion
creation and tracking were not implemented in VMCPT because this would
require the implementation of a lot of additional reactions, while it was
demonstrated experimentally that H− ions are as expected not present in
VISIONI. The first VMCPT simulations were performed with tracking of
H+ ions and H atoms. These simulations showed that the H+ ions contribute
only about 0.5% to the total ion content, while the dissociation degree of
the neutral gas is even below 0.1%. It was concluded that the levels of
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H+ and H are sufficiently low to neglect these species in future simulations.
Hence, only H+

2 and H+
3 ions are tracked in VMCPT. The ion composition

as function of the neutral gas pressure simulated by VMCPT is also shown
in figure 6.19. One can again clearly see that H+

2 ions dominate at low
pressures, while H+

3 ions dominate at high pressures. However, there is a
significant deviation between the measured and simulated H+

2 ion fractions.
There are two possible explanations for this deviation. Firstly, the simulated
H+

2 fraction was an average over the whole volume of the plasma chamber,
while the measured H+

2 fraction is a local sampling close to the centre of
the bottom plate. For standard operating conditions with a neutral gas
pressure of 0.3 Pa a simulation with very good statistics was performed.
This allowed a study of the spatial dependence of the plasma parameters.
This simulation resulted in a H+

2 fraction around the centre of the bottom
plate of 20% which is in much better agreement with the measured value
as can be seen in figure 6.19. Secondly, VMCPT simulations have shown
that the H+

2 fraction is very sensitive to the assumed initial ion energy.
As explained in 6.3.1 the initial ion energy is increased in order to mimic
the acceleration of the ions by the bulk electric field neglected in the code.
Increasing the initial ion energy leads to higher ion wall loss rates and thus
as expected also to a higher H+

2 ion fraction. Hence, the absence of the
much more realistic self-consistent bulk electric field calculation in VMCPT
is another possible explanation for the difference between the measured and
simulated H+

2 fraction.

6.3.4 Spatial dependence of the plasma parameters

It is not only important to have an idea about the global plasma param-
eters. Especially for the ERO simulations it is also indispensable to know
how the plasma parameters change over the volume of the plasma cham-
ber. This subsection discusses subsequently the spatial dependence of the
plasma density, the charged particle fluxes to the plasma chamber walls, the
EEDF and the plasma potential for standard operating conditions. These
spatial dependencies were calculated with the VMCPT code. This was done
by performing a simulation with a large amount of super-particles, splitting
the simulation volume in a number of cells and calculating the plasma prop-
erties in each of these cells. The simulation results are compared with the
Langmuir probe measurements along the central axis of the plasma cham-
ber.

6.3.4.1 Plasma density

Figure 6.20 shows a horizontal and vertical cross section through the centre
of the plasma chamber for the H+

2 ion density, the H+
3 ion density, the total

ion density and the H+
2 ion fraction as simulated by VMCPT. Figure 6.21

compares the simulation results with the Langmuir probe measurements on
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Figure 6.20: 2D plots of the ion densities on a vertical and horizontal cross
section through the centre of VISIONI as calculated by VMCPT

a profile along the central axis of the plasma chamber. The ion density in
this plot was normalized to the target current to correct for the effect of the
slight drift of the plasma parameters during the Langmuir probe measure-
ments. The horizontal and vertical error bars on the Langmuir probe data
points take into account respectively that the collecting pin of the Langmuir
probe has a finite length of 1 cm and that plasma parameters derived from
a Langmuir probe I-V characteristic have an uncertainty of about 20%. The
agreement between measurements and simulations is reasonable. The de-
viation is largest for the positions deeper inside the plasma chamber. This
could be due to the increased disturbing effect of the Langmuir probe on
the plasma characteristics when it is inserted further into the plasma.
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Figure 6.21: Comparison of the ion density to target current ratio profile
along the central axis according to VMCPT simulations and Langmuir probe
measurements

Most striking on the plots in figure 6.20 is the increased plasma density at
the edge and the asymmetry for mirroring with respect to the y axis. This
can be explained by looking at the trajectories of the primary electrons
emitted by the tungsten filaments. As explained in 6.3.2 these primary
electrons are the dominant source of ionizing electrons. Therefore, their
trajectories determine where the ions are created and thus how the ion
density is distributed over the plasma chamber.

A typical trajectory of such a primary electron calculated by VMCPT
is shown in figure 6.22. It can be explained in terms of the drift and mir-
roring motion discussed in 2.3.3. Figure 6.11 shows that the gradient of the
magnetic field in VISIONI is very high. However, in the edge of the plasma
chamber the magnetic field is also very strong such that the magnetic field
in the edge does not vary too much over one Larmor radius. Therefore, the
concepts of drift and mirroring motion are valid in the edge of VISIONI.
The diagrams in figure 6.23 show how the trajectory in figure 6.22 can be
understood in terms of mirroring and drift motion. Most of the primary
electrons emitted by the tungsten filaments are immediately captured by
the magnetic field lines between the two outer bottom magnets. The initial
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Figure 6.22: Typical trajectory of a primary electron emitted by the tung-
sten filaments in VISIONI exhibiting mirroring motion and grad B drifts

motion of such a primary electron is composed out of the cyclotron motion
around these magnetic field lines, a mirroring motion in the y direction be-
tween the two bottom magnets and a drift in the negative x direction as
shown in the top plots of figure 6.23. This drift is the combination of a
~∇B drift and a centrifugal drift given respectively by the equations (2.55)
and (2.63). Taking into account the negative charge of an electron, these

equations show that both drifts are directed along the ~∇B × ~B direction
which corresponds with the negative x direction. Using the same reasoning
it can be shown that the drift at the tungsten filaments at the other side of
the plasma chamber is also in the negative x direction. During this drift the
primary electron gets at a certain moment captured by the magnetic field
lines between two of the side magnets. The motion is then composed out of
the cyclotron motion around these magnetic field lines, a mirroring motion
between the two side magnets and a drift in the z direction as shown in the
bottom plots of figure 6.23. The drift is again the combination of a ~∇B drift
and a centrifugal drift in the ~∇B× ~B direction which now corresponds with
the z direction. If the primary electron would have been captured by the
magnetic field lines between a neighbouring pair of side magnets, the drift
would have been in the negative z direction. Eventually the primary elec-
tron is scattered into the central field free volume due to collisions with the
neutral gas and succeeds to escape at the pole of one of the side magnets.

Another drift that could play an important role in the primary electron
trajectories is the ~E × ~B drift. In [152] it is shown that the combination
of the strong electric field in the sheath around the tungsten filaments and
the magnetic field created by the heating current through the filaments can
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Figure 6.23: Schematic view of the magnetic field induced mirroring and
drift motion experienced by the primary electrons emitted by the tungsten
filaments in VISIONI

lead to a very characteristic primary electron trajectory where the electrons
travel along the surface of the filaments until they encounter a sharp twist.
As the electric field is not properly taken into account in VMCPT this
possible effect was investigated by introducing artificially a realistic sheath
electric field profile around the filaments. It turned out that the effect
described in [152] is mitigated in VISIONI due to the presence of a significant
contribution of the permanent magnets at the edge to the magnetic field
around the filaments. The trajectories were not influenced too much by the
additional electric field as it extends only less than 1 mm into the plasma.
Hence, it was concluded that the sheath electric field does not play an
important role for the primary electron trajectories in VISIONI.

The plots in figure 6.24 show the projection of the ionizing electron po-
sitions in the horizontal and vertical plane as simulated by VMCPT. The
asymmetries in these plots clearly reflect the typical primary electron trajec-
tories discussed above. Similar asymmetries can be observed experimentally.
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Figure 6.24: Scatter plots of the ionizing electron positions in VISIONI
projected in the xy and xz planes as simulated by VMCPT
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Figure 6.25: Photograph of the visible light emission pattern during an
argon plasma in VISIONI reflecting the strong inhomogeneity of the ionizing
electron density

Figure 6.25 shows a photograph of the light emission by an argon plasma
in VISIONI. The light emission pattern is very similar to the ionizing elec-
tron density pattern as the ionizing electrons are also the electrons that
are able to excite the neutral argon atoms which leads to light emission.
The ionizing electron position plots are also very similar to the ion density
plots in figure 6.20. Hence, it can be concluded that the asymmetry in the
ion density distributions is caused by the drifts experienced by the primary
electrons. One can see that the asymmetry for mirroring with respect to the
y axis is somewhat less pronounced for the H+

3 ions. This can be explained
as follows. The ions are of course also charged particles and due to their
positive charge they experience ~∇B and centrifugal drifts in the direction
opposite to the primary electron drift direction. However, equations (2.55)
and (2.63) show that the drifts are proportional to the kinetic energy of
the charged particles. Therefore, the drift of the ions is much slower than
the drift of the primary electrons. This explains why the ion density of the
H+

2 ions, which are rapidly converted into H+
3 ions, looks very similar to

the primary electron position plots. On the other hand, the H+
3 ions have

a much longer residence time in the plasma chamber and thus have more
time to drift in the opposite direction. This explains why the asymmetry
for mirroring with respect to the y axis is somewhat less pronounced for the
H+

3 ions.

204



Figure 6.26: Relative contributions of the different charged particles to the
fluxes on the plasma chamber walls in VISIONI as simulated by VMCPT

6.3.4.2 Ion fluxes to the walls

The ion fluxes to the plasma chamber walls are very important for this
work as they determine the amount of erosion and deposition. Figure 6.26
shows the relative contributions of the different charged particles to the
fluxes on the plasma chamber walls as simulated by VMCPT. Electrons can
only escape through the side wall and the bottom plate because the target
plate is biased negatively in order to repel even the most energetic electrons.
Therefore, the electrons are absent in the target plate pie chart, while they
dominate the pie charts for the side wall and the bottom plate. The ratio
between the H+

2 ion flux and the H+
3 ion flux is similar for the three pie

charts and also comparable with the density ratio in the plasma.
Figure 6.27 shows a plot of the ion flux hitting the target plate and

scatter plots for the impact positions of ions on the bottom plate and a small
part of the side wall as simulated by VMCPT. The ion flux on the target
plate clearly reflects the asymmetry in the ion density discussed above. The
scatter plots show that ions can escape through the bottom plate and side
wall only around the poles of the magnets as could be expected from the
magnetic field line structure shown in figure 6.10.

These simulation results were also confirmed experimentally. The pho-
tographs in figure 6.27 show the amorphous hydrocarbon layers deposited
on the target plate, the bottom plate and part of the side wall in VISIONI
after an experimental campaign with mixed deuterium-methane plasmas.
The colour patterns of the transparent amorphous hydrocarbon layers are
due to interference effects depending on the layer thickness. The regions
with significant impact of ions according to the VMCPT simulations clearly
correspond with the regions where no amorphous hydrocarbon layers were
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Figure 6.27: Photograph of the amorphous hydrocarbon layer deposition in
VISIONI after a methane plasma in comparison with the hydrogen ion flux
patterns as calculated by VMCPT
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observed experimentally. This can be understood as follows. The deposition
of the amorphous hydrocarbon layers is mainly due to neutral hydrocarbon
radicals created by electron impact reactions with the methane. These neu-
tral species are not affected by the magnetic field and can reach all regions
of the plasma chamber. However, the amorphous hydrocarbon layers in the
regions with strong ion bombardment are removed by physical and chemical
sputtering much faster than they are built up. This very nice agreement
shows that the simulated ion fluxes are very realistic.

6.3.4.3 Electron energy distribution function

As discussed in 6.3.2 the EEDF in VISIONI can be approximated by a
bi-Maxwellian. Therefore, it can be characterized by three parameters: the
cold electron temperature Tec, the hot electron temperature Teh and the hot
electron fraction feh. Figure 6.28 shows the 2D plots of Tec, Teh and feh
on a vertical and horizontal cross section through the centre of the plasma
chamber as calculated by VMCPT. The tungsten filaments are indicated
in purple. The resolution is very poor in comparison with the ion density
plots in figure 6.20. This is because at least several tens of thousands of
simulation electrons are needed in order to resolve the hot electron tail of
the EEDF. Therefore, the amount of cells in which the simulation volume
could be split for calculating Tec, Teh and feh was limited. A central cylinder
with radius 4 cm was sliced into ten equally thick slices. The surrounding
edge region was sliced in seven equally thick slices. The bottom two edge
slices were added together because the electron density in the bottom slice
was very low. All edge slices were additionally cut into twenty segments
with an opening angle of 18o. As VISIONI is symmetric for mirroring with
respect to the xz plane, the corresponding segments on both sides of the xz
plane were considered together for the calculation of the EEDF parameters.
The 2D plots clearly show that Tec, Teh and feh are higher close to the
tungsten filaments. The effects of the primary electron drifts in the negative
x direction and along the z axis induced by the magnetic field gradient are
also reflected in these plots.

The simulated profiles of Tec, Teh and feh along the central axis of the
plasma chamber are compared with the Langmuir probe measurements in
figures 6.29-6.31. The measured values are systematically above the simu-
lated values. Possible explanations for this deviation were already discussed
in 6.3.2. The Langmuir probe measurements show a slight increase of Teh
and feh when moving from the top towards the centre of the plasma cham-
ber. This increase was not observed in the simulation results. The increase
observed during the measurements could be caused by the increase of the
primary electron emission rate as the Langmuir probe was moved down-
wards due to the drift of the filaments temperature discussed in 6.3.1. The
deviation between the simulations and the measurements could also be due
to the fact that the bulk electric field is not taken into account in VMCPT.
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Cold electron temperature [eV] Hot electron temperature [eV]

Hot electron fraction

Figure 6.28: 2D plots of the cold electron temperature, hot electron tem-
perature and hot electron fraction on a vertical and horizontal cross section
through the centre of the VISIONI plasma chamber as calculated by VM-
CPT
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Figure 6.29: Comparison of the cold electron temperature profiles along the
central axis according to VMCPT simulations and Langmuir probe mea-
surements

Figure 6.30: Comparison of the hot electron temperature profiles along the
central axis according to VMCPT simulations and Langmuir probe mea-
surements
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Figure 6.31: Comparison of the hot electron fraction profiles along the cen-
tral axis according to VMCPT simulations and Langmuir probe measure-
ments

As discussed in 4.2.4 the bulk electric field has an important effect on the
trajectories of the cold electrons. The order of magnitude of Teh obtained
from the simulations is in good agreement with the measurements. How-
ever, the simulated values fluctuate quite a lot. This is caused by the limited
statistics for the high energy tail of the EEDF in the simulations.

6.3.4.4 Plasma potential

The spatial dependence of the plasma potential and the bulk electric field is
an important input for the ERO code. As the bulk electric field is neglected
in VMCPT it was not possible to simulate the spatial dependence of the
plasma potential. Only the sheath potential drop at the side and bottom of
the plasma chamber was simulated self-consistently by VMCPT. This po-
tential drop corresponds to the potential difference between the edge of the
plasma and the anode. For standard operating conditions the simulations
gave a value of about 2.4 V for the sheath potential drop. Due to the ad-
ditional presheath potential drop of the order of kTe/qe it is expected that
the plasma potential increases a few volts towards the centre of the plasma
chamber.

These expectations are in good agreement with the Langmuir probe
measurements. Figure 6.32 shows that the plasma potential with respect to
the anode increases from 3 V close to the target plate up to 4.5 V in the
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Figure 6.32: Vertical profile of the plasma potential with respect to the
anode in VISIONI as measured by the movable Langmuir probe

centre of the plasma chamber. However, the determination of the plasma
potential by means of a Langmuir probe is rather inaccurate due to the
rounding of the knee in the IV characteristic. A more precise measurement
of the plasma potential should be performed by means of for instance an
emissive probe.

6.3.5 Free parameter variations

As discussed in 6.3.1 the plasma properties in VISIONI can be influenced
by three operational parameters: the filament heating current If which de-
termines the primary electron emission rate Rpe, the neutral gas pressure
p and the potential difference Vac applied between the tungsten filaments
and the side and bottom of the plasma chamber. A parameter study was
performed to assess the variation of the most important plasma parameters
such as the cold electron temperature Tec, the hot electron temperature Teh,
the hot electron fraction feh, the fraction of H+

2 ions fH2 , the plasma poten-
tial Vpl, the anode current Ia, the plasma density ni and the target current
It. This was done both with VMCPT simulations and Langmuir probe
measurements. The simulated values for Tec, Teh, feh and fH2

are values
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averaged over the whole simulation volume as only for standard operating
conditions a simulation was performed with enough statistics to determine
the spatial dependence of these plasma properties. The simulated values
for Vpl correspond with the self-consistent sheath potential drop at the side
and bottom of the plasma chamber. As the self-consistent bulk electric
field is not taken into account in VMCPT the presheath could not be taken
into account. The simulated values for ni correspond with the local plasma
density on the central axis averaged over a cylinder with a radius of 0.02 m
and a central axis between z = 0.07 m and z = 0.08 m. The Langmuir
probe measurements of these parameters were performed with the probe
positioned at the central axis of the plasma chamber with the molybdenum
tip between z = 0.07 m and z = 0.08 m. As can be seen in figure 6.21 this
position corresponds with the maximum of the plasma density profile along
the central axis of the plasma chamber. Each Langmuir probe data point
was obtained by averaging five measurements. The standard deviation of
these measurements was very low in comparison with the variation of the
plasma parameters. However, plasma parameters derived from a Langmuir
probe I-V characteristic have an uncertainty of about 20%. The results are
shown in figures 6.33-6.35. The red dashed lines indicate standard operating
conditions: Rpe = 2 · 1019 s−1, p = 0.3 Pa and Vac = 80 V.

In general the agreement between the simulations and the measurements
is reasonable. The measured values for Tec, Teh and feh are systematically
higher than the simulated values. Possible explanations for this deviation
were already discussed in 6.3.2. Also the measured values for Vpl are sys-
tematically higher than the simulated values. This was expected as the
measured values include the sheath and presheath potential drop, while the
simulated values take into account the sheath potential drop only. The
measured values for Ia are systematically lower than the simulated values.
The simulated values for Ia could only be decreased with respect to ni and
It by giving the ions an initial velocity directed towards the target plate.
However, this results in a too large ratio It/ni. Thus the deviation between
simulations and measurements for the ratios between ni, Ia and It is proba-
bly due to the fact that giving the ions just a higher initial energy to mimic
the acceleration by the presheath electric field does not take into account
the fact that the ions can be accelerated towards the side, top or bottom of
the plasma chamber with a preference for the top as the contact area of the
plasma at the target plate is much larger than at the side and bottom due
to the absence of permanent magnets at the target plate. The agreement
between the simulated and measured values for ni and It is very good,
especially for conditions close to the standard operating conditions. The
deviations for operating conditions further away from standard operating
conditions is probably caused by the fact that the value for the initial ion
energy to mimic the acceleration of the ions in the presheath electric field
was fitted to the experimental results at standard operating conditions only
as was discussed in 6.3.2. Besides the absence of a self-consistent electric
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Figure 6.33: Dependence of the plasma parameters in VISIONI on the pri-
mary electron emission rate according to the VMCPT simulations and Lang-
muir probe measurements. The primary electron emission rate for standard
operating conditions is indicated with the dashed red line.
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field calculation another important factor that might explain the deviations
between measurements and simulations is the drift of Rpe discussed in 6.3.1.
This drift is unavoidable during a parameter scan. It is not possible to use
the strategy used for other experiments where It is kept constant by adapt-
ing If as It is expected to change during the parameter variations. Thus
Rpe will always increase during the parameter scan even though If is kept
constant. This complicates of course the interpretation of the measured
parameter dependencies.

The plots in figure 6.33 show the variation of the plasma parameters
with the primary electron emission rate Rpe. For the experimental data the
value of Rpe was calculated for each value of the filament heating current
If by fitting to the VMCPT simulation results. The relationship between
If and Rpe obtained in this way was in very good agreement with the theo-
retical relations discussed in 6.3.1. The simulations were performed for Rpe
in the range (0.05 − 1) · 1020 s−1. The measurements were performed for
Rpe in the range (0.05− 0.2) · 1020 s−1. It can be seen that ni increases in
the range (8.6 · 1015 − 5.5) · 1017 m−3 for increasing Rpe. This is logical as
an increase in the primary electrons emission rate leads to an increase in
the ionization rate. The increase slows down for higher Rpe as recombina-
tion becomes more and more important. Similarly, also Ia and It increase
respectively in the ranges 0.15-30 A and 0.07-7 A for increasing Rpe. The
increase of Ia is steeper as the hot electrons which are not significantly
subjected to recombination form an important contribution to this current.
The increased plasma density also has its effect on the EEDF. It is clear
that Tec increases from 1 eV to 2 eV with increasing Rpe. This increase can
be explained by the enhanced recombination rate at higher plasma densities
leading to a shorter lifetime and thus to a shorter energy relaxation time of
the cold electron population. Also Teh increases from 15 eV to 35 eV with
increasing Rpe. This increase is probably caused by a more efficient energy
transfer from the primary electrons due to the enhanced electron-electron
collision rate at higher plasma densities. Further, also feh increases from
0.009 to 0.02 with increasing Rpe. The hot electron fraction is increased
because enhanced recombination reduces the cold electron fraction. The
increasing energy of the electrons for increasing Rpe also explains why Vpl
increases in the range 1-2.9 V for increasing Rpe. If the electrons are more
energetic a higher potential barrier is required to ensure quasi-neutrality
of the plasma. Finally, fH2

is observed to increase in the range 10 − 20%
for increasing Rpe. This is because recombination of H+

2 ions becomes more
important with respect to the conversion reaction to H+

3 ions, which reduces
the production rate of H+

3 ions. Furthermore, enhanced recombination of
H+

3 ions also increases the loss rate of H+
3 ions.

The plots in figure 6.34 show the variation of the plasma parameters
with the neutral gas pressure p. The simulations were performed for p in
the range 0.05-0.5 Pa. The measurements were performed for p in the range
0.15-0.5 Pa. The main effect of an increase of the neutral gas pressure is the
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Figure 6.34: Dependence of the plasma parameters in VISIONI on the neu-
tral pressure according to the VMCPT simulations and Langmuir probe and
quadrupole mass and energy analyser measurements. The neutral pressure
for standard operating conditions is indicated with the dashed red line.
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increase of the collision rates of the charged particles with the neutrals. It
can be seen that Tec decreases from 2.2 eV to 1 eV for increasing p. This is
caused by an increase of the vibrational excitation rate. Also Teh decreases
from 40 eV to 20 eV for increasing p due to enhanced electronic excitation
and ionization rates. Further, a decrease of feh from 0.09 to 0.005 is observed
for increasing p. This can be explained by an increase of the ionization rate
and an enhanced energy relaxation of the hot electrons leading to an increase
of the cold electron population with respect to the hot electron population.
As expected the decrease of the electron energy with increasing p leads
also to a decrease of Vpl such that quasi-neutrality of the plasma remains
guaranteed. The values of ni, It and Ia increase for increasing p respectively
in the ranges (0.7−2.7) ·1017 m−3, 1-2.7 A and 4.4-7 A. These increases are
due to the enhanced ionization rates experienced by the primary electrons.
The increase is limited as the available energy per primary electron is limited
by the value of Vac. Finally, as was discussed already in 6.3.3 the value of
fH2

decreases very strongly with increasing p due to the enhanced H+
2 to

H+
3 conversion rate.

The plots in figure 6.35 show the variation of the plasma parameters with
the potential difference Vac applied between the tungsten filaments and the
bottom and side of the plasma chamber. The simulations were performed
for Vac in the range 40-120 V. The measurements were performed for Vac
in the range 60-120 V. The value of Vac clearly does not have a significant
impact on Tec. However, Teh increases strongly in the range 10-40 eV for
increasing Vac. This is logic as Vac determines the initial energy of the
primary electrons. The value of feh decreases from 0.03 to 0.01 for increasing
Vac. This can be explained by the fact that primary electrons are lost
more easily, while creation of cold electrons due to ionization is promoted
due to the higher starting energy of the primary electrons. As Tec is not
influenced significantly by Vac also Vpl does not vary a lot with Vac. The
values of ni, It and Ia increase for increasing Vac respectively in the ranges
(0.5− 2.3) · 1017 m−3, 0.9-2.3 A and 4-6 A. These increases are due to the
increased energy of the primary electrons which is available for ionization.
The increase is limited as the increased energy of the primary electrons
also leads to a more rapid loss. Finally, the value of fH2 increases slightly
with increasing Vac due to the enhanced recombination which decreases the
production rate of H+

3 ions and at the same time increases the loss rate of
H+

3 ions.

6.3.6 Investigation of the effects of different processes

In addition to measurable plasma parameters the VMCPT code can also
provide information which is not accessible experimentally. It is possible
to study in detail the complex interplay of the different processes playing a
role in the plasma.

Figure 6.36 for instance shows the contributions of electrons from ion-
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Figure 6.35: Dependence of the plasma parameters in VISIONI on the dis-
charge potential difference according to the VMCPT simulations and Lang-
muir probe measurements. The discharge potential difference for standard
operating conditions is indicated with the dashed red line.
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Figure 6.36: The contributions of different charged particles to the total
charged particle inventory in VISIONI according to VMCPT simulations

ization, electrons knocked out of the plasma chamber walls and primary
electrons to the plasma. This pie chart learns us that more than 60% of the
electrons in the plasma are due to ionization. Secondary electrons ejected
by the wall due to electron impact form only a small contribution of about
10%. The remaining 30% are primary electrons. As discussed already in
6.3.2 these primary electrons are the main source of hot electrons. However,
only a small fraction of the primary electrons belongs to the hot electron
population. Most of the primary electrons experienced several inelastic col-
lisions and belong to the cold electron population.

The pie charts in figure 6.37 show the contributions of different loss
processes to the total loss of the different charged particles in the plasma.
The H+

3 ions are lost mainly at the plasma chamber walls. Due to the
absence of permanent magnets at the target plate about 71% of allH+

3 losses
are at the target plate. Losses at the side of the plasma chamber, losses at
the bottom plate and losses due to recombination each contribute about 10%
each to the total H+

3 losses. For H+
2 ions the losses are clearly dominated

by the very efficient conversion process to H+
3 ions. Also recombination is

an important loss process contributing about 16% to the total H+
2 losses.

The wall losses contribute in total only about 10%. For electrons the losses
are clearly dominated by wall losses. Losses at the side and bottom of the
plasma chamber contribute respectively 42% and 53% to the total electron
losses. Electrons cannot be lost at the target plate due to the high negative
biasing. The remaining 5% of the electron losses are due to recombination.
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Figure 6.37: The contributions of different processes to the charged particle
loss in VISIONI according to VMCPT simulations

6.4 Optical emission spectroscopy feasibility
study for VISIONI

Optical emission spectroscopy is a valuable tool for material migration stud-
ies. It can be used to study the migration of eroded and externally injected
particles. Therefore, the feasibility of an optical emission spectroscopy sys-
tem for VISIONI was investigated. Due to the limited accessibility of the
plasma chamber only the side port can be used for optical access. In prin-
ciple optical emission spectroscopy could also be performed via the hole in
the bottom plate, but this would require the removal of the energy and
mass analyser. The first subsection discusses the IR heat load from the
tungsten filaments on the side port. This is important because for too
high heat loads it is necessary to use more expensive mirror instead of lens
optics. The second subsection discusses an experiment in which a mixed
deuterium-methane plasma was inspected with an overview spectrometer
to investigate how well hydrocarbons can be observed by means of optical
emission spectroscopy in VISIONI.

6.4.1 Estimation of the IR heat load on the side port

As discussed in 6.3.1 the optical emission of the tungsten filaments can well
be approximated by a Planck spectrum. At standard operating conditions
the temperature of the tungsten filaments Tf is about 2400 K. According to
[179] the emissivity ε of tungsten in the relevant wavelength range is about
0.4. The power Prad radiated by the tungsten filaments with a surface area
Af can then be calculated according to the Stefan-Boltzmann law

Prad = Af εσT
4
f = 951 W (6.24)
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Figure 6.38: The power load and total power on the side port in VISIONI as
function of the IR reflection probability of the stainless steel vacuum vessel
walls as calculated by the Monte Carlo code

with σ the Stefan-Boltzmann constant. As the electric power put into
the tungsten filaments amounts to about 2500 W, this means that about
40% of the input power is transformed into radiation.

Two different methods were used to estimate how much of this radiated
power eventually ends up at the side port. For the first method a simple
Monte Carlo photon tracking code was used. The calculation starts with
the release of 107 semi-photons, each carrying a fraction 10−7 of the total
radiated power Prad. The starting positions of the semi-photons are uni-
formly distributed over the surface of the tungsten filaments. The starting
velocities are for simplicity uniformly distributed over a full sphere. The
semi-photons describe straight tracks until they hit the stainless steel walls
of the plasma chamber. When hitting the wall, the photon is reflected
with a power fraction R equal to the average IR reflection probability of
stainless steel. The reflection angles were distributed according to a cosine
distribution. The semi-photons were tracked as long as the carried power
was greater than a fraction 10−12 of Prad. The power carried by the semi-
photons hitting the side port was considered fully absorbed and added up
in order to estimate the heat load on the port. Figure 6.38 shows the re-
sults of this calculation. The plot shows the IR power load and the total IR
power on the side port as a function of the IR reflection probability of the
stainless steel vacuum vessel walls. The unknown IR reflection probability
introduces an uncertainty. For an average reflection probability of 0.5 the
power load on the side port Pport was calculated to be 16 kW/m

2
.

The heat load on the side port was also estimated experimentally by
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inserting a thermocouple into the plasma chamber through a pinhole in a
copper insert positioned in the side port such that only 1 cm of the ther-
mocouple was actually exposed to the IR heat load in the plasma chamber.
The IR heat load Pport on the side port was then calculated from stating
that the IR heat load absorbed by the exposed part of the thermocouple
should in steady state be equal to the sum of the heat load conducted away
by the thermocouple according to Fourier’s law and the heat load radiated
by the thermocouple according to the Stefan-Boltzmann law. This can be
expressed as

(1−R)AtePport = ktAtc
Tin − Tout

Lt
+AteσT

4
in (6.25)

where R is the average IR reflection probability of the stainless steel coating
of the thermocouple, Ate the exposed surface area of the thermocouple, kt
the heat conduction coefficient of the thermocouple, Atc the cross section
area of the thermocouple, Tin the temperature of the end point of the ther-
mocouple inside the plasma chamber, Tout the temperature of the end point
of the thermocouple outside the plasma chamber and Lt the length of the
thermocouple. If again a value of 0.5 is taken for the average IR reflection
probability on stainless steel, the calculated value for Pport was in perfect

agreement with the value of 16 kW/m
2

calculated with the Monte Carlo
code.

From the estimated heat load of 16 kW/m
2

it can be concluded that it
will be safer to use mirrors for the optics in VISIONI. This will make the
system of course more expensive. Furthermore, an additional issue is that
the mirrors could rather soon be covered with a deposit from the plasma.
This will make it necessary to regularly clean the mirrors.

6.4.2 Spectroscopy of a deuterium-methane plasma

In order to investigate how well traces of impurities in the plasma will
be observable by means of optical emission spectroscopy it was decided to
study a deuterium plasma with a variable concentration of methane with the
AvaSpec-2048-USB2 compact overview spectrometer as described in 3.2.6.1.

Figure 6.39 shows the optical emission spectra for a deuterium plasma
with 1% of methane and a full methane plasma after taking into account
the wavelength dependent relative sensitivity factor and subtracting of the
background due to the IR emission of the tungsten filaments. Most promi-
nent in both spectra are the hydrogen Balmer lines. Both spectra show
a weak band at 430 nm which is most probably the CH band. The full
methane spectrum also shows two weak lines at about 463 nm and 493 nm
which might be neutral carbon lines.

From the two spectra it is clear that it is possible to observe trace
amounts of impurities in the plasma. However, the signals due to these
impurities are very weak. This is due to the rather low plasma density in
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Figure 6.39: Optical emission spectra observed during mixed deuterium-
methane and full methane plasmas in VISIONI

VISIONI. Therefore, especially for spatially resolved measurements, a very
sensitive optical emission spectroscopy system will be needed.

6.5 Conclusions

• Analytical expressions were derived for the magnetostatic field created
by the permanent Sm2Co17 magnets and the heating current running
through the tungsten filaments in VISIONI. The expressions for the
magnetostatic field created by the permanent Sm2Co17 magnets were
benchmarked and verified by means of Hall probe measurements. The
agreement between the calculations and the measurements was very
good. A value of µ0Js = 1.12 T was found for the initially unknown
equivalent surface current density Js. As expected for a multidipole
magnetic field configuration the magnetic field has a very strong gra-
dient at the edge of the plasma chamber and drops over about two
orders of magnitude when moving towards the centre. At the poles
of the magnets the field has a strength of about 0.2 T, while in the
centre of the plasma chamber the field has a magnitude of only about
0.002 T. The analytical expressions are very convenient for direct use
in computer simulation codes.

• A simple iterative finite difference code was developed to calculate
the electrostatic field in VISIONI in the absence of plasma by solving
Laplace’s equation. This code was first tested by calculating the an-
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alytically solvable case without biasing of the tungsten filaments. For
this case perfect agreement was found between the finite difference
calculation and the analytical solution. Then biasing of the filaments
was implemented as well. Additionally the possibility of solving Pois-
son’s equation for a given charge distribution was implemented in the
finite difference code.

• The VISIONI Monte Carlo Charged Particle Tracking or shortly VM-
CPT code was developed from scratch to simulate the plasma in VI-
SIONI. It takes into account the thermionic emission of electrons by
the tungsten filaments, the motion of the charged particles in the
magnetostatic field and collisions of the charged particles with other
charged particles, neutrals and the walls of the plasma chamber. The
most important approximation in the VMCPT code is the fact that
the bulk electric field is neglected. In principal the finite difference
Poisson solver could be used in the VMCPT code to solve the electric
field in the plasma self-consistently. However, this would require an
unrealistically large amount of CPU time. Solving the electric field
in VISIONI self-consistently could become possible in the future by
using a much more efficient electric field solver, massive paralleliza-
tion and a state of the art High Performance Computing system. This
would eliminate the most important approximations in the VMCPT
code and thus greatly improve the quality of the simulations.

• The deuterium plasma in VISIONI was characterized in detail by
means of VMCPT simulations, Langmuir probe measurements and
quadrupole mass and energy analyser measurements. In general the
agreement between the simulations and the measurements was rather
good. The observed deviations are probably caused by the uncer-
tainty in the deuterium collision cross sections and the absence of a
self-consistent electric field calculation in VMCPT. The acceleration
of the ions by the potential drop in the presheath was introduced ar-
tificially in VMCPT by giving the ions a higher starting energy. This
starting energy was chosen as a given fraction of the electron tempera-
ture as also the presheath potential drop is proportional to the electron
temperature. This fraction of the electron temperature was treated
as an additional free parameter that had to be calculated by fitting
of the simulation results and the measurements. This fitting was only
performed for standard operating conditions as it requires a large set
of time consuming simulations. An initial ion energy Ein = 0.3kTe
gave the best agreement between simulation results and measurements
for standard operating conditions. Other possible explanations for the
deviations between the simulations and the measurements are the in-
herent uncertainties on the plasma parameters derived from Langmuir
probe measurements and the disturbance of the Langmuir probe IV
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characteristic by the magnetic field and the presence of the probe
itself.

• The plasma properties in VISIONI are determined by three free pa-
rameters. The first free parameter is the heating current If running
through the tungsten filaments. It determines the filament tempera-
ture Tf and thus also the primary electron emission rate Rpe. Em-
pirical and theoretical relations between If , Tf and Rpe were derived.
However, the applicability of these relations is limited due to aging
effects of the tungsten filaments and the additional discharge cur-
rent running through the tungsten filaments during plasma operation.
Therefore, it was decided to use If simply as a tuning parameter to
keep the target current It at the desired value. In the VMCPT code
Rpe can be specified directly in the input file and is treated as a fit-
ting parameter tuned to get agreement between the simulated and
measured values for It. The second free parameter is the potential
difference Vac between the tungsten filaments and the side and bot-
tom of the plasma chamber. As the potential drop is concentrated in a
very thin sheath layer around the tungsten filaments, Vac determines
the initial energy of the primary electrons. The third free parameter
is the neutral gas pressure p which is regulated by the pressure control
valve and determines the collisionality. The values for Vac and p in
VMCPT are directly specified in the input file and should be taken
equal to their experimental counterparts.

• The combination of VMCPT simulations and Langmuir probe mea-
surements showed that the EEDF for a deuterium plasma in VISIONI
is bi-Maxwellian. About 98− 99% of the electrons belong to the cold
bulk electron population with a temperature of about 1− 2 eV, while
a small fraction of about 1− 2% of the electrons belong to a hot elec-
tron population in the tail of the EEDF with a temperature of about
20−25 eV. The cold electron population consists mainly of secondary
electrons created by ionization and electron ejection by electron im-
pact on the plasma chamber walls with a smaller contribution from the
primary electrons that lost most of their energy by collisions with the
neutral gas molecules. The hot electron population consists mainly of
primary electrons that experienced only a few collisions with a smaller
contribution from the secondary electrons. The bi-Maxwellian EEDF
is a result of the limited collisionality between the charged particles in
the low density plasma of VISIONI. Especially the energetic primary
electrons have not enough time to equilibrate.

• VMCPT simulations and quadrupole mass and energy analyser mea-
surements showed that H+

2 ions, H+
3 ions, electrons and H2 molecules

are the dominant species for a deuterium plasma in VISIONI. This is
in good agreement with theoretical expectations. H− ions could not
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be observed, while H+ ions were found to contribute less than 1% to
the total ion content. H+

2 ions and H+
3 ions dominate at respectively

low and high pressures with a transition at about 0.15 Pa. This is due
to the very efficient conversion reaction in which H+

2 ions can be trans-
formed into H+

3 ions by collisions with H2 molecules. The dissociation
degree of the neutral gas was found to be below 0.1%.

• The ion density, the ion flux to the target plate and the hot elec-
tron population are strongly increased at the edges of the plasma
chamber around the tungsten filaments. Furthermore, an asymmetry
was observed for mirroring with respect to the y axis. These effects
can be explained by the typical trajectories described by the primary
electrons emitted from the tungsten filaments under influence of the
magnetostatic field created by the permanent magnets at the side and
bottom of the plasma chamber.

• Variations of the free parameters Rpe, p and Vac, switching on and
off different processes and generating specific data that cannot be
accessed experimentally with the VMCPT code gave a deeper under-
standing of the important processes in VISIONI.

• A study was performed to investigate the feasibility of an optical emis-
sion spectroscopy system for VISIONI. From this study it was con-
cluded that the high IR heat load from the tungsten filaments implies
the use of mirrors instead of lenses for the collection optics. Further, it
was shown that due to the low plasma density a very sensitive system
will be needed to observe trace impurities in the plasma spectroscop-
ically.
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Chapter 7

Material migration studies
in VISIONI

This chapter presents the results of the first experimental material migration
campaigns performed in VISIONI. The first section discusses a campaign
in which copper samples were exposed to a deuterium plasma. The aim of
this campaign was to investigate physical sputtering and to check whether
VISIONI is an appropriate tool to study erosion yields. The next section
discusses a study in which graphite samples were exposed to a deuterium
plasma. This allowed to look at additional chemical erosion. The third sec-
tion deals with an experimental campaign in which graphite samples were
again exposed to a deuterium plasma in VISIONI, but now with simultane-
ous injection of 13CH4 to investigate the transport, deposition and especially
the re-erosion behaviour of the injected 13C. The last section summarizes
the main conclusions of this chapter.

7.1 Physical sputtering of copper

7.1.1 Description of the experimental campaign

The aim of the first experimental material migration campaign in VISIONI
was to study physical sputtering caused by the impact of molecular deu-
terium ions from the plasma and to investigate whether VISIONI is an
appropriate tool to study erosion yields. Therefore, a material undergo-
ing significant physical erosion under the impact of molecular deuterium
ions with an impact energy of the order of 100 eV was needed. To start
with the most simple case, it was further demanded that the material does
not undergo chemical erosion by deuterium impact. Taking into safety and
practical issues related to the use of several other candidate materials it
was eventually decided to use copper. Disc shaped samples with a radius
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Table 7.1: The exposure conditions and the post-mortem mass loss analysis
of the copper samples exposed to a deuterium plasma in VISIONI

conditions mass loss
Ei p It ∆m ∆t Y

[eV] [Pa] [A] [mg] [µm]
Cu1 334 0.30 2 6.7 9.7 0.0787
Cu2 204 0.30 2 0.8 1.1 0.0096
Cu3 259 0.30 2 1.8 2.6 0.0215
Cu4 334 0.05 1 3.1 4.4 0.0440
Cu5 224 0.05 1 1.3 1.9 0.0174
Cu6 279 0.05 1 2.0 2.9 0.0254
Cu7 334 0.30 2 1.8 2.6 0.0215
Cu8 384 0.30 2 3.1 4.4 0.0335
Cu9 384 0.30 2 5.3 7.6 0.0587

rs = 5.65 mm and a thickness ts = 4 mm were cut from a block of pure
polycrystalline copper with a density ρCu = 8.909 g/cm

3
. Before exposure

the surface of the copper samples was polished until a smooth highly re-
flective surface was obtained. This was done by wet polishing for a few
minutes using subsequently the Struers MD-Piano 2000, the Struers MD-
Piano 4000 and Struers FEPA P4000 SiC paper. The surface roughness
after this treatment was determined to be about 3 µm by means of white
light profilometry.

After the surface treatment the copper samples were exposed to a deu-
terium plasma in VISIONI. As explained in 3.2.4, due to the geometry of
the sample holder only a circular area with radius rse = 5 mm was actually
exposed to the plasma. An annulus with thickness dr = 0.65 mm remained
unexposed. To study the dependence of the physical sputtering on the ion
impact energy Ei, the biasing potential Vas of the samples with respect to
the anode was varied between -200 V and -380 V. The ion impact energy
in VISIONI is related to this biasing according to the relation

Ei = qe(Vpl − Vas) (7.1)

with Vpl the plasma potential in the centre of the plasma chamber with
respect to the anode which was in the previous chapter determined to be
of the order of 4 V. To study the dependence of the physical sputtering on
the type of molecular deuterium ion, exposures were performed for different
values of the neutral deuterium pressure p. Most exposures were performed
at a pressure of 0.3 Pa. For this pressure it was shown in the previous chap-
ter that the ions are composed out of about 80% D+

3 ions and 20% D+
2 ions.

Three exposures were performed at a lower pressure of 0.05 Pa. This was
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the lowest pressure for which a stable plasma could still be obtained. For
this pressure it was shown in the previous chapter that the ions are com-
posed out of about 70% D+

2 ions and 30% D+
3 ions. The different exposure

conditions are summarized in table 7.1. All samples were exposed until an
ion fluence Φ = 1025 m−2 was reached. This fluence was determined by
integrating the measured sample current over time and resulted in exposure
times of about six hours. The potential difference between the anode and
the filaments and between the anode and the target plate was always set
to 80 V. The heating current through the tungsten filaments was changed
during the exposures such that the target current It remained constant at
a value of 2 A for the 0.3 Pa exposures and 1 A for the 0.05 Pa exposures.
This was done to avoid the drift of the primary electron emission rate dis-
cussed in the previous chapter. In this way the plasma was kept as constant
as possible during the exposure.

Different analysis techniques were applied to the samples. The mass was
measured before and after exposure with a precision of 0.1 mg to determine
the mass loss ∆m. From the mass loss the average crater depth ∆t was
calculated as

∆t =
∆m

ρCuπr2
se

(7.2)

and the sputtering yield Y as

Y =
∆mNA

MCuΦπr2
se

(7.3)

with MCu = 63.546 g/mol the molar mass of copper. The surface impurity
concentrations were determined by means of EDX. The surface morphol-
ogy was studied by means of SEM. The shape of the erosion crater was
characterized by white light and laser profilometry. The eroded volume
and thus also the mass loss and the sputtering yield could be calculated by
subtracting the profilometry data before and after exposure.

7.1.2 Surface impurity concentrations

The surface impurity concentrations were determined by means of EDX.
The atomic percentages of the different impurities found after exposure
are summarized in table 7.2. The main impurities found are carbon and
oxygen with typical atomic percentages of respectively 20a% and 4a% and
are homogeneously spread over the surface. However, the concentrations
of carbon and oxygen determined by means of EDX are prone to large
errors. EDX is less sensitive for low Z elements. Furthermore, carbon and
oxygen can also be deposited on the sample during EDX analysis. This was
confirmed by the fact that for unexposed copper samples similar carbon and
oxygen concentrations were observed. Thus most probably the carbon and
oxygen impurities are not caused by exposure in VISIONI. The presence
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Table 7.2: The surface impurity concentrations measured on the copper
samples by means of EDX after exposure to a deuterium plasma in VISIONI

Cu C O Al W
[a%] [a%] [a%] [a%] [a%]

Cu1 67.6 26.5 5.1 0.3 0.5
Cu2 75.5 22.3 3.8 0.3 0.0
Cu3 76.2 19.9 3.9 0.0 0.0
Cu4 76.9 19.3 3.3 0.3 0.2
Cu5 77.2 19.2 3.4 0.1 0.1
Cu6 74.4 21.0 4.0 0.3 0.2
Cu7 81.7 15.0 3.1 0.0 0.1
Cu8 75.1 21.3 3.3 0.1 0.1
Cu9 76.5 19.7 3.2 0.3 0.3

of oxygen is probably due to exposure to oxygen in the air. Therefore, it
is thought that the oxygen is eroded away rapidly during the exposure in
VISIONI and then appears again after the exposure due to contact with
oxygen in the air. Hence, the effect of oxygen on the physical sputtering
should be limited. Carbon can contaminate the surface due to exposure
to CO2 in the air, deposition of dust particles, polishing using SiC paper
and contamination of the plasma chamber from previous campaigns with
graphite samples and methane plasmas. Thus it is possible that carbon
remains at the surface also during the exposure in VISIONI. As the atomic
fraction of carbon is rather high, it might have an important influence on
the physical sputtering of the copper samples.

Besides oxygen and carbon also trace amounts below 0.5a% of tungsten
and aluminium were found. These species were not present before exposure.
They are found homogeneously spread over the exposed part of the surface.
Tungsten is probably due to evaporation of the tungsten filaments, while
aluminium is probably due to physical sputtering of the macor ring of the
sample holder by the impinging deuterium ions from the plasma. As the
atomic fractions of tungsten and aluminium are very low the effect on the
physical sputtering will not be significant.

The information depth of the EDX analysis was about 0.6 µm. The mass
of the copper incorporated in this top layer is about 0.54 mg. The measured
impurity weight percentage was never more than about 15w%. Therefore,
the possible contribution of impurity erosion and deposition to the mass
loss will be of the order of the precision of balance of 0.1 mg. Thus for mass
losses significantly above 0.1 mg the deduced physical sputtering yield will
not be influenced significantly by erosion and deposition of impurities.
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Figure 7.1: Photographs showing the different colours shades visible on the
copper sample surfaces after exposure to a deuterium plasma in VISIONI

7.1.3 Colour shades and surface morphology

Figure 7.1 shows photographs of the three typical colour shade patterns
exhibited by the exposed copper surfaces. The transition between the dif-
ferent colour shades when moving radially from the edge towards the centre
is very striking. It starts with the shiny unexposed edge which was covered
by the sample holder during the exposure. The colour shade patterns in
the edge of the exposed surface area are the same for all copper samples.
They vary from yellow over red to black. When moving further towards the
centre one can observe the inverse transition from black over red towards
yellow. Some samples such as Cu3 have a very large central yellow area,
while others such as Cu8 have a wider red band. Sample Cu7 even has a
fully red centre. Curiously some samples exposed at the same conditions
had significantly different colour shade patterns. Hence, no clear correla-
tion between the exposure conditions and the colour shade patterns could
be determined.

At first it was thought that the different colours might be due to copper
oxide formation. Two types of copper oxide exist, Cu2O which has a red
colour and CuO which has a black colour. However, the EDX analysis
showed that oxygen is present homogeneously distributed over the whole
surface. Furthermore, XRD analysis showed that no crystalline copper oxide
phases are present on the exposed surfaces. Thus another phenomenon has
to be responsible for the different colour shades.

By studying the surface morphology with SEM a clear correlation was
found between the surface morphology and the different colours. Figure
7.2A shows the typical surface morphology in the edge of the exposed sam-
ples. At the right one can see the unexposed part indicated with the number
1. Figure 7.2B zooms in on this region. Only some lines are visible on this
further flat surface due to polishing. In the centre of figure 7.2A the edge
of the exposed area indicated with the number 2 can be observed. Figure
7.2C zooms in on this region. There is a clear transition from a slightly

230



A2 A3

B B1

3CdistinguishableCregionsCinCtheCCsampleCedge flatCpolishedCunexposedCedge

denselyCpackedCconesCinCdarkCringCstrongCconeCdensityCgradientCinCexposedCedge

strongCconeCdensityCgradientCtowardsCcentre scatteredCprotrudingCstructuresCinCcentre

1

32

13 2
A

FE

DC

BSEI  15kV  WD10mm    SS54   x200  100µm SEI  15kV  WD9mm    SS54   x1000  10µm

SEI  15kV  WD10mm    SS54   x1000  10µmSEI  15kV  WD10mm    SS54   x3500  5µm

SEI  15kV  WD10mm    SS54   x35   500µm SEI  15kV  WD10mm    SS54   x1000  10µm

Figure 7.2: SEM pictures showing the typical surface morphology of the
copper sample surfaces after exposure to a deuterium plasma in VISIONI

roughened surface with some scattered etch pits and protruding structures
to a more dense population of protruding structures. Eventually on the left
side of figure 7.2A, as shown in more detail in figure 7.2D, the protruding
structures become so densely packed that the underlying surface is no longer
visible.

The increasing density of protruding structures observed in the edge
of the samples correlates nicely with the transition from yellow over red
towards black on the photographs in figure 7.1. This is not just an accidental
correlation. The surface morphology can also explain the colours. As the
protruding structures become more densely packed, light impinging on the
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Figure 7.3: Copper visible light reflectance [187]

samples needs more and more reflections to escape from the surface. The
reflectance data from [187] plotted in figure 7.3 show that the reflectance of
copper in the visible range starts to increase strongly in the yellow region and
reaches a maximum in the red region. This leads to a change of the apparent
colour from yellow to red and eventually even to black when more and more
reflections are needed for impinging light to escape from the surface.

The same effect is responsible for the transition back from black over
red to yellow when going further towards the centre of the samples. This is
illustrated in figure 7.4E for a sample with a small yellow circle in the centre
such as sample Cu8 shown on the central photograph in figure 7.1. The
small yellow circle corresponds with a region where the density of protruding
structures is strongly diminished. A zoom in the centre of the yellow circle
in figure 7.4F shows that the underlying surface is again clearly visible
with only a few scattered protruding structures and etch pits. It seems
that the protruding structures and etch pits are concentrated along certain
lines which are probably grain boundaries. From this discussion it can be
concluded that the different colours observed on the copper samples after
exposure to a deuterium plasma in VISIONI are caused by variations in the
density of protruding structures created under ion bombardment.

The question now remains how these protruding structures are formed.
A literature study was performed to look for possible mechanisms. The
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Figure 7.4: SEM pictures showing the variety in shape and orientation of
the protruding structures on the copper sample surfaces after exposure to
a deuterium plasma in VISIONI

study in [188] shows that for well polished and very pure copper samples
regular pyramids and etch pits are created under argon ion bombardment
of copper with a strong dependence on the crystal orientation. It is ar-
gued in [188] that these structures are probably induced by dislocations at
the surface present already before ion bombardment or induced by the ion
bombardment. The structures found on our samples are clearly no regular
pyramids. Furthermore, no difference in surface morphology was observed
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between different grains. Therefore, the protruding structures found in our
study are most probably not induced by surface dislocations specific for
certain crystal orientations.

In [189] irregular structures similar to the structures found on our sam-
ples were observed to be formed on copper under influence of argon ion
bombardment. These structures were eventually eroded again after receiv-
ing enough ion fluence. It is argued in [189] that these structures are caused
by asperities present on the surface before exposure. Such asperities can also
be expected in our case due to cutting of the samples followed by imperfect
polishing. As explained in [59] a more careful sequence of different polish-
ing procedures is needed in order to obtain an asperity-free surface. The
formation of protruding structures induced by small asperities on the sur-
face is predicted by analytical sputtering theory [190], [59] and simulations
[189]. Hence, asperities present on the copper surface before exposure are
probably an important factor in the formation of the protruding structures
observed in our study.

Above a critical surface temperature of 470 K and in the presence of a
significant amount of carbon on the copper surface also cone formation was
observed in [189]. In contrast to the more irregular structures discussed
above these cones were found to be more resistant against subsequent ero-
sion. It is argued in [189] that these cones are formed under influence of
impurity segregation by thermal diffusion. The segregated impurities locally
reduce the erosion rate leading to asperities which then can again evolve to
protruding structures as described above. Carbon impurities appear to play
an important role also in our studies. Sample Cu1 was the first copper sam-
ple exposed after an experimental campaign with graphite samples. This
resulted in a carbon surface concentration of 26.52a% which is significantly
higher than the carbon surface concentrations of about 20a% found on the
other exposed samples. This seems to be correlated with the fact that the
protruding structures observed on sample Cu1 had a diameter of the order
of 10 µm, while for all other exposed samples the diameter of the protruding
structures was only of the order of 1 µm. This can be seen by comparing
the SEM pictures in figures 7.4A and 7.4B with the SEM pictures in figures
7.4C and 7.4D. Furthermore, also the temperature effect could be observed
in our studies. During exposure the copper sample temperature was nor-
mally kept at 310 K. To investigate a possible temperature effect sample
Cu7 was exposed with a surface temperature of 500 K, so above the critical
temperature for carbon segregation on copper found in [189]. This was the
only sample for which cone like structures were found after exposure as can
be seen in figures 7.4E and 7.4F. It can be concluded that besides asperities
also carbon contamination and surface temperature play an important role
in the formation of the protruding structures in our study.

Analytical sputtering theory [190], [59] and simulations [189] predict
that the protruding structures induced by pre-existing asperities under ion
bombardment are aligned with the ion impact direction. This is in agree-
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Figure 7.5: The leading edge of the protruding tungsten ring supporting
the sample bends the electric field at the edge of the sample which leads to
non-normal ion impact and reduction of the local fluence

ment with the results from our exposures. Figure 7.5 schematically shows
the bending of the electric field at the edge of the sample due to the leading
edge of the tungsten ring supporting the sample. This leads to non-normal
ion incidence at the edge of the sample. The effect of the difference in ion
impact angle between the centre and the edge of the samples can be ob-
served by comparing the SEM pictures on the left in figure 7.4 taken at
the edge of the samples with the SEM pictures on the right in figure 7.4
taken in the centre of the samples. One can clearly see that the protrud-
ing structures are in the centre directed along the surface normal, while at
the edge they are tilted due to non-normal ion impact. This effect caused
by the protruding sample holder was also observed in the PISCES-B linear
plasma device [191]. Hence, the orientation of the protruding structures is
in agreement with theoretical predictions.

Another remaining question is why some areas on the copper samples
have a high density of protruding structures, while other areas have only
a limited amount of scattered protruding structures. The strong gradient
of the protruding structure density in the edge of the exposed area might
be an effect of the tungsten ring supporting the sample. As can be seen
schematically in figure 7.5 the local ion fluence decreases towards the edge
of the sample as part of the ions end up on the leading edge of the tungsten
ring instead of the sample. This could explain the transition from only a
few scattered protruding structures in the yellow ring at the edge to the
very dense population of protruding structures in the black ring and then
again to a few scattered protruding structures in the central yellow area. In
the yellow ring at the edge the received fluence is probably too low for the
creation of the protruding structures. In the black ring the received fluence
might be optimal to create the protruding structures. In the central yellow
area the fluence is probably already too high and the created protruding
structures are eroded again. The area of the central yellow region differs
strongly between the different samples. For some samples the yellow region
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extends almost up to the black ring, while for other samples there is a
broad red band in between. Most striking is the fact that there appears to
be no correlation with the exposure conditions. Even samples with the same
exposure conditions often have significantly different colour shade patterns.
Therefore, it is thought that the different colour shade patterns in the centre
are related to differences in the amount of pre-exposure asperities produced
by cutting or polishing of the samples. The exact mechanism is, however,
not clear. For sample Cu7, which was exposed with a surface temperature
of 500 K, figure 7.4F shows that even in the centre a high density of cones
was found. This is also reflected in the fact that the red area covers the
whole central area as shown in figure 7.1 and is in agreement with the
observations in [189] that the cones formed above the critical temperature
for carbon segregation by thermal diffusion are more stable against erosion.

7.1.4 Profilometry

The copper samples were analysed with white light profilometry after expo-
sure with the purpose of determining the volume of the erosion crater and
the physical sputtering yield. However, it turned out that the shape of the
surface before exposure was not flat but convex. Due to preferential polish-
ing of the edges the centre was several tens of micrometers higher than the
edges. Therefore, it was not possible to calculate the eroded volume as the
reference surface before exposure was not known accurately enough. Only
for copper sample Cu8 the surface was analysed also before exposure with
white light profilometry. Figure 7.6 shows a comparison of the 2D white
light profilometry data for this sample before and after exposure. The 2D
profilometry data measured before exposure in the top left plot clearly ex-
hibits a convex shape due to preferential polishing of the edges. The 2D
profilometry data measured after exposure in the top right plot looks very
similar to the photograph of sample Cu8 shown in the centre of figure 7.1.
The yellow and red regions in the photograph correspond with the respec-
tively lower and higher lying regions in the 2D profilometry plot. The black
regions in the photograph had too low reflectivity for obtaining white light
profilometry data. These regions are shown in white in the 2D profilometry
plot.

The profilometry data before and after exposure can be compared in
more detail if they are matched by means of a reference height and a ref-
erence position. The matching was done by taking a circular scan of the
profilometry data along the unexposed edge. The matching of these circular
profiles before and after exposure by shifting the height and rotating the
sample is shown on the left plot in figure 7.7. With the reference height
and the reference position determined, it was then possible to compare the
profilometry data before and after exposure in more detail and to calculate
the erosion depth by subtracting the data after exposure from the data be-
fore exposure. The bottom plot in figure 7.6 shows a 2D plot of the erosion
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Figure 7.6: 2D white light profilometry plots for copper sample Cu8 be-
fore (top left) and after exposure to a deuterium plasma in VISIONI (top
right) together with a 2D plot of the erosion depth by subtracting the data
(bottom). The white colour indicates that no data could be obtained.

depth. The right plot in figure 7.7 shows the comparison of a radial profile
through the centre before and after exposure. These plots show that the
central area lies as expected below the original surface. However, the edge
regions lie significantly above the original surface. Also striking is the sharp
drop in height between the red and the yellow areas of the photograph in
figure 7.1 in the centre of the sample. It is thought that this strange be-
haviour is just an artefact of the white light profilometer due to multiple
reflections on the densely packed protruding structures in the red area. This
is supported by three facts. Firstly, based on the white light profilometry
the volume of the sample has increased during exposure which contradicts
the measured mass loss. However, if one only uses the profilometry data
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Figure 7.7: 1D white light profilometry profiles for copper sample Cu8 ob-
tained before and after exposure to a deuterium plasma in VISIONI. Left a
circular profile along the unexposed edge. Right a radial scan through the
centre.

from the central yellow area and extrapolates the average erosion depth
measured in this region over the whole exposed area, then the calculated
eroded volume and mass loss is in good agreement with the measured mass
loss. Secondly, SEM on the cross section of a similar sample that was cut
in two did not exhibit the sharp drop observed with white light profilom-
etry. Thirdly, later analysis of sample Cu8 by means of laser profilometry
at Forschungszentrum Jülich gave a completely different result as shown in
figures 7.8 and 7.9. In this case the surface after exposure is lying below the
original surface over the whole exposed area and no sharp drop is observed
between the red and yellow areas. The erosion depth in the centre is higher
than in the edge. This can be explained by a reduction of the ion fluence
towards the edge due to the presence of the protruding tungsten ring from
the sample holder. However, the mass loss calculated from the laser pro-
filometry analysis is a factor 3 higher than the measured mass loss. This
could be due to the fact that it was not possible to get a good matching of
the circular profiles before and after exposure along the unexposed edge as
shown on the left plot in figure 7.9. The reason for this deviation is unclear.
Hence, it can be concluded that the white light profilometer does not give
reliable results for a surface with closely packed protruding structures.

7.1.5 Physical sputtering yield

The physical sputtering yields calculated from the measured mass loss are
plotted in figure 7.10 as function of the ion impact energy. The mass loss
results are also listed in table 7.1. The blue and green circles represent
the results from respectively the 0.3 Pa and 0.05 Pa exposures. The exper-
imental results are compared with the theoretical Eckstein yield for normal
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Figure 7.8: 2D profilometry plots for copper sample Cu8 obtained before
exposure to a deuterium plasma in VISIONI by means of white light pro-
filometry (top left) and after exposure by means of laser profilometry (top
right) together with a 2D plot of the erosion depth by subtracting the data
(bottom)

incidence discussed in 2.4.2.3. The full blue line represents the Eckstein
yield for 80% D+

3 ions and 20% D+
2 ions and should be compared with the

blue circles from the 0.3 Pa exposures. The full green line represents the
Eckstein yield for 30% D+

3 ions and 70% D+
2 ions and should be compared

with the green circles from the 0.05 Pa exposures. The Eckstein yields were
calculated assuming that a Di molecular deuterium ion is equivalent to i
atomic deuterium ions with each a fraction 1/i of the total molecular ion
impact energy. This is the assumption that is used in virtually all studies.

One can see that most data points are significantly below the theoretical
predictions. There are several possible explanations. Firstly, although as
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Figure 7.9: 1D profilometry profiles for copper sample Cu8 obtained before
exposure to a deuterium plasma in VISIONI by means of white light pro-
filometry and after exposure by means of laser profilometry. Left a circular
profile along the unexposed edge. Right a radial scan through the centre.

Figure 7.10: The copper physical sputtering yield dependence on deuterium
ion impact energy as measured by mass loss after exposure to a deuterium
plasma in VISIONI in comparison with the Eckstein formula and SDTrimSP
simulations
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discussed above the presence of a significant amount of carbon and oxygen
impurities does not significantly influence the mass loss measurement, the
impurities can strongly influence the physical sputtering yield. The dashed
curves show the results from simulations with the SDTrimSP binary col-
lision code discussed in 2.4.2.1 for deuterium impinging perpendicular to
a copper surface with 20a% carbon and 4a% oxygen. Similar as for the
Eckstein yields the blue and green curves are for the molecular ion com-
positions of respectively the 0.3 Pa and 0.05 Pa exposures. It can be seen
that the impurities significantly reduce the physical sputtering yield in the
region of interest and that most data points are now in between the full
Eckstein curve and the dashed SDTrimSP curve. The two blue data points
that are still below the dashed blue SDTrimSP curve correspond with two
exposures during which problems occured with the electronic circuit of VI-
SIONI. This might have influenced the exposure conditions. Secondly, the
sputtering yield can also be decreased by a similar amount in the region of
interest by deuterium retention in the copper surface. This is illustrated
by the dotted blue and green curves in figure 7.10 showing the results from
SDTrimSP simulations for molecular deuterium ions with ion compositions
corresponding to respectively the 0.3 Pa and the 0.05 Pa exposures imping-
ing perpendicularly on a copper surface with 40a% deuterium. Dilution of
the copper atoms by deuterium retention can also lead to enhancement of
the physical sputtering yield due to reduced binding energy. This chemi-
cal effect is not taken into account in the SDTrimSP binary collision code.
However, most probably for the high fluences of VISIONI the dilution effect
dominates over the binding energy effect. This was found to be true for deu-
terium impinging on beryllium by means of MD simulations [192]. Thirdly,
as was experimentally observed in [193], also redeposition of eroded species
on protruding structures in the regions with a high density of protruding
structures can significantly reduce the measured physical sputtering yield.
In absence of the protruding structures redeposition is of no concern as the
ionization mean free path is typically tens of centimeters in VISIONI. Tak-
ing into account the significant presence of carbon and oxygen impurities,
the retention of deuterium and the redeposition on protruding structures
the physical sputtering yields calculated from the measured mass loss are
in good agreement with theoretical predictions. The difference between the
theoretical curves for the 0.3 Pa and the 0.05 Pa molecular ion compositions
is clearly too small in comparison with the scatter of the experimental data
points to say something meaningful about a possible molecular ion effect.
As a final remark it can be seen that data points obtained for the same
exposure conditions can deviate significantly. The reproducibility of the
erosion yield measurements and the error on the experimental data points
will be discussed in detail in 7.2.6.
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7.2 Physical and chemical erosion of graphite

7.2.1 Description of the experimental campaign

The aim of the second experimental material migration campaign in VI-
SIONI was to study physical sputtering, chemical sputtering and chemical
erosion of graphite caused by the impact of the molecular deuterium ions
from the plasma. Disc shaped samples with a radius rs = 5.65 mm and a
thickness ts = 4 mm were used. First some trial exposures were performed
using a very porous type of graphite with a density ρC1 = 1.685 g/cm

3

that was readily available. The subsequent exposures were performed using
R6650 graphite with a density ρC2 = 1.755 g/cm

3
. Before exposure the

surface of the graphite samples was shortly polished until a smooth surface
was obtained. This was done by dry polishing using Struers FEPA P4000
SiC paper. The surface roughness after this treatment was determined to
be about 6 µm by means of white light profilometry.

After the surface treatment the graphite samples were exposed to a
deuterium plasma in VISIONI. As explained in 3.2.4, due to the geometry
of the sample holder only a circular area with radius rse = 5 mm was
actually exposed to the plasma. An annulus with thickness dr = 0.65 mm
remained unexposed. The exposures were all performed at a pressure of
0.3 Pa. For this pressure it was shown in the previous chapter that the
ions are composed out of about 80% D+

3 ions and 20% D+
2 ions. As it

turned out in the previous section that the molecular ion effects are not
very pronounced, it can be assumed for this study that all ions are D+

3

ions. All samples were exposed until an ion fluence Φ = 1025 m−2 was
reached. This fluence was determined by integrating the measured sample
current over time and resulted in exposure times of about six hours. The
potential difference between the anode and the filaments and between the
anode and the target plate was always set to 80 V. The heating current
through the tungsten filaments was changed during the exposures such that
the target current It remained constant at a value of 2 A. This was done
in order to avoid the drift of the primary electron emission rate discussed
in the previous chapter. In this way the plasma was kept as constant as
possible during the exposure. The ion impact energy per deuteron Ei/3 was
varied between 1 eV and 130 eV by changing the biasing of the sample with
respect to the anode in order to study the impact energy dependence of
physical and chemical sputtering. Also the sample surface temperature was
varied between 310 K and 500 K in order to study the surface temperature
dependence of thermal chemical erosion. The different exposure conditions
of the R6650 graphite samples are summarized in table 7.3.

Different analysis techniques were applied to the samples. The mass was
measured before and after exposure with a precision of 0.1 mg to determine
the mass loss ∆m. From the mass loss the average crater depth ∆t was
calculated as
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Table 7.3: The exposure conditions and the post-mortem mass loss and
profilometry analysis of the R6650 graphite samples exposed to a deuterium
plasma in VISIONI

conditions mass loss profilometry laser profilometry
Ts Ei/3 ∆m ∆t Y/3 ∆t ∆m Y/3 ∆t ∆m Y/3
[K] [eV] [mg] [µm] [µm] [mg] [µm] [mg]

C1 310 130 2.7 19.6 0.0483 23.6 3.3 0.0582 18.4 2.5 0.0455
C2 310 110 2.1 15.2 0.0446 17.8 2.5 0.0523 14.1 1.9 0.0412
C3 310 95 1.9 13.8 0.0401 17.7 2.4 0.0514 15.2 2.1 0.0441
C4 310 60 2.0 14.5 0.0421 20.1 2.8 0.0583 16.1 2.2 0.0467
C5 310 30 1.5 10.9 0.0306 - - - - - -
C6 310 1 0.3 2.2 0.0044 - - - 6.1 0.8 0.0123
C7 370 110 2.2 16.0 0.0461 16.8 2.3 0.0483 14.6 2.0 0.0420
C8 420 110 1.7 12.3 0.0339 9.5 1.3 0.0260 9.6 1.3 0.0263
C9 500 110 2.1 15.2 0.0444 17.8 2.4 0.0517 14.2 2.0 0.0413
C10 310 30 2.3 16.7 0.0483 - - - - - -
C11 310 30 2.5 18.2 0.0486 - - - - - -
C12 310 30 2.4 17.5 0.0477 - - - - - -

∆t =
∆m

ρC1,2πr2
se

(7.4)

and the erosion yield Y as

Y =
∆mNA
MCΦπr2

se

(7.5)

with MC = 12 g/mol the molar mass of carbon. The surface impurity con-
centrations were determined by means of EDX. The surface morphology
was studied by means of SEM. The shape of the erosion crater was charac-
terized by white light and laser profilometry. The eroded volume and thus
also the mass loss and the erosion yield were calculated by subtracting the
profilometry data before and after exposure.

7.2.2 Surface impurity concentrations

The surface impurity concentrations were determined by means of EDX.
The atomic percentages of the different impurities found after exposure are
summarized in table 7.4. The main impurity found is oxygen which typi-
cally contributes about 2a% and is homogeneously spread over the surface.
However, as mentioned already in the previous section, one has to be careful
with oxygen concentrations determined by means of EDX. By analysing un-
exposed graphite samples it was found that similar oxygen concentrations
were present already before exposure. Therefore, the presence of oxygen is
probably again due to exposure to oxygen in the air. Therefore, it is thought
that the oxygen is eroded away rapidly during the exposure in VISIONI and
then appears again after the exposure due to contact with oxygen in the
air. Hence, the effect of oxygen on the erosion yield should be limited.
Besides oxygen also trace amounts below 1% of tungsten, aluminium and
steel elements were found. These species were not present before exposure.
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Table 7.4: The surface impurity concentrations of the R6650 graphite sam-
ples measured by EDX in atomic percentage after exposure to a deuterium
plasma in VISIONI

C O W Al Cr Fe
a% a% a% a% a% a%

C1 96.6 2.3 0.9 0.1 0.0 0.00
C2 98.8 1.2 ¡0.1 0.0 0.0 0.00
C3 98.4 1.4 0.12 0.0 0.0 0.00
C4 98.6 1.4 ¡0.1 0.0 0.0 0.00
C5 97.5 1.9 0.3 0.0 0.1 0.18
C6 97.7 2.1 ¡0.1 ¡0.1 ¡0.1 0.09
C7 97.4 1.8 0.8 ¡0.1 0.0 0.07
C8 98.7 1.2 0.1 ¡0.1 0.0 0.00
C9 98.4 1.5 0.1 0.0 0.0 0.00

They are found homogeneously spread over the exposed part of the surface.
Tungsten is probably due to evaporation of the tungsten filaments, while
aluminium and steel elements are probably due to physical sputtering of
respectively the macor ring of the sample holder and the steel target plate
by the impinging deuterium ions from the plasma. As the atomic fractions
of tungsten, aluminium and steel elements are very low the effect on the
erosion will not be significant.

The information depth of the EDX analysis was about 1.6 µm. The mass
of the graphite incorporated in this top layer is about 0.3 mg. The measured
impurity weight percentage was never more than about 15%. Therefore, the
error in the mass loss measurement due to impurities is only of the order
of the precision of balance of 0.1 mg. Thus for mass losses significantly
above 0.1 mg the deduced erosion yield will not be influenced significantly
by erosion and deposition of impurities.

7.2.3 Mass loss analysis

Calculation of the erosion yield from the measured mass loss looks straight-
forward, but in case of graphite it has turned out that one should be very
careful. For the first exposures with the porous graphite erosion yields
more than one order of magnitude larger than expected theoretically were
calculated based on the measured mass loss. Eventually it turned out that
the majority of the mass was lost due to outgassing caused by the heating
and the vacuum conditions experienced by the sample during exposure in
VISIONI and not due to erosion by deuterium ion bombardment.

An outgassing study was performed for both types of graphite samples
used throughout this experimental campaign. For the porous graphite the
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outgassing effect was found to be very important. By observing the mass of
the samples in time while being exposed to the atmosphere, seemingly ran-
dom fluctuations of the order of several milligrams were observed. These
fluctuations are probably related to fluctuations in the atmospheric pres-
sure and humidity. The samples were then placed in a vacuum oven. Even
without heating it was observed that the mass of the samples decreased
several milligrams and eventually saturated after several hours in the vac-
uum oven at a pressure of 10 Pa. Additionally heating the samples in the
vacuum oven up to 500 K resulted in a saturation mass about 1 mg lower.
The saturation mass reached after bake-out in the vacuum oven could well
be reproduced within the measurement error of 0.1 mg. When the samples
were again exposed to the atmosphere the mass lost during baking in the
vacuum oven was regained. The first half of the mass loss was regained
over several tens of minutes, while the remaining half of the mass loss was
regained over several days. No such regain of the mass was measured when
exposing the samples in the vacuum oven to argon at atmospheric pressure.
Therefore, it can be concluded that the mass fluctuations are due to ad-
sorption of oxygen, nitrogen and water vapour from the air in the pores of
the graphite. No such outgassing effects could be observed for the R6650
graphite samples. The mass fluctuations for this much less porous material
are probably below the measurement error of 0.1 mg.

For the porous graphite the mass loss after exposure was thus found to be
mostly due to outgassing under influence of heating and vacuum conditions
experienced by the sample during exposure in VISIONI. However, it is still
possible to use the mass loss to determine the erosion yield. As the mass
reached by baking the samples in the vacuum oven at 500 K for several
hours is reproducible, this mass can be defined as the reference mass. The
mass before and after exposure should be measured after baking in the
vacuum oven to eliminate the mass loss due to outgassing. For the R6650
the mass fluctuations due to outgassing are low enough not to influence the
erosion yield calculation. One should, however, always check the effect of
outgassing due to heating and vacuum conditions when using the mass loss
for calculating the erosion yield of graphite or other light porous materials.

7.2.4 Colour shades and surface morphology

Figure 7.11 shows how the surface of the graphite samples looks like after
exposure. Different colour shades can be observed varying from grey to
black. The colour shade patterns found on the graphite were very repro-
ducible. For ion impact energies per deuteron below the physical sputtering
threshold of about 30 eV the sample was fully black as shown in the left
photograph in figure 7.11. For ion impact energies per deuteron above the
physical sputtering threshold the sample was grey with a dark black ring
at the edge as shown on the right photograph in figure 7.11. This was ob-
served both for the porous graphite and for the R6650 graphite. On the
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ABCD

Figure 7.11: Photograph showing the two typical colour shade patterns
found at the graphite sample surfaces after exposure to a deuterium plasma
in VISIONI with impact energy per deuteron below (left) and above (right)
the physical sputtering threshold for deuterium on carbon

SEI  15kV   WD11mm   SS60    x1000    10µm BSEI  15kV   WD12mm   SS60    x1000    10µm A

SEI   15kV   WD9mm    SS60     x1000    10µm SEI   15kV   WD9mm    SS60      x1000    10µm DC

Figure 7.12: SEM pictures showing the typical surface morphology of the
graphite sample surfaces after exposure to a deuterium plasma in VISIONI.
The letters correspond with the areas indicated in figure 7.11.

photographs it looks like the left sample is not as black as the edge in the
right sample. This is just due to a difference in the lighting conditions used
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for the photographs. When looking with the naked eye the left sample looks
as black as the edge of the right sample over the whole exposed area.

Studying the samples by means of SEM showed that the different colours
can be explained by different surface morphologies. The different surface
morphologies are shown in figure 7.12. The labels of these SEM pictures
correspond with the boxes indicated on the photographs in figure 7.11. In
figures 7.12A and 7.12C one can see that for both types of samples there is
a very clear transition in the edge from the unexposed smoothly polished
surface to the exposed area with a dense population of narrow cone-like
structures similar to grass. Multiple reflections are needed for impinging
light to reflect from such a grass-like surface morphology which explains
the black colour in the edge of both types of samples. In figures 7.12B and
7.12D one can see that the grey centre of the sample shown at the right in
figure 7.11 corresponds with a flat porous surface, while the black centre of
the sample shown at the left in figure 7.11 corresponds as expected with a
grass-like surface morphology.

Possible mechanisms leading to the formation of cones and other pro-
truding structures under influence of ion bombardment were discussed al-
ready in detail in the previous section. As the amount of impurities found
on the graphite samples was rather limited and as surface temperature had
no clear effect on the observed surface morphology, the grass-like structure
on the graphite samples is probably induced by asperities present on the
surface before exposure due to cutting and polishing of the samples. The
SEM pictures in figure 7.12 clearly show that the cones point as expected
in the direction of the ion impact. The grass-like surface morphology is not
observed in the centre of the samples exposed to ion bombardment above
the threshold for physical sputtering. This could be explained by re-erosion
of the created cones due to the higher erosion in the centre of these samples.
The erosion in the centre is higher than at the edge due to the fluence reduc-
tion caused by the tungsten ring from the sample holder, while the erosion
on the samples exposed to ion bombardment below the physical sputtering
threshold undergo significantly less erosion due to the absence of physical
sputtering.

7.2.5 Profilometry

The graphite samples were analysed with white light profilometry with the
purpose to determine the volume of the erosion crater and the erosion yield.
The R6650 graphite samples were analysed with optical profilometry before
and after exposure. The porous graphite samples were analysed with optical
profilometry only after exposure. Figure 7.13 shows a comparison of the 2D
white light profilometry data before and after exposure for sample C1 which
was exposed to ion bombardment above the physical sputtering threshold.
The 2D profilometry data measured before exposure in the top left plot
shows that the surface before exposure is flat but slightly tilted due to
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Figure 7.13: 2D white light profilometry plots for graphite sample C1 be-
fore (top left) and after exposure to a deuterium plasma in VISIONI (top
right) together with a 2D plot of the erosion depth by subtracting the data
(bottom). The white colour indicates that no data could be obtained.

cutting. Hence, even though the surface of the porous graphite samples was
not analysed before exposure the erosion volume could still be estimated by
assuming that the surface before exposure was perfectly flat between the
unexposed edges. The 2D profilometry data measured after exposure in the
top right plot still exhibits this tilt. The dark ring at the edge had too low
reflectivity for obtaining white light profilometry data. This region is shown
in white in the 2D profilometry plot. White light profilometry data could
not be obtained at all for the samples exposed to ion bombardment below
the physical sputtering threshold because the reflectivity was too low over
the whole exposed area.

The profilometry data before and after exposure can be compared in

248



Figure 7.14: 1D white light profilometry profiles for graphite sample C1
obtained before and after exposure to a deuterium plasma in VISIONI. Left
a circular profile along the unexposed edge. Right a radial scan through the
centre.

more detail if they are matched by means of a reference height and a ref-
erence position. The matching was done by taking a circular scan of the
profilometry data along the unexposed edge. The matching of these circular
profiles before and after exposure by shifting the height and rotating the
sample is shown on the left plot in figure 7.14. With the reference height
and the reference position determined, it was then possible to compare the
profilometry data before and after exposure in more detail and to calculate
the erosion depth by subtracting the data after exposure from the data be-
fore exposure. The bottom plot in figure 7.13 shows a 2D plot of the erosion
depth. The right plot in figure 7.14 shows the comparison of a radial profile
through the centre before and after exposure. These plots clearly show that
the depth of the erosion crater increases from the edge towards the centre.
This is probably caused by the reduction of the local ion fluence at the edge
due to the presence of the tungsten ring from the sample holder.

The mass loss calculated from the white light profilometry data agrees
reasonably well with the measured mass loss. However, the white light pro-
filometry systematically overestimates the mass loss. This can be explained
by the fact that in the calculation for the dark ring in the edge the erosion
depth was extrapolated from the centre where the erosion depth is expected
to be larger. The profilometry analysis after exposure was repeated with
the laser profilometer at Forschungszentrum Jülich because this allowed to
get data also for the black edge and the fully black samples. The results of
this analysis for sample C1 are shown in figures 7.15 and 7.16. In this case
the 2D plot of the erosion depth shows even more clearly that the depth
increases from the edge towards the centre. Furthermore, the mass loss
calculated from the laser profilometry analysis is in much better agreement
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Figure 7.15: 2D profilometry plots for graphite sample C1 obtained before
exposure to a deuterium plasma in VISIONI by means of white light pro-
filometry (top left) and after exposure by means of laser profilometry (top
right) together with a 2D plot of the erosion depth by subtracting the data
(bottom)

with the calculated mass loss because now data is also available for the dark
ring at the edge.

7.2.6 Erosion yield

Figure 7.17 shows the carbon erosion yield measured after exposure of
graphite samples to a deuterium plasma in VISIONI as function of the
ion impact energy. The surface temperature was kept constant at 310 K for
these exposures. The green and red symbols represent the data for respec-
tively the porous graphite samples and the R6650 graphite samples. The
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Figure 7.16: 1D profilometry profiles for graphite sample C1 obtained before
exposure to a deuterium plasma in VISIONI by means of white light pro-
filometry and after exposure by means of laser profilometry. Left a circular
profile along the unexposed edge. Right a radial scan through the centre.

circles, triangles and crosses represent the erosion yield calculated from re-
spectively mass loss, white light profilometry and laser profilometry. The
erosion yields per deuteron are plotted as function of the impact energy per
deuteron. So the total erosion yields and the total ion impact energies are
divided by three to take into account the fact that the plasma is composed
mainly of D+

3 ions. The yields calculated from mass loss and profilometry
for the R6650 samples are also listed in table 7.3.

As was already observed in 7.1.5 for the copper exposures, erosion yields
measured for the same exposure conditions can deviate sometimes signifi-
cantly. Therefore, the reproducibility of the experimentally determined ero-
sion yields was studied by repeating the exposure conditions of sample C5
for samples C10, C11 and C12. These additional exposures were performed
on three consecutive days about one month after the exposure of sample C5.
Less than 2% deviation was found between the erosion yields calculated from
the mass loss of samples C10, C11 and C12. This agrees with the expec-
tations as the mass loss and the fluence were measured with an accuracy
only a few percent. However, the erosion yield calculated from the mass
loss of sample C5 was about 40% lower than the other erosion yields. So,
apparently the reproducibily is very good for consecutive exposures, while
deviations of tens of percents can be found for exposures separated in time.
This was also observed during the experimental campaigns with the porous
graphite samples and the copper samples. The large deviations for expo-
sures separated in time are probably related to differences in the impurity
content of the plasma chamber due to previous experiments. The impu-
rity content influences the erosion because the impurities can also erode the
surface or they can influence the erosion by deposition. Multiple exposures
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Figure 7.17: The carbon sputtering yield dependence on impact energy
as measured by mass loss and profilometry after exposure to a deuterium
plasma in VISIONI in comparison with the analytical model discussed in
2.4.3.2
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Figure 7.18: The carbon sputtering yield dependence on sample tempera-
ture as measured by mass loss and profilometry after exposure to a deu-
terium plasma in VISIONI in comparison with the analytical model dis-
cussed in 2.4.3.2

should be performed for each condition to get better statistics. However,
this is very time consuming as one exposure takes one day for changing of
the sample and one day for the actual exposure. Furthermore, the impurity
content of the plasma during the exposures should be monitored with the
energy and mass analyser which was unfortunately not in operation during
the presented study. This would allow to investigate the corelation between
the impurity content and the erosion yield. Because of this it is very difficult
to assign an error bar to the experimental data points.

Taking into account the observed scatter, the agreement between the
yields calculated from mass loss and profilometry is very good. Further-
more, also profilometry has its limitations. One source of error is the pro-
cedure for matching the profilometry data before and after exposure. For
some samples the circular profiles along the unexposed edge deviated sig-
nificantly before and after exposure. The reason for this deviation is not
clear. Another source of error is the fact that the eroded volume and thus
also the erosion yield from white light profilometry is calculated based on
the average crater depth measured in the central region because the edge
had too low reflectivity for the white light profilometer. As the crater depth
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at the edge is actually smaller, this is a possible explanation for the system-
atically higher erosion yields. For the laser profilometry analysis, in which
case also the dark edge could be measured, this systematic overestimation
is no longer present.

Taking again into account the observed scatter, no significant difference
was observed between the erosion yields for the porous graphite and the
R6650 graphite. This is what one expects because for the high deuterium
fluences to which the samples were exposed the surfaces of different types
of graphite will become amorphous hydrocarbon layers which are indistin-
guishable from each other.

The blue curves on the top plot in figure 7.17 show the erosion yield ac-
cording to the analytical model discussed in 2.4.3.2 for comparison with the
experimental data. The dashed blue curve represents the physical sputter-
ing. The dotted blue curve represents the surface chemical sputtering. The
full blue curve represents the sum of physical and chemical sputtering. The
full purple curve takes into account the additional thermal chemical erosion
for an elevated surface temperature of 900 K which is around the maximum
of the thermal chemical erosion. It can be seen that the experimental erosion
yields for room temperature follow the same increasing trend with impact
energy as the theoretical curve. However, the experimental values are much
higher. A locally higher surface temperature cannot explain the deviation.
Even the purple curve for a much higher surface temperature of 900 K is
laying only just above the experimental data points, while tests with the
cold finger showed that the measured temperature at the tip of the cold fin-
ger never deviates more than 30 K from the actual surface temperature for
relevant power loads. The bottom plot in figure 7.17 compares the exper-
imental data points with the theoretical curves multiplied with a factor 3.
This shows that the experimental erosion yields are about a factor 3 higher
than the theoretical yields. This is in agreement with the observations in
[76]. They exposed graphite to bombardment with H+, H+

2 and H+
3 . When

looking at the erosion yield per H as function of the impact energy per H,
they found that the yield per H was a factor 2-3 higher for the molecular
ions H+

2 and H+
3 in comparison with the yield for H+. They attributed this

to the possibility that molecular ions do not immediately dissociate when
penetrating the graphite at impact energies per deuteron of 100 eV or less.
Such a more massive molecular ion can cause more damage and thus also
more erosion than an atomic ion. This is also a possible explanation for the
deviations from the theoretical yield for D+ impact in our study.

Figure 7.18 shows the carbon erosion yield determined experimentally
after exposure of R6650 graphite to a deuterium plasma in VISIONI as
function of the surface temperature. The ion impact energy per deuteron
was kept constant at 110 eV for these exposures. The circular and triangu-
lar data points represent the sputtering yields calculated respectively from
mass loss and profilometry. Taking into account the uncertainties discussed
above, one can say that the mass loss and profilometry data is in good agree-
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ment with each other and that no significant temperature dependence could
be observed in the studied temperature range. This is in agreement with the
theoretical expectations according to the model discussed in 2.4.3.2. This
model is plotted for comparison in figure 7.18. The dashed curve represents
the physical sputtering, the dotted curve the chemical surface sputtering
and the dotted dashed curve the thermal chemical erosion. The full curve
shows the sum of all contributions. One can see that in the studied tem-
perature range indeed only a very weak temperature dependence could be
expected. However, the experimental data points are a factor 2-3 above the
theoretical curve. As discussed already above, this could be explained by
the fact that the molecular deuterium ions do not immediately dissociate
when hitting the surface.

7.3 Carbon migration

7.3.1 Description of the experimental campaign

The aim of the last experimental material migration campaign in VISIONI
was to study carbon migration and possible enhanced re-erosion of deposited
carbon. For this purpose three polished R6650 graphite samples were ex-
posed to a deuterium plasma with simultaneous injection of trace amounts
of 13CH4 through the side window of the plasma chamber. The use of 13C
marked methane was necessary as carbon is an ubiquitous impurity in the
VISIONI plasma chamber. Three other polished R6650 graphite samples
were exposed to a deuterium plasma with the same conditions but without
13CH4 injection providing a background check.

The exposures were performed with a neutral gas pressure of 0.3 Pa, a
discharge potential difference of 80 V, negative biasing of the target plate
and the sample with respect to the side and bottom of the plasma chamber
with a potential difference of 80 V, a target current of about 2 A, a sample
temperature of about 310 K and a total ion fluence of about 1025m−2. The
13CH4 was injected by means of a variable leak valve mounted to the side of
the plasma chamber at the side window. The 13CH4 flow was adjusted such
that the methane contributed only about 1% to the neutral gas pressure.
This gave a flow of about 0.0025 sccm or about 1017 molecules/s.

Mass loss measurements showed that there was no significant difference
between the net erosion with and without 13CH4 injection. Thus even with
13CH4 injection there is net erosion of the graphite samples. However, even
without layer deposition it is expected that at the surface the sample will
contain a mixture of the natural isotopic carbon abundance with 98.93% 12C
and 1.07% 13C and additional 13C from the injected 13CH4. The amount of
additional 13C at the surface of the samples was determined after exposure
in VISIONI by means of Rutherford Backscatter Spectrometry (RBS). The
amount of additional 13C was also simulated with the new version of ERO
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for VISIONI described in 4.1.3 to check whether enhanced re-erosion of
deposited 13C has to be assumed also in VISIONI in order to get agreement
between measurements and simulations.

7.3.2 RBS measurements

In Rutherford Backscattering Spectrometry (RBS) a sample is bombarded
by an energetic light ion beam. The backscattered ions are detected at a
certain angle and their energy spectrum is used to determine concentration
depth profiles of elements heavier than the impinging ions. The peak po-
sitions in the spectrum correlate with the masses of the elements present
in the sample, while the width of the peaks gives information on the depth
distribution of the elements.

After exposure in VISIONI the graphite samples were irradiated by a
3 MeV He2+ ion beam at the Tandetron Accelerator of the IFIN-HH facility
in Romania [194]. The beam was directed with an angle of 7o with respect
to the sample surface. The beam current was in the range 4-20 nA. The
backscattered He2+ ions were detected at an angle of 165o by the ORTEC
BU 012-050-100 detector with an energy resolution of 12 keV for 5.486 MeV
α particles from 241Am. The energy calibration was performed using a
sample with 35 nm gold coated on silicon. The obtained energy spectra
were analysed off-line using SIMNRA v. 6.40 [195].

The measured RBS spectra are shown in figure 7.19 in comparison with
the spectra simulated with SIMNRA, while the impurity concentration pro-
files resulting from the SIMNRA simulations are shown in figure 7.20. The
plots on the left and the right show the spectra for the samples exposed
respectively without and with 13CH4 injection. The impurity concentration
profiles for oxygen, aluminium, iron and tungsten are in good agreement
with the impurity concentrations found by means of EDX as presented in
7.2.2. For the calculation of the carbon concentration profiles it was taken
into account that natural carbon contains 98.93% 12C and 1.07% 13C. The
black curve represents the concentration profile for this natural abundance,
while the red curve represents the additional 13C coming from the injected
13CH4. The error on the additional 13C concentration is large due to the
very low number of counts. However, there is a significant difference visible
between the samples without and with 13CH4 injection. The average addi-
tional 13C concentrations up to a depth of 200 nm are summarized in table
7.5. The very low values for the samples exposed without 13CH4 injection
can be considered as zero and are due to the error on the measurements
and slight deviations from the theoretical average abundance of carbon iso-
topes. The values for the samples exposed with 13CH4 injection are about
2% which is an order of magnitude higher and clearly reflects the additional
13C from the injection. A concentration of about 2% 13C up to a depth
of about 200 nm or 2 · 1018 atoms/cm

2
corresponds with an areal density

of about 4 · 1016 13C atoms/cm
2
. The slight increase for the three subse-
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Figure 7.19: Measured RBS spectra of the graphite samples after exposure
in VISIONI to a deuterium plasma without (left) and with 13CH4 injection
(right) in comparison with the spectra simulated with SIMNRA
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Figure 7.20: Impurity concentration profiles in the graphite samples after
exposure in VISIONI to a deuterium plasma without (left) and with 13CH4

injection (right) as calculated from the RBS spectra with SIMNRA
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Table 7.5: Average additional 13C concentrations up to a depth of 200 nm
as determined by means of RBS

without injection with injection
sample 1 0.2 % 1.76 %
sample 2 0.15 % 1.87 %
sample 3 0.15 % 2.67 %

quently exposed samples with 13CH4 injection can be due to an increasing
13C background from previous exposures or due to statistical fluctuations.

7.3.3 ERO simulations

The 13C deposition was also simulated with ERO. These simulations were
performed with the new version of ERO for VISIONI described in 4.1.3.
The surface grid spacing was 10 mm, the simulation time step was 10 s and
1000 13CH4 simulation particles were injected per time step. As for the
study presented in chapter 5 the new Tichmann sticking probabilities and
Eckstein sputtering yields were used.

The ERO simulations showed that the amount of 13C at the surface
of the sample saturates after about 1000 s with an areal density of about
2.5 · 1016 13C atoms/cm

2
if no enhanced re-erosion is assumed. With an

enhancement factor of 50, as was required for the roof limiter experiment in
TEXTOR, the eventual areal density is about a factor of ten lower. The RBS
measurements gave an areal density of about 4·1016 13C atoms/cm

2
. Taking

into account the simplifications in the new version of the ERO code for
VISIONI and the rather large error on the areal density obtained from the
RBS measurements, the agreement between the measurements and the ERO
simulation without enhanced re-erosion can be considered as a very good
agreement. The increase of the areal density for subsequent experiments
observed in the RBS measurements was not observed in the simulations as
the areal density saturates already after about 1000 s. This is probably due
to the fact that re-erosion of 13C deposited at the side and bottom of the
plasma chamber is not taken into account in ERO. The side and bottom of
the plasma chamber are net deposition areas and thus form an increasing
source of background 13C without thorough cleaning in between different
experiments.

The good agreement between the measurements and the simulations
without the assumption of enhanced re-erosion indicates that there is no
significant enhanced re-erosion of deposited 13C. This is in strong contrast
to the TEXTOR experiments discussed in chapter 5 where very large en-
hancement factors for re-erosion were needed to get agreement. The most
important difference between the experimental campaigns in TEXTOR and
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VISIONI is the magnitude of the ion flux hitting the sample. In VISIONI
the ion flux is about two orders of magnitude lower than in TEXTOR. Also
the flux of 13C and hydrocarbons with 13C towards the sample is about
two orders of magnitude lower than in TEXTOR. Recent experiments in
TEXTOR showed that the needed enhancement factor for the enhanced re-
erosion decreases for lower flux of 13C and hydrocarbons with 13C towards
the sample [196]. It was also observed that enhanced re-erosion only takes
place in plasma-wetted areas and not in remote plasma-shadowed areas.
The explanation for these observations proposed in [196] is that enhanced
re-erosion is caused by a saturation effect when too many species are simul-
taneously trying to stick to the surface of the sample while the surface is
being bombarded by a large ion flux. The sticking species are then eroded by
the impinging ions before they manage to stick properly to the surface. This
mechanism could also explain why enhanced re-erosion was not observed in
VISIONI. The flux of sticking species towards the sample surface is even
an order of magnitude lower than in the experiment with low injection rate
discussed in [196], while the ion flux is two orders of magnitude lower than
in TEXTOR. Therefore, the findings in VISIONI seem to support the idea
of the saturation effect. However, further studies are definitely required to
further clarify the issue.

7.4 Conclusions

• Carbon and oxygen are the dominant impurities found on the surface
of the samples after plasma exposure to a deuterium plasma in VI-
SIONI. Also traces of tungsten, aluminium and steel elements were
found. Oxygen is probably due to exposure to the air before and after
the plasma exposure. The other impurities are inherently present in
the plasma and are not straightforward to avoid.

• Bombardment of the samples with molecular deuterium ions creates
protruding structures at the surface of the samples varying from broad
structures and cones on the copper samples to a grass-like morphol-
ogy on the graphite samples. These structures are probably induced
by asperities present on the surface already before exposure and by
carbon contamination. The surface morphology leads to a change of
the colour of the samples ranging from yellow over red to black for
the copper samples and from grey to black for the graphite samples.
This can be explained by reduced reflectivity for more densely packed
protruding structures.

• Measurement of the mass loss after plasma exposure is the most con-
venient method to determine the erosion yield. As long as the mass
loss is significantly above the measurement error of the balance this
method is very precise. However, one should always be careful that
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the deposition of impurities and outgassing are not significantly influ-
encing the mass loss. For the exposures in VISIONI it was found that
impurity deposition has no significant effect on the mass loss. The ef-
fects of outgassing were found to be important for the porous graphite
samples. Fortunately outgassing effects could be eliminated by mea-
suring the mass before and after exposure always after a sufficiently
long baking treatment in a vacuum oven.

• Another method to determine the erosion yield is profilometry. This
method was found to be less precise than mass loss. It was not pos-
sible to simply use the unexposed edge as reference height for the
whole surface area because the deviations from a flat surface found
before plasma exposure due to cutting and polishing of the samples
were of the same order of magnitude or even larger than the typical
erosion depth after plasma exposure. Therefore, it was required to
perform profilometry also before plasma exposure. The eroded vol-
ume was then calculated by subtracting the profilometry data after
exposure from the profilometry data before exposure. This required
first matching of the profilometry data before and after exposure by
looking at the unexposed edge. It turned out that sometimes the
profilometry data of the unexposed edge before and after exposure
could not be successfully matched. The reason for this is not clear. In
the future it would be better to place a clear mark somewhere in the
unexposed edge to make the matching procedure more precise. The
black regions on the samples could not be measured with white light
profilometry due to the low reflectivity in these regions. Furthermore,
the red regions on the copper samples with very densely packed pro-
truding structures gave an unphysical surface profile with white light
profilometry probably due to multiple reflections on the protruding
structures. However, both issues could be resolved by using laser pro-
filometry instead. In case the profilometry before and after exposure
could be matched successfully the erosion yield determined from the
profilometry was in good agreement with the erosion yield determined
from the mass loss.

• The measured erosion yields were compared with theoretical predic-
tions according to the Eckstein formula and SDTrimSP simulations for
physical sputtering and according to the analytical model discussed in
2.4.3.2 for chemical erosion. For these predictions it was assumed that
an impinging molecular D+

n ion with total impact energy Ei dissoci-
ates immediately upon impact and is thus equivalent to n impinging
atomic D+ ions with impact energy Ei/n. The measured physical
sputtering yields for copper were systematically below the Eckstein
yields. However, SDTrimSP simulations showed that this deviation
could be explained by the presence of carbon and oxygen impurities
on the surface or by retention of implanted deuterium. The measured
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erosion yields for graphite, comprising both physical and chemical
sputtering, were systematically a factor of about 3 higher than the
predictions based on the model discussed in 2.4.3.2. This is in agree-
ment with the observations in [76] which indicated that the erosion
yields per H for a given impact energy per H is a factor 2-3 higher for
H+

2 and H+
3 molecular ions in comparison with atomic H+ ions. This

effect might be caused by molecular ions not immediately dissociat-
ing upon impact. The more massive molecular ions can create more
damage in the graphite than atomic ions which enhances the chemical
erosion.

• Graphite samples were exposed in VISIONI to a deuterium plasma
with simultaneous injection of 13CH4 to study the migration and pos-
sible enhanced re-erosion of 13C. Even with 13CH4 injection there was
net erosion of the graphite samples. However, RBS measurements of
the graphite samples after exposure in VISIONI showed that a sig-
nificant amount of 13C above the natural abundance was present at
the graphite surface. The areal density of additional 13C was in good
agreement with ERO simulations. This agreement was obtained with-
out the assumption of enhanced re-erosion. This supports the recently
proposed idea that enhanced re-erosion is a saturation effect caused by
too many species trying to stick simultaneously to the surface while
being bombarded by energetic ions. The sticking species are then
eroded by the impinging ions before they manage to properly stick to
the surface. In VISIONI this saturation is much smaller as the fluxes
of sticking species and impinging ions are about two orders of mag-
nitude lower than for instance in TEXTOR. This could explain the
absence of enhanced re-erosion in VISIONI.
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Chapter 8

Conclusions

During the first part of this work the enhanced re-erosion of redeposited
species was studied by simulating 13CH4 injection experiments in the TEX-
TOR tokamak with the ERO impurity transport code. Firstly, the ERO
plasma-surface interaction database was updated. More realistic physical
sputtering yields and hydrocarbon sticking probabilities were implemented
in ERO. Also additional erosion due to hydrogenic break-up products of in-
jected methane was added in the code. The transport and chemistry of these
hydrogenic species in ERO were verified by simulating the Balmer line emis-
sion due to these species for a TEXTOR experiment during which 13CH4

was injected through a nozzle. ERO modelling of another TEXTOR exper-
iment during which 13CH4 was injection through a hole in a roof-like test
limiter showed that the simulated 13C deposition efficiency on the roof-like
test limiter is not very sensitive to the changes in the plasma-surface interac-
tion database. It was concluded from this study that the uncertainty in the
plasma-surface interaction data in ERO cannot explain the need for strongly
enhanced re-erosion of redeposited 13C in ERO to reproduce the very low
experimentally observed 13C deposition efficiencies in the TEXTOR 13CH4

injection experiments. This study confirms that enhanced re-erosion of re-
deposited species is an important phenomenon. It was not only observed
when simulating 13CH4 experiments in TEXTOR with ERO. It was also
observed during studies at other devices such as JET, AUG and PISCES-
B, for other materials such as tungsten and beryllium and when using the
EDDY code instead of the ERO code. It is thus clear that the enhanced
re-erosion of redeposited species is a generally occurring phenomenon that is
critical for the reliable prediction of the eventual erosion/deposition balance
in future thermonuclear fusion devices such as ITER and DEMO.

The aim of the second part of this work was to start up material migra-
tion studies in the VISIONI plasma simulator with experiments and ERO
modelling dedicated to the further study of the enhanced re-erosion of re-
deposited species. As ERO requires the input of the electric and magnetic
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fields and the plasma properties it was first needed to perform a detailed
characterization of the device.

The magnetostatic field created by the samarium-cobalt magnets lining
the VISIONI plasma chamber was calculated analytically by integrating
Biot-Savart’s law and was found to be in very good agreement with Hall
probe measurements.

For the characterization of the plasma the VMCPT plasma simulation
code was developed from scratch. This is a Monte Carlo charged particle
tracking code. It takes into account the thermionic primary electron emis-
sion by the tungsten filaments, the motion of the charged particles in the
magnetostatic field and collisions of the charged particles with the plasma
chamber walls, with other charged particles and with neutrals. The main
limitation of the code is the fact that the self-consistent electric field can-
not be calculated due to the huge amount of CPU time required for this
calculation. Only the sheath potential drops at the plasma chamber walls
and the tungsten filaments are taken into account. To verify the simula-
tions a movable Langmuir probe and accompanying analysis software were
developed for scanning the plasma parameters along the central axis of the
plasma chamber.

The combination of the VMCPT simulations and Langmuir probe mea-
surements greatly enhanced the understanding of the plasma properties in
VISIONI and how they can be influenced by changing the heating current
through the tungsten filaments, the neutral gas pressure and the discharge
potential difference between the tungsten filaments and the side and bottom
of the plasma chamber. It was found that the electron energy distribution
function in VISIONI is bi-Maxwellian with the majority of the electrons
belonging to the cold bulk electron population with a temperature of about
1-2 eV and a small fraction of about 1-2 % of the electrons belonging to a
hot electron population in the tail of the energy distribution with a tem-
perature of about 20-25 eV. This particular distribution is caused by the
limited collisionality in combination with the emission of energetic primary
electrons from the tungsten filaments. The characterization also showed
that the ions are dominated by D+

2 ions for lower pressures and D+
3 ions

for higher pressures with a transition around 0.15 Pa due to the efficient
conversion process in which D+

2 ions are converted into D+
3 ions by colli-

sions with D2 molecules. Finally, it was also found that there are strong
inhomogeneities in the plasma density, the hot electron density and the ion
flux towards the target plate caused by magnetic field induced drifts of the
primary electrons.

The results from this detailed characterization where then used to de-
velop ERO-VISIONI, a first simplified version of ERO for simulating mate-
rial migration experiments in VISIONI. It takes into account the particular
geometry, magnetic field and plasma properties of VISIONI. Also collisions
with the neutral gas and recombination are taken into account in ERO-
VISIONI.
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Eventually three experimental material migration campaigns were per-
formed in VISIONI. During the first campaign copper samples were exposed
to a deuterium plasma to investigate whether VISIONI is an appropriate
tool to study erosion yields. It was shown that erosion yields for VISIONI
can be determined successfully ex-situ by means of mass loss measurements
or optical profilometry. The measured physical sputtering yields for molec-
ular deuterium impact on copper are in reasonable agreement with the the-
oretical Eckstein sputtering yields if it is assumed that a molecular D+

n ion
impinging with an energy Ei is equivalent to n atomic D+ ions with an
energy Ei/n and if the decrease of the sputtering yields due to the presence
of oxygen and carbon impurities and deuterium retention at the surface is
taken into account. This study illustrated that VISIONI is a very suitable
tool for the study of erosion yields for molecular deuterium ion bombard-
ment. Also other ions can be used by creating plasmas in different neutral
gases. The impact energy of the ions can be tuned by changing the po-
tential difference applied between the sample and the side and bottom of
the plasma chamber. Finally, also the sample temperature can be varied by
changing the gas flow rate through the cold finger cooling the sample. As
exposures of several hours or even days in VISIONI are no problem, it is
possible to measure even very low erosion yields.

During the second campaign graphite samples were exposed to a deu-
terium plasma to investigate chemical sputtering of graphite under molecu-
lar deuterium bombardment. This study showed that the chemical sputter-
ing yield of carbon under bombardment with molecular deuterium ions is
typically a factor three higher than the theoretical predictions if it is again
assumed that a molecular D+

n ion impinging with an energy Ei is equivalent
to n atomic D+ ions with an energy Ei/n. This was also observed in other
studies and might be caused by molecular ions not immediately dissociat-
ing upon impact with the graphite surface. The more massive molecular
ions can create more damage in the graphite than atomic ions which en-
hances the chemical erosion. This enhanced chemical erosion by molecular
deuterium ion impact was then also taken into account in ERO-VISIONI.

During the last campaign graphite samples were exposed to a deuterium
plasma with simultaneous injection of 13CH4 to study the migration and
possible enhanced re-erosion of deposited 13C. Even with 13CH4 injection
there was net erosion of the graphite samples. However, RBS measurements
of the graphite samples after exposure in VISIONI showed that a significant
amount of 13C above the natural abundance was present at the graphite sur-
face. The areal density of the additional 13C was in good agreement with
ERO simulations. This agreement was obtained without the assumption
of enhanced re-erosion. This supports the recently proposed idea that en-
hanced re-erosion is a saturation effect caused by too many species trying
to stick simultaneously to the surface while being bombarded by a large
flux of ions. The sticking species are then eroded by the impinging ions
before they manage to properly stick to the surface. So it is an in-situ effect
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and cannot be studied by first depositing a layer and then studying the
erosion of this deposited layer. In VISIONI this effect is much smaller as
the fluxes of sticking species and impinging ions on the sample are about
two orders of magnitude lower than for instance in TEXTOR. This could
explain the absence of enhanced re-erosion in VISIONI and indicates that
the fluxes of sticking species and impinging ions are two important factors
for the enhanced re-erosion of deposited species.
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Chapter 9

Outlook

The work presented in this thesis is definitely not a finished story. First
of all there are two important issues requiring further studies in order to
provide reliable predictions for the erosion/deposition balance in future ther-
monuclear fusion devices. Firstly, there is still quite some uncertainty on
the erosion yields and sticking probabilities required by impurity trans-
port codes such as ERO. More investigations are definitely needed for cases
where chemical effects are important such as low impact energies, molecu-
lar projectiles and chemical erosion of carbon and beryllium. Also data for
mixtures of fusion relevant materials and data for neutron irradiated mate-
rials are lacking. Furthermore, all erosion yields and sticking probabilities
should be determined for a variety of impact angles and impact energies.
Gathering all required data forms a huge task which has to be performed by
a combination of molecular dynamics simulations and experimental stud-
ies in ion beam facilities and flexible plasma simulators such as VISIONI,
PISCES-B, PSI-2 and Magnum-PSI.

Secondly, it was shown in this work that the enhanced re-erosion of re-
deposited species is a very important issue for future thermonuclear fusion
devices. It is observed in different devices, for different materials and with
different simulation codes. In some cases the required enhancement factor
is very high such as in TEXTOR, while in other cases no enhancement is
observed at all as in VISIONI. This work showed that the fluxes of sticking
species and impinging ions are two critical factors influencing the enhanced
re-erosion. However, the phenomenon should be understood on a more fun-
damental level in order to make reliable predictions for future thermonuclear
fusion devices. Also this should be done by a combination of experiments
and simulations. For the experiments plasma simulators such as VISIONI,
PISCES-B, PSI-2 and Magnum-PSI are probably most suitable because they
are much more flexible than tokamaks. To confirm the effect of the fluxes
of sticking species and impinging ions it would be interesting to perform
similar injection experiments as presented in this work, but with variations

268



in the injection rate and the ion flux. Also variations in surface temper-
ature, surface roughness and biasing of the sample should be performed
to look at the effect of these parameters on the enhanced re-erosion. The
exact mechanism responsible for the enhanced re-erosion cannot be found
experimentally or by means of ERO simulations. For this another type of
simulations will be required. It would be interesting to test whether the
effect can be reproduced with molecular dynamics simulations by releasing
species trying to stick to a surface while being bombarded by energetic ions.
Hopefully such a combination of experiments and simulations can lead to a
full understanding of the enhanced re-erosion of redeposited species.

During this work the VMCPT code was developed from scratch to sim-
ulate the plasma in VISIONI. The main shortcoming of this code is the lack
of a self-consistent electric field calculation due to CPU time considerations.
The self-consistent electric field calculation could be implemented in the fu-
ture by using a much more efficient algorithm for solving Poisson’s equation,
massive parallelisation and a state-of-the-art High Performance Computing
system. This would make the simulations very realistic and provide de-
tailed information on the electric field. The quality of the simulations is
also limited by uncertainties on the reaction cross sections. A combination
of dedicated experiments and quantum mechanical calculations is definitely
needed in this context.

Although the VMCPT code was developed for VISIONI it could be
adapted in the future to simulate the plasma in other devices. In VISIONI
the initial electrons are emitted by the heated tungsten filaments. For de-
vices which are not driven by heated filaments, the initial electrons and
ions could be provided by seed electrons and ions uniformly distributed
over space with a Maxwellian energy distribution. The geometry of the
plasma chamber can be modified rather easily in the code, although this
could be less straightforward for devices with complex geometries. The
collision module can be used directly for other plasma sources. If neces-
sary it would be easy to extend the module with additional collisions. The
magnetic field configuration can be adapted by replacing the magnetic field
data file or by providing analytical formulas to calculate the magnetic field.
For devices with a 2D geometry one can switch on the Poisson solver and
calculate the electric field self-consistently because in 2D the CPU time is
drastically reduced. The module for integrating the equation of motion is
generally valid and is developed such that electric fields can also be taken
into account.

The characterization of the VISIONI plasma simulator could be im-
proved on several points. The information on the electric field is rather
limited. The VMCPT code only gives an estimation of the sheath potential
drop at the side and bottom of the plasma chamber, while the Langmuir
probe measurements provided only measurements along the central axis of
the plasma chamber and in general Langmuir probe measurements are prone
to large errors in determining the plasma potential due to rounding of the
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knee in the I-V characteristic. Therefore, it would be interesting to per-
form more precise measurements with an emissive probe along several lines
in VISIONI. Further, Mach probe measurements would be able to provide
information on the ion flow velocity.

Based on the detailed characterization of VISIONI a first simplified ver-
sion of ERO was developed for simulating material migration experiments
in VISIONI. ERO-VISIONI could be improved in several ways in the future.
First of all the surface mesh could be made more sophisticated. The mesh
should be extended to the side and bottom of the plasma chamber in or-
der to take into account also re-erosion of deposited species there. Further,
the protruding macor and tungsten-lanthanum rings of the sample holder
should be taken into account. Finally, the mesh should have a higher res-
olution around the sample. All this should not be too difficult with the
universal geometry option recently implemented in ERO [197]. Secondly, a
more realistic spatial dependence of the electric field should be implemented
in ERO-VISIONI as soon as this information is provided by simulations or
measurements. For the moment also the friction force due to the ion flow is
not taken into account. Once data on the ion flow velocity becomes available
this friction force could easily be taken into account in ERO-VISIONI.
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Appendix A

Rotation of the coordinate
system

Sometimes it is easier to perform calculations in a coordinate system that is
rotated with respect to the original coordinate system. After the calculation
the results are transformed back to the original coordinate system. There-
fore, we need the relation between the original and the new coordinates.
It is enough to study the rotation around one of the axes of the original
coordinate system. Any rotation can be represented as a sequence of maxi-
mally three of these rotations. Assume a general rotation of the coordinate
system. In the original coordinate system a vector ~r can be represented as

~r =
3∑
i=1

ri~ei (A.1)

with ri the coordinates and ~ei the unit vectors. In the rotated coordinate
system one has

~r =
3∑
i=1

r′i~ei
′ =

3∑
i=1

r′i

 3∑
j=1

(~ej · ~ei′)~ej

 =
3∑
j=1

[
3∑
i=1

(~ei
′ · ~ej)r′i

]
~ej (A.2)

By comparing (A.1) and (A.2) one gets the following relation between the
original and new coordinates

ri =
3∑
j=1

(~ei · ~ej ′)r′j =
3∑
j=1

cijr
′
j (A.3)

with cij the ith component of the new unit vector ~ej
′ in the original coor-

dinate system. Consider now a rotation around the z-axis over an angle θ
as shown in figure A.1. For this rotation one has
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Figure A.1: Rotation of the coordination system around the z-axis

~ex
′ = cos θ ~ex + sin θ ~ey (A.4)

~ey
′ = − sin θ ~ex + cos θ ~ey (A.5)

~ez
′ = ~ez (A.6)

To transform the coordinates in the rotated coordinate system back to the
original coordinate system, according to (A.3), one has to apply the trans-
formation  x

y
z

 = R̂θ,z

 x′

y′

z′

 (A.7)

with

R̂θ,z =

 cos θ − sin θ 0
sin θ cos θ 0

0 0 1

 (A.8)

The transformation matrices to go back to the original coordinate system
after a rotation around the x-axis or y-axis can be found in the same way

R̂θ,x =

 1 0 0
0 cos θ − sin θ
0 sin θ cos θ

 (A.9)

R̂θ,y =

 cos θ 0 sin θ
0 1 0

− sin θ 0 cos θ

 (A.10)
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Appendix B

Equivalence of a
permanent magnet and an
ideal solenoid

Let us start with Maxwell’s equations

~∇ · ~D = ρf (B.1)

~∇ · ~B = 0 (B.2)

~∇× ~E = −∂
~B

∂t
(B.3)

~∇× ~H = ~Jf +
∂ ~D

∂t
(B.4)

and the accompanying constitutive relations

~D = ε0 ~E + ~P (B.5)

~B = µ0( ~H + ~M) (B.6)

In the magnetostatic case this set of equations can be simplified to

~∇ · ~B = 0 (B.7)

~∇× ~B = µ0( ~Jf + ~∇× ~M) (B.8)

where ~B is the magnetic induction, ~Jf the free electric current density due

to unbound charge carriers and ~M the magnetization of the medium. The
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first equation shows us that ~B is a solenoidal field. Therefore, it can be
written as the rotor of a vector potential ~A

~B = ~∇× ~A (B.9)

This vector potential is not unambiguously defined. One can always add
a vector field ~∇φ because ~∇ × (~∇φ) = 0 such that the physical field ~B

remains the same. We will work in the Coulomb gauge in which ~A is fixed
by demanding ~∇ · ~A = 0. Based on equation (B.8) one can define an
equivalent bound current density

~Jb = ~∇× ~M (B.10)

related to magnetic dipoles in the magnetized medium. Now combining
(B.8-B.10) in the Coulomb gauge one gets

~∇2 ~A = −µ0( ~Jf + ~Jb) (B.11)

This is Poisson’s equation in vector form with ~Jf and ~Jb as sources. In
Cartesian coordinates this can be solved using Green’s function for Laplace’s
equation

G(~r, ~r ′) = − 1

4π

1

|~r − ~r ′|
(B.12)

It is the response function for a point source and is thus defined as the
solution of the equation

~∇2G(~r, ~r ′) = δ(~r − ~r ′) (B.13)

The vector potential is, therefore, given by

~A(~r) =
µ0

4π

∫
d3r′

~Jf (~r ′) + ~Jb(~r
′)

|~r − ~r ′|
(B.14)

With (B.9) one gets then for the magnetic field

~B(~r) =
µ0

4π

∫
d3r′

(
~Jf (~r ′) + ~Jb(~r

′)
)
× (~r − ~r ′)
|~r − ~r ′|3

(B.15)

This equation can now be applied for the case of a permanent magnet of
finite volume in the absence of free currents. In this case ~Jf = 0 and
~Jb = ~∇× ~M . The last relation is, however, not valid to calculate the current
density at the magnet surface. At the interface between the magnet and
the surrounding medium ~∇ × ~M is undetermined due to the discontinuity
of the magnetization ~M . Therefore, the contribution of the magnet surface
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Figure B.1: Sketch for the surface current density calculation for a perma-
nent magnet.

to the magnetic field has to be dealt with in a separate surface integral with
a bound surface current density ~Js. One gets then

~B(~r) =
µ0

4π

∫
Vmagnet

d3r′
(
~∇ ′ × ~M(~r ′)

)
× (~r − ~r ′)
|~r − ~r ′|3

+
µ0

4π

∮
Smagnet

d2r′ ~Js(~r
′)× (~r − ~r ′)

|~r − ~r ′|3
. (B.16)

This can be recognized as Biot-Savart’s law for the superposition of the
bound volume current density ~Jb and the bound surface current density ~Js.
To determine ~Js one can integrate (B.10) over the surface A shown in figure
B.1. Using Stoke’s theorem one gets∫

A

d2r ~n · ~Jb(~r) =

∫
A

d2r ~∇× ~M(~r) =

∮
Ac

~dl · ~M (B.17)

By letting the width w of the surface going to zero, the bound volume
current density Jb in A/m2 is transformed into the bound surface current
density Js in A/m. If also the height of the surface h goes to zero, then one
sees that the magnitudes of the magnetization M at the surface and the
bound surface current density Js are equal or in vector notation

~Js = ~M × ~ns (B.18)

where ~ns is the magnet’s surface normal pointing away from the magnet.
It can now be concluded that a magnetized medium such as a permanent
magnet is equivalent to a distribution of free electric current characterized
by a volume current density ~Jb = ~∇ × ~M and a surface current density
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~Js = ~M × ~ns. Hence, the set of magnetostatic equations (B.7-B.8) can be
replaced by

~∇ · ~B = 0 (B.19)

~∇× ~B = µ0
~J (B.20)

with ~J = ~Jf + ~Jb+ ~Js. For a homogeneously magnetized permanent magnet
~∇× ~M = 0. Therefore, the magnetic field of a homogeneously magnetized
permanent magnet is equivalent to the magnetic field caused by an ideal
rectangular solenoid with a surface current density Js = M . Important
to notice is that µ0Js is equal to the so called remanent magnetic field or
remanence Br. This is a value that is often tabulated in manufacturer’s
magnet data sheets. It is the magnetic flux density inside the magnet in
absence of externally applied magnetic fields. To measure Br the magnet
is normally embedded in a closed magnetic circuit by means of a return
yoke with very high magnetic permeability µ. The magnetic field outside
the circuit is then negligible. One can prove that µ0Js = Br by integrating
equation (B.20) over the same surface A from figure B.1.
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Appendix C

Magnetic field calculation
for a rectangular magnet
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Figure C.1: Sketch for the magnetic field calculation for a rectangular per-
manent magnet

Assume a permanent rectangular magnet that is magnetized homogeneously
along one of its axes. Take the x, y and z-axis along three edges of the mag-
net with the z-axis pointing towards the northern magnetic pole parallel
with the north-south axis as shown in figure C.1. It is proven in appendix
B that such a magnet is equivalent to a rectangular solenoid with an electric
current homogeneously distributed over its surface in the direction corre-
sponding to the right-hand-rule. Hence, the magnetic field generated by
this magnet at the location ~rp = (xp, yp, zp) can be calculated by integrat-
ing Biot-Savart’s law
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~dB =
µ0

4π

I ~dl × (~rp − ~r)
|~rp − ~r|3

(C.1)

over the magnet’s surface. Let us first consider the x-component of the
magnetic field Bx. The magnetic field dBx due to a rectangular loop in the
xy-plane at height z with infinitesimal thickness dz can be calculated by
integrating (C.1) over this loop. The current running through the loop can
be written as Jsdz with Js the equivalent surface current density in A/m.
For practical reasons the new variables ∆x = xp − x, ∆y = yp − y and
∆z = zp − z are introduced. Only the two parts of the rectangular loop
parallel with the y-axis contribute to dBx. With the notation [f(x)]

x=x2

x=x1
=

f(x2)− f(x1) it one finds that

dBx =

[
d∆z

µ0Js
4π

∫ ∆y=yp

∆y=yp−Y
d∆y

∆z

(∆x2 + ∆y2 + ∆z2)
3/2

]∆x=xp

∆x=xp−X

(C.2)

With the notation [f(x, y)]
x=x2,y=y2

x=x1,y=y1
=
[
[f(x, y)]

x=x2

x=x1

]y=y2

y=y1
and integral iden-

tity (3) this is then worked out to be

dBx =

[
d∆z

µ0Js
4π

∆z∆y

(∆x2 + ∆z2)
√

∆x2 + ∆y2 + ∆z2

]∆x=xp,∆y=yp

∆x=xp−X,∆y=yp−Y

To calculate the total x-component Bx of the magnetic field one has to
integrate this result now over the height of the magnet

Bx =

∫ ∆z=zp

∆z=zp−Z
dBx (C.3)

With the notation [f(x, y, z)]
x=x2,y=y2,z=z2
x=x1,y=y1,z=z2

=
[[

[f(x, y)]
x=x2

x=x1

]y=y2

y=y1

]z=z2
z=z1

and

integral identity (1) this is then worked out to be

Bx =

[
µ0Js
8π

ln

(√
∆x2 + ∆y2 + ∆z2 −∆y√
∆x2 + ∆y2 + ∆z2 + ∆y

)]∆x=xp,∆y=yp,∆z=zp

∆x=xp−X,∆y=yp−Y,∆z=zp−Z

.

This expression can be simplified by noting that

[
+ ln(

√
∆x2 + ∆y2 + ∆z2 −∆y)

]∆x=xp,∆y=yp

∆x=xp−X,∆y=yp−X

=
[
− ln(

√
∆x2 + ∆y2 + ∆z2 + ∆y)

]∆x=xp,∆y=yp

∆x=xp−X,∆y=yp−X
(C.4)
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Eventually we then get the following equation

Bx(xp, yp, zp) =
µ0Js

4π

8∑
i=1

(−1)
i

ln

(
−(yp − yi) +

√
(xp − xi)2 + (yp − yi)2 + (zp − zi)2

)

where the sum over i is over the 8 corner points (xi, yi, zi) of the magnet.
From the numbering in figure C.1 it can be seen that neighbouring corner
points have opposite sign. The calculation for By is analogous and results
in the very similar looking equation

By(xp, yp, zp) =
µ0Js

4π

8∑
i=1

(−1)
i

ln

(
−(xp − xi) +

√
(xp − xi)2 + (yp − yi)2 + (zp − zi)2

)

For Bz the calculation is a bit different. In this case all four parts of the
rectangular loop contribute to dBz and lead to

dBz =−

[
d∆z

µ0Js
4π

∫ ∆x=xp

∆x=xp−X
d∆x

∆y

(∆x2 + ∆y2 + ∆z2)3/2

]∆y=yp

∆y=yp−Y

−

[
d∆z

µ0J

4π

∫ ∆y=yp

∆y=yp−Y
d∆y

∆x

(∆x2 + ∆y2 + ∆z2)3/2

]∆x=xp

∆x=xp−X

With integral identity (3) this is then worked out to be

dBz = −
[
d∆z

µ0Js

4π

∆y∆x√
∆x2 + ∆y2 + ∆z2

(
1

∆y2 + ∆z2
+

1

∆x2 + ∆z2

)]∆x=xp,∆y=yp

∆x=xp−X,∆y=yp−Y

To get the total z-component of the magnetic field Bz one has to integrate
again over the height of the magnet

Bz =

∫ ∆z=zp

∆z=zp−Z
dBz. (C.5)

With integral identity (2) one eventually gets the equation

Bz(xp, yp, zp) =
µ0Js

4π

8∑
i=1

(−1)
i

arctan

(
(xp − xi)(yp − yi)

(zp − zi)
√

(xp − xi)2 + (yp − yi)2 + (zp − zi)2

)

where the sum is again over the 8 corner points of the magnet. The magnetic
field caused by the magnet can now be calculated at every location inside
or outside the magnet with the exception of some singularities on the edges
of the magnet.
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Appendix D

Analytical solution of
Laplace’s equation in a
cylinder

We want to calculate the electric potential in VISIONI in absence of the
filaments. One then has a cylinder with the top at -100 V and the rest
at 0 V. The situation is sketched in figure D.1. The potential inside the
cylinder can be found by solving Laplace’s equation

∇2V =
1

r

∂

∂r

(
r
∂V

∂r

)
+

1

r2

∂2V

∂ϕ2
+
∂2V

∂z2
= 0 (D.1)

in combination with the appropriate boundary conditions

V (R,ϕ, z) = 0 (D.2)

V (r, ϕ, 0) = 0 (D.3)

V (r, ϕ,H) = −100. (D.4)

Cylindrical coordinates are used because of the cylindrical symmetry of the
system. To solve (D.1) it is assumed that

V (r, ϕ, z) = R(r)Φ(φ)Z(z) (D.5)

By separation of variables it can then be found that

V (r, ϕ, z) =

k=+∞∑
k=0

m=+∞∑
m=0

[AkmJm(kr) +BkmNm(kr)] ·

[Cm sin(mϕ) +Dm cos(mϕ)] · [Ek sinh(kz) + Fk cosh(kz)]

(D.6)
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Figure D.1: Scheme of the applied electric potentials in VISIONI without
the filaments

Jm is the mth Bessel functions and Nm is the mth Neumann function. Neu-
mann functions, however, have a singularity for r = 0. This is of course
unphysical. Therefore, Bkm = 0 for all k and m. Further, the system ex-
hibits cylindrical symmetry. Hence, the potential should not depend on ϕ.
This leads to m = 0. From boundary condition (D.3) it is easy to see that
Fk = 0 for all k. Boundary condition (D.2) implies that k can only take
the values kmn = χmn

R with χmn the nth zero of the mth Bessel function.
Taking all this into account (D.6) can be simplified to

V (r, z) =
n=+∞∑
n=0

AnJ0

(χ0n

R
r
)

sinh
(χ0n

R
z
)

(D.7)

Now only the coefficients An remain unknown. Using the Bessel function
identities

∫
drrmJm−1(r) = rmJm(r) (D.8)∫ R

0

drrJm

(χmk
R

r
)
Jm

(χml
R

r
)

= δkl
R2

2
[Jm+1(χmk)] (D.9)

these coefficients can be calculated from boundary condition (D.4). The
eventual expression for the electric potential becomes

V (r, z) =
n=+∞∑
n=0

−
200J0

(
χ0n

R r
)

sinh
(
χ0n

R z
)

χ0nJ1(χ0n) sinh
(
χ0n

R H
) . (D.10)
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Appendix E

Generation of random
numbers

E.1 Monte Carlo codes and random numbers

The use of random numbers is an important characteristic of Monte Carlo
codes. From experimental observations and theoretical calculations it is
known that some physical variables are distributed according to a specific
probability distribution function (PDF). In a Monte Carlo code random
numbers are then generated according to this PDF to mimic reality. Com-
puters usually come with a standard pseudo-random generator that gener-
ates uncorrelated pseudo-random numbers distributed uniformly between 0
and 1. For better statistics more sophisticated generators such as RAN-
LUX from CERN [141] are advised. They come closer to the ideal random
number generator. However, most physical variables are not distributed uni-
formly. Hence, algorithms are needed to convert the uniformly distributed
pseudo-random numbers to numbers distributed according to another PDF.

E.2 Inverse transformation method

The inverse transformation method is an elegant and very efficient algo-
rithm. The computer generates a pseudo-random number R according to a
uniform distribution between 0 and 1. The inverse transformation method
uses a function f(R) to convert each pseudo-random number R into a vari-
able x that is distributed according to the PDF P (x). This can be expressed
mathematically as

P (x′)dx′ = dR (E.1)
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with x′ = f(R) or R = f−1(x′). By integrating this equation from x′ = −∞
up to x′ = x we get

F (x) = R (E.2)

with F (x) the cumulative PDF of P (x). Inverting this relation results then
in

x = F−1(R) (E.3)

This shows us that the function f(R) we were looking for is the inverted
cumulative PDF of P (x). With this function each pseudo-random number
R generated by the computer can now easily be converted into a number x
that is distributed according to P (x). The only disadvantage of this method
is that not all PDF’s have an invertible cumulative PDF.

E.3 Uniform distribution over 4π solid angle

A very common PDF is that of directions (θ, φ) uniformly distributed over
the whole 4π solid angle. The polar angle θ is between 0 and π. The
azimuthal angle φ is between 0 and 2π. This PDF is less straightforward
to generate than might be expected at first sight. The polar angle θ is not
uniformly distributed due to the Jacobian J = sin θ corresponding to the
curvilinear spherical coordinates on the unit sphere. The normalized partial
PDF’s for θ and φ are given by

P (θ)dθ =
sin θ

2
dθ (E.4)

P (φ)dφ =
1

2π
dφ (E.5)

Using the inverse transformation method described in section E.2, it can
then easily be found that θ and φ can be calculated from two pseudo-random
numbers R1 and R2 uniformly distributed between 0 and 1 according to

θ = arccos (1− 2R1) (E.6)

φ = 2πR2 (E.7)

E.4 Uniform distribution over circle

The next interesting PDF is that of points (r, φ) uniformly distributed over
a circle. The radial coordinate r is between 0 and the circle radius R. The
polar angle φ is between 0 and 2π. This PDF is again less straightforward
to generate than might be expected at first sight due to the Jacobian J = r
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corresponding to the curvilinear cylindrical coordinates. The normalized
partial PDF’s for r and φ are given by

P (r)dr =
2

R2
rdr (E.8)

P (φ)dφ =
1

2π
dφ (E.9)

Using again the inverse transformation method described in section E.2, it
can then easily be found that r and φ can be calculated from two pseudo-
random numbers R1 and R2 uniformly distributed between 0 and 1 accord-
ing to

r = R
√
R1 (E.10)

φ = 2πR2 (E.11)

E.5 Cosine distribution with respect to sur-
face normal

Another common PDF is that of directions (θ, φ) distributed over a 2π solid
angle according to a cosine distribution with respect to the surface normal.
The polar angle θ is between 0 and π

2 . The azimuthal angle φ is between
0 and 2π. Again taking into account the Jacobian J = sin θ for spherical
coordinates on the unit sphere, the partial PDF’s for θ and φ are given by

P (θ)dθ = 2 sin θ cos θ (E.12)

P (φ)dφ =
1

2π
dφ (E.13)

Using the inverse transformation method described in section E.2, it can
then easily be found that θ and φ can be calculated from two pseudo-random
numbers R1 and R2 uniformly distributed between 0 and 1 according to

θ = arcsin
√
R1 (E.14)

φ = 2πR2 (E.15)

E.6 Gaussian distribution

A Gaussian PDF with mean µ and standard deviation σ is given by

P (x;µ, σ) =
1√
2πσ

e−
(x−µ)2

2σ2 (E.16)
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The parameters µ and σ can be eliminated by the substitution

t =
x− µ
σ

(E.17)

One then gets the standard Gaussian distribution

P (t) =
1√
2π
e−

t2

2 (E.18)

For this PDF it is not possible to directly use the inverse transformation
method described above because its cumulative PDF is the error function,
which can not be described analytically. One has to take a small detour. It
turns out that generating two Gaussian numbers at a time is more efficient.
The joint PDF for two random numbers t1 and t2 distributed according to
a standard Gaussian is given by

P (t1, t2)dt1dt2 =
1

2π
e−

t21+t22
2 dt1dt2 (E.19)

This PDF can be converted into cylindrical coordinates by the substitutions

r =
√
t21 + t22 (E.20)

θ = arctan
t2
t1

(E.21)

The PDF then becomes

P (r, θ)rdrdθ =
1

2π
e−

r2

2 rdrdθ (E.22)

The partial PDFs for r and θ are given by

P (r)dr = e−
r2

2 dr (E.23)

P (θ)dθ =
1

2π
dθ (E.24)

These PDFs do have invertible cumulative PDFs. Using the inverse trans-
formation method one can find that r and θ can be calculated from two
pseudo-random numbers R1 and R2 distributed uniformly between 0 and 1
according to

r =
√
−2 lnR1 (E.25)

θ = 2πR2 (E.26)

The two standard Gaussian numbers t1 and t2 can, therefore, be calculated
as
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t1 =
√
−2 lnR1 cos (2πR2) (E.27)

t2 =
√
−2 lnR1 sin (2πR2) (E.28)

By reverting the substitution (E.17) it can be found that two random num-
bers x1 and x2 distributed according to a Gaussian with mean µ and stan-
dard deviation σ can be calculated from

x1 = µ+ σ
√
−2 lnR1 cos (2πR2) (E.29)

x2 = µ+ σ
√
−2 lnR1 sin (2πR2) (E.30)

This method is called the Box-Müller method. A more efficient version of
this algorithm can be derived. In the so called Marsaglia polar algorithm
there is no need to evaluate a sine or cosine. This algorithm works as follows.
First one calculates two random numbers v1 and v2 uniformly distributed
between -1 and 1 from two pseudo-random numbers R1 and R2 uniformly
distributed between 0 and 1 according to

v1 = 2R1 − 1 (E.31)

v2 = 2R2 − 1 (E.32)

All numbers v1, v2 for which v2
1 + v2

2 > 1 are rejected. In this way v2
1 + v2

2

is distributed uniformly between 0 and 1 and v1 and v2 are the Cartesian
coordinates of uniformly distributed points in a circle with radius 1 centred
on the origin. Looking back at the Box-Müller method (E.29-E.30), one can
then make the substitutions

R1 = v2
1 + v2

2 (E.33)

cos (2πR2) =
v1√
v2

1 + v2
2

(E.34)

sin (2πR2) =
v2√
v2

1 + v2
2

(E.35)

This leads to the more efficient Marsaglia polar algorithm for generating
two random numbers x1 and x2 gaussianly distributed with mean µ and
standard deviation σ

x1 = µ+ σv1

√
−2 ln (v2

1 + v2
2)

v2
1 + v2

2

(E.36)

x2 = µ+ σv2

√
−2 ln (v2

1 + v2
2)

v2
1 + v2

2

(E.37)
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A Gaussian distribution drops rapidly from its maximum value at the mean
µ over a distance of a few σ. This makes it computationally very demanding
to generate gaussianly distributed random numbers in the tail a distance l
of a few σ away from the mean µ by simply rejecting the lower numbers.
The Marsaglia algorithm can, however, easily be modified to do this much
more efficiently. The two random numbers x1 and x2 in (E.36-E.37) are
always bigger than l if

µ+ σ
√
−2 ln (v2

1 + v2
2) > l (E.38)

or equivalently if

v2
1 + v2

2 < exp

(
−(l − µ)2

2σ2

)
(E.39)

Since 0 ≤ v2
1 , v

2
2 < 1 one should then have in the limiting case that only one

of the numbers v1 and v2 has a non-zero value

v1, v2 < exp

(
−(l − µ)2

4σ2

)
(E.40)

This can be easily fulfilled by modifying (E.31-E.32) to

v1 = (2R1 − 1) exp

(
−(l − µ)2

4σ2

)
(E.41)

v2 = (2R2 − 1) exp

(
−(l − µ)2

4σ2

)
(E.42)

These limitations for v1 and v2 are necessary, but not sufficient to get gaus-
sianly distributed random numbers bigger than l. The probability to get a
rejection because x1 or x2 is below l is now, however, drastically decreased
with respect to the original Marsaglia algorithm.
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Appendix F

Technical details VMCPT

F.1 Compiling the code

On a UNIX system the code can easily be compiled by using the makefile.
The source and header files should be in one directory together with the
makefile. By entering the command make ser the serial version of VMCPT
will be compiled and the executable vmcpt.ser will be created. By entering
the command make par the parallel version of VMCPT will be compiled
and the executable vmcpt.ser will be created.

On a Windows system one can for instance use Microsoft Visual Studio.
All source and header files should be added to the project. The code can
then easily be compiled by building the solution.

F.2 Running the code

To run the code on a UNIX system one should put the vmcpt.ser or vm-
cpt.par executable, the bfield.dat magnetic field data file and the input-
file.dat input file in one directory. The serial version can be started by
going to the appropriate directory and entering the command ./vmcpt.ser
inputfile.dat. The parallel version can be started by going to the appropriate
directory and entering the command mpirun -np n ./vmcpt.par inputfile.dat
with n the number of processors to be used.

On a Windows system using Microsoft Visual Studio one should put
the bfield.dat magnetic field data file and the inputfile.dat input file in the
directory of the project. The name of the input file has to be specified under
Command Arguments in the Debugging section of the project Configuration
Properties. The simulation can then be started by choosing Start Without
Debugging in the Debug menu.
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F.3 Short description of the code

F.3.1 Header files

The header files collisions.h, distributions.h, error.h, fields.h, initialize.h,
mathematics.h, ranlxd.h, ranlxs.h, and trajectories.h contain the function
declarations of the source files with the same name. The header file const.h
contains definitions of physical constants such as π, me, qe, k, ε0 and µ0.
Further it also contains constants related to the geometry of the plasma
chamber, the strength of the permanent magnets and some more technical
parameters. The header file struct.h declares the different structures used
in the code.

F.3.2 Source files

bfield.cpp
read bfield reads the magnetic field components

and magnitude from the bfield.dat data
file and stores the data

calc bfield calculates the magnetic field compo-
nents and magnitude analytically and
writes the data to the bfield.dat data
file

bfield updates the magnetic field of a particle
bx rect returns the x-component of the mag-

netic field of a rectangular magnet cen-
tred on the origin of the coordinate sys-
tem and magnetized along the z-axis

by rect returns the y-component of the mag-
netic field of a rectangular magnet cen-
tred on the origin of the coordinate sys-
tem and magnetized along the z-axis

bz rect returns the z-component of the mag-
netic field of a rectangular magnet cen-
tred on the origin of the coordinate sys-
tem and magnetized along the z-axis

bx wire returns the x-component of the mag-
netic field of a wire centred on the ori-
gin of the coordinate system and ori-
ented along the z-axis with an electric
current in the positive z direction
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by wire returns the y-component of the mag-
netic field of a wire centred on the ori-
gin of the coordinate system and ori-
ented along the z-axis with an electric
current in the positive z direction

b visioni calculates the magnetic field at a cer-
tain location in VISIONI

efield.cpp
efield updates the electric field of a particle
laplace solver solves Laplace’s equation in VISIONI

in the absence of plasma and stores the
electric field components and the elec-
tric potential

poisson solver solves Poisson’s equation taking into
account the space charges of the
plasma and stores the electric field
components and the electric potential

poisson initialization initializes the data structure before
solving Poisson’s equation

init rhs initializes the right hand side of Pois-
son’s equation based on the charged
particle positions

distributions.cpp
secondary electron energy ion picks the energy for a secondary elec-

tron produced by ionization from the
appropriate distribution

secondary electron energy wall picks the energy for a secondary elec-
tron produced at the wall from the ap-
propriate distribution

gaussian picks random numbers from a gaus-
sian distribution with the possibility to
specify a lower limit

vector cosine picks a unit vector from a cosine distri-
bution with respect to a given vector

angle cosine picks an azimuthal and polar angle
from a cosine distribution with respect
to a given vector

vector uniform sphere picks a unit vector from a uniform dis-
tribution over the whole 4π solid angle

angle uniform sphere picks an azimuthal and polar angle
from a uniform distribution over the
whole 4π solid angle
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scattering angles picks an azimuthal and polar scatter-
ing angle from the appropriate distri-
butions for a given collision

random filament position picks a starting position from a uni-
form distribution over the surface of
the tungsten filaments

random maxwell velocity gives a particle a velocity vector picked
from an isotropic Maxwellian distri-
bution with a lower limit for the z-
component

collisions.cpp
mred calculates the reduced mass of two par-

ticles
rescale relative velocity calculates the rescaled relative veloc-

ity vector for a collision taking into ac-
count the energy loss and the change
in reduced mass

rotate relative velocity rotates the relative velocity vector for a
collision with given azimuthal and po-
lar scattering angles

post collision velocities updates the velocity and energy of two
colliding particles for a given azimuthal
and polar scattering angles and colli-
sion type

null collision takes into account collisions of charged
particles with neutrals using the null
collision method

neutral collision lets two particles undergo a given colli-
sion and if necessary removes or creates
particles

ee binary collision takes into account electron-electron
Coulomb collisions with the binary col-
lision method

calc sigma calculate the cross section for a given
reaction and impact energy

load null collision data janev loads all data needed for taking into
account collisions between particles

initialize.cpp
initialize particle fills in all needed fields of the particle

data structure to initialize a new par-
ticle

read input file reads input parameters from the input
file
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remove lost particles removes particles lost during collisions
with other particles or the walls

load particles loads particles from previous output
files if a previous simulation has to be
resumed

calculate sheath calculates the sheath potential drop
at the side and bottom of the plasma
chamber by requiring global neutrality
of the plasma

calculate vmax calculates the parameter vmax for the
null collision method

reset outputstruct sets all fields of the output data struc-
ture to zero

rescale weight rescales the weight of the super-
particles if the maximum number of
super-particles has been reached

mathematics.cpp
calloc 4d double allocates memory for a 4D data struc-

ture of doubles
azimuth returns the azimuthal angle with re-

spect to the x-axis for a given position
in the xy-plane

absol returns the absolute value of a double
cross product calculates the cross product of two vec-

tors
scalar product returns the scalar product of two vec-

tors
norm calculates the norm of a vector
normalize normalizes a vector
vec min calculates the difference of two vectors
vec plus calculates the sum of two vectors
vec eq sets a vector equal to another vector
vec mult multiplies a vector with a scalar
energy returns the energy of a particle
transformation matrix calculates the transformation matrix

to go from a rotated coordinate sys-
tem with the z-axis along a given vec-
tor back to the original coordinate sys-
tem
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normal to reference transforms a unit vector with given az-
imuthal and polar angle in the rotated
coordinate system back to the origi-
nal coordinate system using the given
transformation matrix

normal to reference2 transforms a vector given in the ro-
tated coordinate system with the z-
axis along a given vector back to the
original coordinate system

shuffle shuffles an array randomly
interpolate interpolates the y value for a given x

from a given set of (x,y) data points
trajectories.cpp

accelerate particle updates the velocity and energy of a
particle after acceleration in the elec-
tric field during half of a time step

sheath acceleration updates the velocity and energy of a
primary electron after acceleration in
the sheath potential drop normal to
the surface of the filaments

rotate velocity updates the velocity of a particle after
gyration in the magnetic field during a
full time step using the Boris method

shift velocity shifts the velocity of a particle back-
wards in time over half of a time step
for the leapfrog integration scheme

move particle updates the position of a particle after
moving during a full time step

reflection takes into account reflection of a par-
ticle with the plasma chamber walls

calculate trajectory calculates the trajectory of a particle in
the electromagnetic field up to a given
time

move particles calculates the trajectory of all tracked
particles until the end of the main time
step
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[73] J. Küppers. The hydrogen surface chemistry of carbon as a plasma
facing material. Surface Science Reports, 22:249–321, 1995.

[74] E. Vietzke, V. Philipps, K. Flaskamp, et al. The reaction of atomic
hydrogen with a-C:H and diamond films. Surface and Coatings Tech-
nology, 47:156–161, 1991.

[75] E. Vietzke and V. Philipps. Hydrocarbon formation on carbon sur-
faces facing a hydrogen plasma. Fusion Technology, 15:108–117, 1988.

[76] P. R. Harris, F. W. Meyer, W. Jacob, et al. Molecular size effect in
the chemical sputtering of a-C:H thin films by low energy H+, H+

2 ,
and H+

3 ions. Nuclear Instruments and Methods in Physics Research
B, 269:1276–1279, 2011.

[77] J. Roth and C. Garcia-Rosales. Analytic description of the chemical
erosion of graphite by hydrogen ions. Nuclear Fusion, 36:1647–1659,
1996.

[78] J. Roth, R. Preuss, W. Bohmeyer, et al. Flux dependence of car-
bon chemical erosion by deuterium ions. Nuclear Fusion, 44:L21–L25,
2004.

[79] W. Eckstein. Calculated sputtering, reflection and range values. Tech-
nical report, Max-Planck-Institut für Plasmaphysik, 2002.

[80] K. Ohya and K. Inai. Hydrocarbon redeposition on plasma facing
walls intersecting magnetic field at shallow angles. Japanese Journal
of Applied Physics, 49:096201, 2010.

[81] K. Tichmann, U. von Toussaint, and W. Schwarz-Selinger, T.and Ja-
cob. Determination of the sticking probability of hydrocarbons on an
amorphous hydrocarbon surface. Physica Scripta, T138:014015, 2009.

[82] R. A. Causey. Hydrogen isotope retention and recycling in fusion reac-
tor plasma-facing components. Journal of Nuclear Materials, 300:91–
117, 2002.

[83] D. Reiter and R.E.H. Clark, editors. Nuclear fusion research, Under-
standing plasma-surface interactions. Springer, 2005.

[84] W. Jacob. Surface reactions during growth and erosion of hydrocarbon
films. Thin Solid Films, 326:1–42, 1998.

[85] A. von Keudell and W. Jacob. Elementary processes in plasma sur-
face interaction: H-atom and ion-induced chemisorption of methyl
on hydrocarbon film surfaces. Progress in Surface Science, 76:21–54,
2004.

301



[86] C. Hopf, T. Schwarz-Selinger, W. Jacob, and A. von Keudell. Surface
loss probabilities of hydrocarbon radicals on amorphous hydrogenated
carbon film surfaces. Journal of Applied Physics, 87:2719–2725, 1999.

[87] A. von Keudell, C. Hopf, T. Schwartz-Selinger, and W. Jacob. Surface
loss probabilities of hydrocarbon radicals on amorphous hydrogenated
carbon film surfaces: Consequences for the formation of re-deposited
layers in fusion experiments. Nuclear Fusion, 39:1451–1462, 1999.

[88] M. Mayer and V. Rohde. Further insight into the mechanism of hy-
drocarbon layer formation below the divertor of ASDEX upgrade.
Nuclear Fusion, 46:914–920, 2006.

[89] D. A. Alman and D. N. Ruzic. Molecular dynamics simulation of hy-
drocarbon reflection and dissociation coefficients from fusion-relevant
carbon surfaces. Physica Scripta, T111:145–151, 2004.

[90] A.R. Sharma, R. Schneider, U. Toussaint, and K. Nordlund. Hydro-
carbon radicals interaction with amorphous carbon surfaces. Journal
of Nuclear Materials, 363-365:1283–1288, 2007.

[91] E. D. de Rooij, A. W. Kleyn, and W. J. Goedheer. Sticking of hydro-
carbon radicals on different amorphous hydrogenated carbon surfaces:
a molecular dynamics study. Physical Chemistry Chemical Physics,
12:14067–14075, 2010.

[92] K. Tichmann, U. von Toussaint, and W. Jacob. Determination of the
sticking coefficient of energetic hydrocarbon molecules by molecular
dynamics. Journal of Nuclear Materials, 420:291–296, 2012.

[93] J. Roth, E. Tsitrone, A. Loarte, et al. Recent analysis of key plasma
wall interaction issues for ITER. Journal of Nuclear Materials, 390-
391:1–9, 2009.

[94] G. Federici, C. H. Skinner, J. N. Brooks, et al. Plasma-material in-
teractions in current tokamaks and their implications for next step
fusion reactors. Nuclear Fusion, 41:1967–2137, 2001.

[95] G. Federici, P. Andrew, P. Barabaschi, et al. Key ITER plasma edge
and plasma-material interaction issues. Journal of Nuclear Materials,
313-316:11–22, 2003.

[96] U. Samm. TEXTOR: A pioneering device for new concepts in plasma-
wall interaction, exhaust and confinement. Fusion Science and Tech-
nology, 47:73–75, 2004.

[97] O. Neubauer, G. Czymek, B. Giesen, et al. Design features of the
tokamak TEXTOR. Fusion Science and Technology, 47:76–86, 2004.

302



[98] http://www.fz-juelich.de.

[99] B. Schweer, S. Brezinsek, H. G. Esser, et al. Limiter lock systems at
TEXTOR: Flexible tools for plasma-wall investigation. Fusion Science
and Technology, 47:138–145, 2004.

[100] R. Ding, A. Kirschner, D. Borodin, et al. Simulation of light emission
from hydrocarbon injection in TEXTOR using the ERO code. Plasma
Physics and Controlled Fusion, 51:055019, 2009.

[101] S. Brezinsek, A. Pospieszczyk, D. Borodin, et al. Hydrocarbon injec-
tion for quantification of chemical erosion yields in tokamaks. Journal
of Nuclear Materials, 363-365:1119–1128, 2007.

[102] O. Schmitz, I. L. Beigman, L. A. Vainshtein, et al. Status of elec-
tron temperature and density measurement with beam emission spec-
troscopy on thermal helium at TEXTOR. Plasma Physics and Con-
trolled Fusion, 50:115004, 2008.

[103] A. Kreter, P. Wienhold, D. Borodin, et al. Study of local carbon trans-
port on graphite, tungsten and molybdenum test limiters in TEXTOR
by 13CH4 tracer injection. Journal of Nuclear Materials, 363-365:179–
183, 2007.

[104] P. Wienhold, H. G. Esser, D. Hildebrandt, et al. Investigation of
carbon transport in the scrape-off layer of TEXTOR-94. Journal of
Nuclear Materials, 290-293:362–366, 2001.

[105] S. Brezinsek, G. Sergienko, A. Pospieszczyk, et al. Characterization
of the deuterium recycling flux in front of a graphite surface in the
TEXTOR tokamak. Plasma Physics and Controlled Fusion, 47:615–
634, 2005.

[106] P. Wienhold, F. Weschenfelder, and J. Winter. Colorimetry of inter-
ference colours to investigate thickness changes of protective coatings
in TEXTOR. Nuclear Instruments and Methods in Physics Research
B, 94:503–510, 1994.

[107] S. Tominetti, J. Camposilvan, and A. Perujo. Hydrogen isotopes re-
cycling studies at JRC Ispra. Vuoto, XXVI:13–17, 1997.

[108] I. Uytdenhouwen, J. Schuurmans, M. Decréton, et al. Installation of
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