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Samenvattin

Nachtkoeling, zeker in kantoren, wekt interessentweet kan het zomercomfort
verbeteren en kan de koelbehoefte verminderen. eEclite mate waarin
gebouwontwerpers erin slagen een optimaal ontweerpaken hangt sterk af van
de gebruikte  simulatietool. Vandaag de dag zijn nddbone
energiesimulatieprogramma’s (BES) best populairamue manier waarop zij de
convectieve warmteoverdracht modelleren roept vrage. Zij modelleren de
complexe warmteoverdracht in de grenslaag en héggemde gebied met behulp
van een convectieve warmteoverdrachtscoéfficiémtddiorgaans gebaseerd is op
gevalspecifieke experimentele data. Daarom gaake diesis na of deze
modelleringsmethode volstaat om nauwkeurig de atiesvan nachtkoeling te
voorspellen en onderzoekt het verder de invioed hetnkamer-/systeemontwerp
op de convectieve warmteoverdracht tijdens naclitighe

Eerst illustreert dit werk de bovengenoemde onvolkoheid van BES. Het
begint met een bespreking van de bestaande, ecmgirionvectiecorrelaties die in
BES kunnen geimplementeerd worden. Deze literatudies brengt in het
bijzonder de specificiteit van de correlaties aahlicht: de experimentopstelling
zelf en de benadering om de correlaties af te mheideeperken de
toepassingsmogelijkneden sterk. Vervolgens befchrigit werk de
gevoeligheidsanalyse die nagaat in welke mate despelde prestatie van nacht
koeling in een kantoor in een gematigd klimaat g&glafhangt van de keuze van
sommige van de besproken correlaties. Deze deklstgeeft aan dat het
modelleren van de convectieve warmteoverdracht rzebaangrijk is bij
nachtkoeling, weliswaar alleen als mechanischeingabverdag ontbreekt. De
keuze van de convectiecorrelaties kan zelfs deemptveslissingen veranderen.

Het volgende hoofdstuk tast aan de hand van expaten af in hoeverre het
kamer-/systeemontwerp in rekening moet gebrachtievobij het modelleren van
gemengde convectieve warmteoverdracht. Eerst bisdiet de uitgevoerde
aanpassingen aan de gebruikte PASLINK-cel van heteléchappelijk en
Technisch Centrum voor het Bouwbedrijf in Limele(iBelgi€). De nieuwe
configuratie maakt het mogelijk te onderzoeken hde convectieve
warmteoverdracht en het luchtstromingspatroon in lkleine gekoelde kamer
afhangen van het convectieregime, de aanwezigtaideen thermisch massieve
vloer en de locatie van de luchttoe-/afvoer. Vegeok weidt het stuk uit over de
integrale manier om de convectieve warmteflux aarwdnden af te leiden. De
analyse steunt zoals de meeste voorgaande stydtemperatuurmetingen aan de
binnenzijde en binnenin de wanden waarvan de (ikeh®m) eigenschappen
gekend zijn. Deze studie maakt echter gebruik van enel geleidings-
Istralingsprogramma om de convectieve warmteflibefgalen. Dit leidt niet alleen
tot een nauwkeuriger bepaling, maar laat ook tgemmenten met veranderende
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randvoorwaarden te onderzoeken. De eigenlijke petenstudie toont aan dat het
kamer-/systeemontwerp duidelijk een invioed hepftde gemengde convectieve
warmteoverdracht en dat de bestaande convectitat@wsedeze bijzonderheden
niet in rekening kunnen brengen. Dergelijke nieexgerimenten zouden heel wat
bijorengen, maar misschien zijn experimenten alleien de beste manier om de
impact van nog meer parameters te onderzoekenwehag steeds nodig zullen

zijn.

Numerieke stromingsmechanica (CFD) kan een waalldemanvulling zijn
gezien het sneller meer complete resultaten ogletegen een lagere prijs;
weliswaar op voorwaarde dat de CFD-gebruiker zékedat de simulatietool
toelaat om de werkelijkheid te benaderen en weet d® intrinsieke fouten te
minimaliseren/kwantificeren. Daarom gaat deze dedis eerst in op de
belangrijkste CFD-simulatieparameters: het gridbdientiemodellering en de
beschrijving van de luchttoevoer. Deze literatwdig geeft aan dat veel
onderzoekers het gebruik van veralgemeende Riahrarelgrapolatie verdedigen
om de fout ten gevolge van het grid te schatterarnde verschillende visies
omtrent de veiligheidsfactor lopen nog steeds nitePaarnaast wijst de
literatuurstudie erop dat de keuze van een turkialeodel steeds een compromis
tussen nauwkeurigheid en rekensnelheid inhoudt. rVoalgemene
binnentoepassingen schuiven verschillende CFD-getveuhet RANS RNG k-
model naar voren. Verder, van de vier mogelijkehftaevoermodellen blijken
slechts twee bruikbaar. Het impulsmodel krijgt d@@ns de voorkeur. Alleen jet-
spleet- en ventielroosters vereisen het boxmodaivalgens beschrijft dit werk de
gevoeligheidsanalyse die toont hoe de CFD-aanpak \dmrspelde
warmteoverdracht beinvioedt. Deze studie beoordeélet bijzonder het grid, de
turbulentiemodellering en de beschrijving van dehttoevoer voor drie
convectieregimes in een aangepaste 3-D Annex Batasr. De resultaten geven
voor de bestudeerde gevallen aan dat de besciriyain de luchttoevoer veruit het
belangrijkst is. Met andere woorden, CFD-gebruikacseten een weloverwogen
keuze maken uit de verschillende simulatiemogedifldn, waaronder ook diegene
die meer werk vergen.

Het voorlaatste hoofdstuk beschrijft de uitgebrestaulatiestudie die nagaat
hoe het kamer-/systeemontwerp van een generiekgekdeld landschapskantoor
de convectieve warmteoverdracht beinvioedt. Diteodeel legt eerst uit wat
globale optimalisatie op basis van surrogaatmadiegigglobale SBO) inhoudt en
beschrijft waarom dit onderzoek een dergelijke md¢h toepast. Deze
optimilisatieprocedure gaat iteratief de volledig@werpruimte af op zoek naar
datapunten met de grootste informatiewinst en weeksurrogaatmodel bij met de
resultaten van de overeenstemmende simulaties. i©pndnier verbetert deze
procedure gelijktijdig de globale nauwkeurigheichi@et surrogaatmodel en de
nauwkeurigheid rond optima, aan de hand van eeerkiep aantal simulaties dan
bij klassieke procedures. Desondanks, het doel wgtobale SBO blijft
optimalisatie; het surrogaatmodel is slechts edraatfe. Het tweede onderdeel
van dit hoofdstuk beschrijft het experimenteel @rw Het omvat een
beschrijving van de configuratie van het experimestn overzicht van hoe de
geometrie-/gridgenerator, het numeriek stromingspik en de
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surrogaatmodelleringssoftware communiceren en |dataitrent de CFD-aanpak
en de surrogaatmodellering. De configuratie vandxgeriment is gebaseerd op
het 2-D Annex 20-ontwerp. Dit referentiegeval la@ om eenvoudig een aantal
parameters te definiéren voor de globale SBO-studi onderzochte kamer-
/systeemontwerpparameters zijn onderverdeeld inilateconcept, thermische
massaverdeling, geometrie en drijvende kracht vade convectieve
warmteoverdracht. Het hoofdstuk sluit af met eeondige bespreking van de
simulatieresultaten. De analyse wijst uit dat deleting van de thermische massa
eerder dan het ventilatieconcept de maximaal healbanvectieve warmteflux
bepaalt. Gevallen met een thermisch massieve Waden tot duidelijk hogere
convectieve warmtefluxen dan wanneer zich thermistiassa aan het plafond
bevindt. Daarnaast blijkt het doorgaans goed onludkttoevoer bovenaan de
wand te plaatsen. De positie van de afvoer is rmkeeah ondergeschikt belang.
Alleen bij enkelzijdige ventilatie is de positiervee afvoer een kritieke parameter.
Het laatste hoofdstuk bevat een korte samenvawingblikt vooruit op

mogelijke toekomstige onderzoekspistes. In hetohiter met de globale SBO-
studie draagt dit werk bij tot een verbeterde BE®ieflering. Enerzijds reiken de
surrogaatmodellen optimale ontwerpoplossingen aamarweor nieuwe
convectiecorrelaties kunnen afgeleid worden. AriilyZunnen afgeleide, meer
globaal accurate surrogaatmodellen gekoppeld warddrBES.






Summarn

Night cooling, especially in offices, attracts giog interest. For, it can improve
the summer comfort and can lower the cooling neledvever, the extent to which
building designers succeed in finding an optimahnicooling design depends
strongly on the simulation tool they use. Todawgndtalone building energy
simulation (BES) programs are quite popular, b thay they model the
convective heat transfer raises questions. Theyefrtbd complex heat transfer in
the boundary layer and the surrounding field by cavective heat transfer
coefficient which relies primarily on case-speciégperimental data. Therefore,
this thesis evaluates whether this modelling apgraaffices to accurately predict
the night cooling performance and further invesdgathe impact of the
room/system design on the convective heat tradsfiéng night cooling.

First of all, this work exemplifies the aforememtgal deficiency of BES. It
starts with a review on existing empirically dedveonvective heat transfer
correlations which are possibly suited for impletaéion in BES. This literature
review brings especially to light the particularityf the correlations: the
experimental setup itself and the approach to ddtie correlations strongly limit
the applicability of the correlations. Subsequentiys work describes the BES-
based sensitivity analysis which evaluates the anpé& some of the reviewed
correlations on the predicted night cooling perfance in an office room in a
moderate climate (Belgium). This analysis revehlt for night cooled spaces,
without mechanical cooling by day, the convectiveathtransfer modelling is
important. The choice of the convection correlagiaran even alter the design
decisions in a BES-based analysis.

The next chapter describes the experimental stukbighwassesses to what
extent it is necessary to include more room/systiesign parameters to model
mixed convection heat transfer. It first descritiee makeover of the used
PASLINK cell at the Belgian Building Research Ingt in Limelette (Belgium).
The new setup enables to study how the convectet thansfer and the airflow
pattern in a small cooled room relate to the cotiweaegime, the presence of a
floor with a high heat storage capacity and thetiposof the air supply/exhaust.
Subsequently, this section dwells on the used iategpy to derive the convective
heat flux at the wall elements. The analysis relies most earlier works on
temperature measurements on the top and on thdeingithe walls of which the
(thermal) properties are known. However, this stutBploys a fast-running
conduction/radiation model to derive the conveclieat flux. This enables a more
accurate determination and allows to investigatpegments with changing
boundary conditions. The actual parametric analgs@vs that the room/system
design significantly affects the mixed convectioagahtransfer and that existing
convection correlations cannot take such partitidarinto account. To this end,
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researchers can perform new experiments. Howeugeriments alone are
perhaps not sufficient to study many parametershvapply to a wide range —
even though they will always be needful.

Computational fluid dynamics (CFD) can be a valaalsupplement to
experiments as it provides much faster, more campiesults, at a reduced
financial cost; on condition that CFD users make ¢hat the simulation tool can
accurately represent reality and know how to addths inherent error sources.
Therefore, the next chapter first discusses thet impgortant CFD simulation
factors: the grid, turbulence modelling and thecdpsion of air supply diffusers.
This literature review reveals that many reseaschapport the use of generalized
Richardson extrapolation to estimate the errortdube grid, in spite of the many
shortcomings. However, the various viewpoints orictvisafety factor to use have
not converged yet. Next to it, the review indicatieat the selection of a turbulence
model is always a compromise between accuracy antputing effort. Many
CFD users put forward the RANSekmodel for general indoor airflow studies.
Further, out of the four available diffuser modellimethods, only two seem
useful. The momentum model usually gets prefereHosvever, diffusers with
complex mixing such as nozzle, slot and valve défs necessitate the box model.
Subsequently, this work describes the CFD-baseditadty analysis which
assesses how the simulation approach influencethective heat transfer. More
specifically, this study evaluates the impact @ ¢nid, turbulence modelling and
the diffuser modelling approach for three convettiegimes in a modified 3-D
Annex 20 test room. The results indicate that,tfier cases at hand, the diffuser
modelling approach influences the predictions lytHa most. In conclusion, CFD
users have to consciously weigh up the simulatiotions for the case at hand,
including the ones which take considerable effitiplement.

The last but one chapter of this work describesetliensive simulation study
which evaluates how the room/system design afteetsonvective heat transfer in
a generic night cooled landscape office. It firgstaduces the concept of global
surrogate-based optimization (SBO) and explains ivisyso useful for this study.
This optimization procedure iteratively scans thenplete design space for new
data points which provide the greatest informagiain and updates the surrogate
model with the results of the corresponding sinoitest. This way, it enhances
concurrently the global accuracy of the surrogateleh and the accuracy near
optima, through fewer simulations. Yet, the goal gibbal SBO remains
optimization; the surrogate model is merely a bofile second section discloses
the actual experimental design. It includes a dason of the simulation
experiment setup, an overview of how the geomeid/fgenerator, the CFD solver
and the surrogate modelling software all fit togetand details on both the CFD
simulation approach and the surrogate modelling. Simulation experiment setup
is based on the 2-D Annex 20 case. This simpleraefe case enables a
straightforward parameterization for the global SB@dy. The investigated
room/system design parameters are subdivided iafilation concept, thermal
mass distribution, geometry and driving force fonwective heat transfer. The
chapter concludes with an in-depth discussion ef shmulation results. The
analysis reveals that the thermal mass distributether than the ventilation
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concept determines the maximum attainable conwedtigat flux. Cases with
thermal mass at the floor produce significantlyhieigconvective heat fluxes than
cases with a thermally massive ceiling. Next tdt is usually not a bad choice to
put the air supply at the top. The position of #whaust is usually not that
important, except in case of single sided ventitati

The final chapter wraps up. First, it summarizesrttost important conclusions
and, then, brings up future research. In particwitln the global SBO study, this
work contributes to the advancement of BES modgll@n the one hand, they
indicate profitable design solutions for which neanvection correlations can be
derived. Or derived more globally accurate surregabdels can be coupled with
BES.






Introductior

This first chapter motivates this research effad puts it into a larger perspective.
The research topic is introduced by explainingdtsecept of night cooling and its
relevance. Next, the study goes into the paramététencing the night cooling

performance. The second part of this chapter facosethe state of the art in
modelling heat transfer between indoor air and riz$eas this coupling greatly
impacts upon the night cooling performance. Theptdraconcludes with a

formulation of the research aim.

1.1 Background

1.1.1 Increasing cooling energy demand

What makes our planet fit for life? Is a mobileng@anecessary for the birth of life
or is life essential for important processes torge® Anyway, mankind is the first
species which changes planet Earth, consciousky.IPFE&C-report states there is
very high confidence that the global average nfefcefof human activities since
1750 has been one of warming [1]. That is, sineeltidustrial Revolution human
activity has increased the concentration of greesdogases considerably. In
particular burning massive amounts of fossil fuéts the scales. Unfortunately,
fossil fuel resources — and especially oil — wdhmain the world’s vital energy
source for many years to come, even under the apishistic assumptions about
the pace of development and deployment of altema¢ichnology [2]. Moreover,

even though these resources can meet the demah@Q88, the cost to extract
and deliver them is doubtful, increasing the engngges. Preventing catastrophic
scenarios, such as irreversible damage to the Ighiimaate or energy ‘wars’,
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necessitates major policy action. The Kyoto protocay serve as an example: in
1997 the developed countries committed themseloegeduce their collective
emissions of six key greenhouse gases by 2008429052% from the 1990 level
[3]. Or the so-called 20-20-20 targets set by thle & reduction in EU greenhouse
gas emissions of at least 20%, 20% of EU energytaisesome from renewable
resources and a 20% reduction in primary energyalis® be met by 2020 [4].
According to the European Commission, buildings r@sponsible for about
40% of the total final energy demand throughoutgiaection period 1990-2030
[5]. Currently space heating and other heat uessrthte the final energy demand
in most building types. However, in most Europeaunntries — even those located
in cooler climates like in Central and Northern & — the air conditioned floor
area is expected to double by 2020 in comparison 2000 [6, 7]. And without
doubt offices and commercial buildings will accotiot the largest share [8, 9].
Not only the increasing thermal insulation leveise the cooling need, but also
the higher internal and solar heat loads do [5]d As if that is not enough the
climate warming (e.g. [10-16]), the urban heatndlaffect [17-19] and higher
comfort expectations [20-22] increase the coolirgedch too. Using only air
conditioning systems to meet the increasing coolilgnand will lead to a
significantly higher energy use and will oblige th@wer generating industries to
foresee additional power plants to satisfy the pelektricity demand. And this
obviously increases even more the environmental emmathomical cost [10, 23].
Therefore, addressing successful solutions to eobalance the effects of
increasing cooling energy use in buildings is assary condition for the future.

1.1.2 Night cooling: a valuable alter native

At the level of the air conditioning systems, pbksisolutions include district
cooling based on waste heat (e.g. [24, 25]) andenefficient air conditioning
equipment. However, lowering the cooling demand rbayas or even more
effective. First of all, redesigning the urban eaniment influences the urban heat
island effect. Secondly, adapting buildings to rthspecific environmental
conditions — described as passive cooling by Samiagm and Assimakopoulos
[26] — greatly contributes to a reduction of theolotgy demand. These last-
mentioned authors classified passive cooling ihted categories. Solar and heat
protection lower the heat load: e.g. solar shadimgrmal insulation and occupant
controlled lighting. Heat dissipation addressesearironmental heat sink: e.g.
evaporative cooling and increased daytime venditatHeat modulation techniques
use the thermal storage capacity of the inner imgildnass as a sink. Last-
mentioned technique in conjunction with night coglholds a significant potential
for especially non-residential buildings like offic and commercial buildings, as
experimentally shown by, amongst others, Ruud ef23], Allard et al. [28],
Blondeau et al. [29], Zimmerman and Andersson E88] Hgseggen [31]. During
cool nights, ventilation is applied to cool dowre timterior building fabric. The
following day, the building elements with a highahstorage capacity — renamed
to thermal mass — absorb the heat gains in thalibgilby solar and infrared
radiation and indoor air convection. As a resutthhcooling reduces the peak air
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temperatures and the operative temperatures améates a time lag between the
occurrence of external and internal maximum tentpega [32-36]. By way of
example, Figure 1.1 displays the frequency distiGbuof the daytime operative
temperature J, in a reference room and a similar room with nigbbling,
measured by Blondeau et al. [29]. There is a ¢teaslation of the reference room
curve to the low J, values and a drop from 26.5°C to 25°C of the ayer&,,.
This means that thanks to night cooling buildingrascan enjoy an improved
thermal comfort while clients can possibly buildadler mechanical cooling plants
— or even leave them out — and can operate thédirgs more efficiently. Also
the reduction of the peak cooling demand would fbgreat interest to the power
generating industries.

25
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Frequency (%)
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Top.(°C)215 22 225 23 235 24 245 25 255 26 265 27 275 28 285

Figure 1.1: Operative temperature in a referendicefroom and a similar office room
with night cooling [29]

1.1.3 Practical implementation of night cooling

Building designers who want to implement night aogineed to choose first and
foremost whether or not fan power is used to mweedir through the building.
Saying that a building is mechanically ventilatedams that fan power is used to
supply and/or exhaust air. Natural ventilation cadiés that the ventilation relies on
the natural forces of wind and buoyancy. Mechangystems generally offer a
higher flexibility and are less weather dependédbwever, they are more
expensive to build, require extra operating eneagg need more maintenance.
Secondly, designers need to define the ventilatamcept. Single-sided ventilation
relies on one or more openings on one side onthefventilated space. There is
cross ventilation if ventilation openings are orthbeides of the enclosure. The
term stack ventilation is used to describe thosgileéion concepts that utilise
buoyancy to promote an outflow from the buildirggreby drawing fresh cool air
in via ventilation openings at a lower level. Irseaof under floor ventilation or
ventilation via the ceiling air is supplied via ookthe two horizontal surfaces of
the space. Thirdly, the implementation of night lc@p also comprises the
determination of the air supply types. Natural ilation devices include openable
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windows, air bricks and ventilators. If the air plypis fan assisted it concerns one
of the following different types: nozzle, valvespliacement, grille, slot, ceiling or
vortex diffusers. Finally, building designers ne&m decide which building
elements with a high heat storage capacity theyensadcessible: (parts of) the
walls, the floor and/or the ceiling.

There are numerous examples of buildings with nigtaing, of which some
are textbook cases of integrated design. For exantpé design of the police
station of Schoten by Huiswerk Architecten is egphe tailored to the natural
ventilation system, which is also used for nightlocay (Figure 1.2). The building
is organised around two atria which act as chimneylausting hot air as it rises
up through the atrium and out windows near the.rdloé opening of the panels on
top of the windows of the different zones and of thindows in the atria is
automatically controlled by the indoor air qualdyring the heating season and
additionally by the indoor temperature during sumnidoreover, during warm
summer months the panels of the zones and the widd the atria are
completely open to achieve night cooling. The ffoand the walls made out of
concrete are intentionally left unfinished to makemuch thermal mass as possible
accessible. Another inspiring example is the cawse of Antwerp by Richard
Rogers. The building is designed with an eye toimakuse of natural light and
natural ventilation: three wings on the right ahe same number on the left, face
to face, come together in the hall. The courtrodesated under the expressive
roof, are separated from the lower offices by &néml floor. During the winter
and summer months the hygienic ventilation of tffeces is fan assisted: floor
diffusers in the raised floor supply (conditioned) while exhaust ducts lead the
indoor air back to the air handling unit (AHU). imid-season single sided natural
ventilation needs to guarantee a good indoor enmiemt. During warm summer
nights that same natural ventilation system is usedchieve primary night
cooling. If daytime temperatures are so high thit hatural night cooling would
no longer be sufficient, mechanical night cooliaiets over: outside air is supplied
through the floor diffusers and the indoor air xha&usted through the ventilators.
The concrete ceiling makes up the sole thermallgsiva element.

These two examples show only two combinations @ffiorementioned design
possibilities. Table 1.1 shows that there are nmanye. Some combinations even
seem incompatible. For example, the offices of S@r¥\(Kortrijk) and the police
station in Schoten rely both on natural stack letign with air supply near the
ceiling, but have accessible thermal mass at difitelocations, i.e. at the ceiling
respectively at the floor. This indicates that ¢hare different views on how to
design a night cooled building.
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Figure 1.2: Police station Schoten (Belgium) wittiural night cooling
(stack ventilation and air supply via windows)
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Figure 1.3: Courthouse Antwerp (Belgium) with maubal night cooling
(under floor ventilation and air supply via diffusg
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Table 1.1: Overview of choices made in the desfgrght cooling
in some recently built office buildings in Belgium

Project Driving force Concept  Supply type Thermalss
IVEG Natural Stack Ventilators Floor/
(Hoboken) partly ceiling
SD Worx Natural Stack Windows Ceiling
(Kortrijk)

Renson Natural Stack Ventilators Ceiling
(Waregem)

Courthouse Natural/ Single/  Ventilators/  Ceiling
(Antwerp) mechanical supply Floor diffusers

Unilin Flooring  Natural Cross Ventilators Floor
(Wielsbeke)

Port of Ghent ~ Mechanical supply  Floor Diffusers Ceiling
(Gent

Omega Pharma Mechanical exhaust Cross Ventilators Ceiling
(Nazareth)

CIT Blaton Natural/ Cross Windows Floor/
(Schaarbeek)  mechanical exhaust ceiling

Ufo Natural/ Cross Ventilators Floor
(Gent) mechanical exhaust

Police station Natural Stack Ventilators Walls/
(Schoten floor
Aéropolis Il Mechanical exhaust Cross Windows Ceiling
(Brussel)

Keppe Kouter  Natural/ Cross Ventilators Partly ceiling
(Aalst) mechanical exhaust

1.1.4 Parametersinfluencing night cooling performance

Numerous studies (e.g. [26, 34, 37]) identified thain parameters influencing
night cooling performance. Although the typical sslfication states climate,
building, system and occupancy, this introduct@yiew goes back to the three
basic elements of night cooling: the supply of caiol the ability to store heat and
the related heat transfer.
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Supply of cool air

Introducing a larger change rate of cool air dutimg night increases the available
heat sink. However, natural ventilation systemsnoarsupply ever increasing
airflow rates. Meanwhile, in case of mechanical t&tion, higher rates
necessitate supplementary fan energy, possiblytedhalancing the saved cooling
demand [38]. Considering this, primarily the climatetermines to what extent
cool air is available. In general, the applicatidmight cooling is more suitable in
climates with large diurnal temperature differendespecially in arid and desert
regions the daytime outdoor temperature differsngfly from the relatively low
night temperature. Further, moderate and cool timdave in general a low
nighttime temperature. While early studies like I&#ay [39] proposed minimum
requirements, more recent studies derived relatibesveen the diurnal
temperature range and the night cooling performandefined by the increased
thermal comfort [33] or the extra cooling capad#®]. Meanwhile, authors like
Givoni [34] and Van der Maas and Flourentzou [4ifdduced an additional
boundary condition: the daily mean temperature egldtive humidity of the
outside air during cooling season should be irctvafort range. Thus, because of
a small diurnal temperature range and a high meampédrature and relative
humidity, in warm, humid climates no benefit woldel drawn from night cooling.
However, plentiful researchers have demonstratepererentally [42-44] or
analytically [45, 46], that even in warm, humid nadites night cooling in
conjunction with thermal mass can be helpful. Byergly mapping out the climate
suitability for night cooling, authors like Axleywd Emmerich [47] and Artmann et
al. [48] went a step further. However, these map&ho be continuously updated,
primarily because of the high variability of clin@atonditions and the uncertain
development of global warming — as demonstratedabypngst others, Roaf et
al.[49] and Eicker et al. [50].

Heat storage

As mentioned before, heat storage in the interredsnis necessary as the phase
difference between heat transfer to and from thidibg structure has to be
bridged. As reviewed by Goulart [42], numerous rodthare available to quantify
the heat storage capacity. A particularly populathad, developed by Loudon
[51], defines the admittance as the ability of ddmg component to store and
release energy over a daily periodic cycle. Thraupeter is actually defined as the
ratio of heat flux variation to temperature vaoatiduring a 24-hour cycle. The
higher the admittance, the larger the absorptiarsed by a fluctuating surface
temperature. A large admittance requires largeegbf the volumetric specific
heat capacitypc and the thermal conductivity. The square root of these
thermophysical properties defines the contact avefft or effusivity b (Eq. (1.1)).
The usage of heavy materials without insulatingsfies to the inside environment,
results in a high effusivity as well as a large @témce [52-54].

b=, kR (1.1
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The same properties — rearranged as the thernfiadidify a — determine, together
with the period of temperature variation T, the tHed that the diurnal wave
reaches within the storage material (Eq. (1.2))tedals with higher thermal
diffusivity are more effective for cyclic heat sige at greater depth. For diurnal
heat storage and release, the penetration depéfsdiye to ten centimetres in case
of stone materials [55-57].

o= A_D—: £ (1.2)
\/ aple \V
Heat transfer

Obviously the convective heat transfer links the pwevious elements, i.e. supply
of cool air and heat storage. As a matter of faayvective heat transfer occurs by
virtue of a temperature difference between theand the material surface. That
same temperature difference, the fluid motion dved hteat transfer surface area
eventually determine the convective heat flow. kLatfy, increasing the
temperature difference, enhancing the fluid mot@rd/or enlarging the heat
transfer surface area result in a higher convedteat flow. However, in practice
building designers also need to take into accouing@equirements on acoustics,
aesthetics and integration of high level servides: example, many building
designers include a raised floor to hide cable agksy power cables, plumbing
and heating systems. In such cases, they shielthénmally massive elements,
which during daytime cannot cool the interior bgliedion and, if the worst (that is,
if the supply air does not pass through the voidpdnvection. Designing a well-
performing night cooling system thus requires al-a@hsidered analysis of the
impact of the room/system design on the convedtaet transfer, as put forward
by many studies (e.g. [33, 35, 42, 58-60].

1.1.5 Convective heat transfer isa complex mechanism

To better explain what convective heat transfethiis section discloses a well-
elaborated example: a partly heated plate alongtwair flows (Figure 1.4(a)).
This case involves a so-called turbulent boundayer under equilibrium
conditions, i.e. small (ideally zero) pressure grats, a local equilibrium between
generation and dissipation of turbulent energyandnstant (uniform) shear stress
and heat flux in the near-wall region [61]. Justhswconditions lead to a
characteristic shape of the momentum and thermaidary layer profiles. Figure
1.4(a) already reveals some basic features. Theeairthe solid boundary has zero
velocity relative to the boundary (i.e. the no-gtipndition). From there on, the
velocity in the boundary layer increases untietehes the outer flow velocity,.u
Meanwhile, the local air temperature goes fromvh# temperature ,J to the free
stream temperature,,T Somewhat like the velocity profile, the temperatdoes
not taper uniformly.
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adiabati isotherme
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Figure 1.4: (a) Convective heat transfer for flolerag a flat plate which is heated at a
constant temperature,TLocating the heated part farther downstream eflérading edge
enables to distinguish the momentum boundary leykite area) from the thermal
boundary layer (dotted area), (b) simplified way&presenting convective heat transfer,
i.e. by means of a thermal resistance and a tenpe aifference

Putting the dimensionless expressions of the wglotiand the temperature’ T
against the dimensionless wall distanteeyeals a lot more (Figure 1.5). For that
matter, Eq. (1.3)-(1.5) define these dimensiontgsmtities. Here, the parameter y
is the distance normal to the wall, T(y) the terapae at y and g, the heat flux
at the wall. Meanwhile, .uis the friction velocity at the wall, which on itarn
depends on the wall shear stregand the fluid density.

y' :ﬂ (1.3)
14

U= (1.4)
uT

T = pl:tl]ur [ﬁTw _T(y)] WhereuT = \/Z;V (1.5)

qCO nv

Figure 1.5 indicates four regions, of which thstfihree are usually bundled into
the so-called inner region. Closest to the walg Wscous or laminar sublayer
occurs. In this thin layer, momentum and heat feansasically rely on diffusion

(viscosity and thermal diffusivity) and, as a réstile velocity and the temperature
depend linearly on the distance to the wall. Ondtier side of the inner region,
inertia effects dominate and mainly turbulence dpents momentum and heat.
Here, logarithmic profiles apply to"wand T. In the buffer layer in between,
neither law holds; the two laws basically blendisile the inner region, viscous
effects induced by the wall are no longer of anponiance. Now, the velocity-

defect law prevails: the velocity and temperature solely function of the

boundary layer thickness and the free stream dondit For more details, the
reader is referred to the works of Cebecci and 8rad [62] and Schlichting and
Gersten [63]. Note that boundary layer profilesrfon-equilibrium flows, such as
separated boundary layers, and for rough walls él different from those

presented in Figure 1.5.
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Figure 1.5: Dimensionless velocity*{tand temperature (J boundary layer profiles
as a function of y(logarithmic scale)

Clearly, the convective heat transfer mechanisfarisnore complex than e.g.
conduction; all the more so, because the drivimgefccausing the air to flow
affects the near-wall behaviour. Natural convectdindes to fluid motion as a
result of density differences induced by heat feansvhile fluid circulation
produced by an external agent is forced convecBaring that mixed convection
occurs means that the fluid moves due to denditgrdinces as well as an external
agent. Also the mechanism of fluid flow has a puofd influence: chaotic
movement of fluid particles in turbulent flow resuln a higher convective heat
transfer than laminar flow. Meanwhile, the drivifggce and the mechanism of
fluid flow intertwine with, among other things, tloperational state of the HVAC
equipment, the surface orientation and its tempezathe temperature of the local
air adjacent to the surface and the location ofaaiss. Obviously, the extent to
which building designers succeed in evaluating ithpact of the room/system
design on the convective heat transfer dependsgiyron the simulation tool they
use. Therefore, the next section reviews the sfdtee art in modelling.
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1.2 Stateof theart in modelling

The 1970s energy crisis and the advent of infomnatechnology led to the
development of computer-based building simulatioNow, substantial
improvements in computing power, algorithms andsptal data have made it
possible to simulate physical processes at levietietail and time scales, which
were not feasible only a few years ago. Also mauglHVAC systems and
associated (air)flow phenomena in the context dfding design and building
performance evaluation, is rapidly gaining more amore interest in both the
building and environmental engineering communit/é4]. Simulation-based
information truly can improve quality, efficiencyi@ productivity in the building
industry as well as make innovation easier — assHny, amongst others, Clarke
[65]. First, modelling helps designers to decideoag different concepts.
Secondly, these tools enable architects and emnginge demonstrate code
compliance [66]. Thirdly, they provide estimates agferation and maintenance
costs — which is valuable for home builders andetigpers. Finally, by using
modelling methods as a cost-effective alternativexperiments, researchers can
improve the understanding on the performance ofdingis related to thermal
comfort and energy use [67].

The sophistication of an energy calculation procediepends on the necessary
detail of the energy process representation, dng, ton the purpose. Allowing
coarse distinctions, possible categories inclugeeral or domain-specific, open-
closed, stand-alone or integrated and sequentiginoultaneous. However, the
modelling community mostly suggests the distincti@tween (quasi-)steady-state
and dynamic methods — or better analytical appemelrsus numerical methods
[64]. The difference lies in treating time as adeépendent variable. As a matter of
fact, numerical methods model the time-dependestation of equipment and
variation in system capacity (which usually implgghourly time steps) and the
thermal storage itself. And precisely this featappeals to a growing number of
building designers [68]. Therefore, the followingsdribes only the numerical
methods in more detall, first in accordance with ¢tassical breakdown, at a later
stage according to a classification based on tpeoaph to model convective heat
transfer.

1.2.1 Classical breakdown

Building energy simulation

Today's building energy simulation programs (BE®} only include advanced
heat transfer models such as ray-tracing for viagtof calculation together with
radiosity models [69, 70], but also enable to modéher processes like
illumination [71, 72] or moisture transport in fabf73, 74]. However, there is a
long history behind it.
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The first dynamic numerical simulation methods appd in the mid-1960s
(e.g. [75, 76]). These early models, lumped togeti®ethe loads-systems-plant
approach subdivide the problem into three sequestéas, because of limited and
expensive computing resources. First they calctlegebuilding’s heating/cooling
loads applicable to rather large time steps, thedethe distribution systems of
energy (e.g. fans, heating/cooling coils, air diffts...) to ultimately place this
energy demand on the plant’'s energy conversiorss(i.e. boilers/chillers) and
related equipment (e.g. circulation pumps, cooltogers...). Obviously, the
sequential nature neglects interactions betweenatdi, building, systems, plant
and occupants. Meanwhile, in 1967 Stephenson amalddi[77] pioneered with
their response factor method. Their method magessible to simulate transient
phenomena (e.g. heat transfer through opaque fddyridecomposing the complex
nonlinear heat transfer system into a summatioregponses of the component
parts. Later, researchers expanded the resporise &pproach of Stephenson and
Mitalas to calculating instantaneous space loadsttie weighting factor or room
surface factor method), which made the loads-sys{gant approach redundant
[78]. Basically, the adopted air temperature weighfactors represent a transfer
function that relates the indoor air temperaturéh®onet energy load of the room.
The weighting factors for a particular heat sowae determined by introducing a
unit pulse of energy from that source into the reonetwork. The network is a set
of equations that represent a heat balance of abenv.r Yet, a more flexible
alternative was the heat balance approach suggegteaimongst others, Kusuda
[79]. It also applies the first law of thermodynamfor outside and inside surfaces
and the inside air, but in a more fundamental wayheat balance equation is
written for each surface and one for the indoor Smbsequently, this set of
equations is solved for the unknown surface andteainperatures. Once the
temperatures are known, they are used to calctilateorresponding heat fluxes.
The importance of this heat balance approachri¢ise fact that it leaves out some
assumptions of linearity. For example, the convectioupling between air and
surfaces can now respond to thermal states witienrbom, instead of being
treated as a constant. Yet, these methods stillegpfhe linear response factor
method to calculate fabric transmission, until taee 1970s. Then, numerical
discretisation techniques were increasingly usedhat expense of the linear
response factor method. Essentially, these techaigxtent the concept of heat
balances to all relevant building components. Havifiscretised enclosure
elements into a finite number of nodes, energy Moalaequations provide
information on e.g. the temperature inside eacimeté. Finally, in the 1980s
researchers like Mclean [80] and Tang [81] intezptatnore advanced models of
HVAC systems.
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Airflow modelling

Meanwhile, parallel work on airflow modelling hasdm ongoing. However, not
until the mid-1980s, BES and airflow simulationrtd to converge (e.g. [82, 83]),
considerably advancing predictions since then. &la@$low simulation programs
are either used stand-alone or are coupled with, BE@plying data on e.g.
interzonal airflow rates or even convective heandfer related to the airflow
pattern. The available airflow simulation approacieclude (multiynodal, zonal
and computational fluid dynamics (CFD) models (FFégl.6).

The (multi)nodal approach represents a zone — lggssorresponding to
several physical zones — by a single calculaticsenwith uniform properties. In
other words, the air in the zone is consideredetavbll-mixed. The term ‘mult’
points to modelling different interacting air nodasd is inherently coupled to
today's understanding of BES programs — of whichPS®L [84], ESP-r [69],
EnergyPlus [70] and TRNSYS 16 [85] are well-knowarmples. These programs
have been extended many times with airflow netwaoridels, which predict
airflows between the zones and between the zoree¢hanoutside climate trough
windows, cracks, doors, ducts... Multinodal modelsshsas CONTAM [86] and
COMIS [87], fairly predict air infiltration and cwaminant transport, at least under
well-mixed conditions [88-91]. Zonal models (e.qRNSYS 17 [92]) on the other
hand, divide one physical zone into a limited amafncalculation cells, which
does allow for modelling distributions in a singlgace. Usually they use mass and
energy conservation laws together with a ‘degradepliation for momentum to
relate mass flow between the zones to the correlapgpmpressure differential [93,
94]. However, the representation of momentum ceasien poorly predicts
driving flows such as thermal plumes or jets ahdst several authors [93, 95-97]
introduced standard profiles of e.g. free jets arad jets, which applied to a
certain region in the computational domain — whielcessitates prior knowledge.
Finally, CFD models divide, like zonal models, agi¢ zone into multiple
calculation cells. However, they solve the compls& of mass, energy and
momentum — or Navier-Stokes — equations. Thesetieqeacan be solved with
limited use of computational resources for lamit@w — i.e. when a fluid flows in
parallel layers. In buildings, however, the flowtisbulent (i.e. characterized by
chaotic, stochastic changes) and is harder to leédcuAs a matter of fact,
simulating all turbulent motions in building endloss (i.e. direct numerical
simulation or DNS) is unattainable for some timectone because of the large
computational and economical costs [98]. DNS isy anlitable for the study of
simple problems using supercomputers. Therefore,CFD the effects of
turbulence are usually modelled, by time averadimg instantaneous Navier-
Stokes equations (i.e. Reynolds averaged NavideStoor RANS) or by
calculating only the large scale turbulent moti¢eddies), determined by filtering
(i.e. large eddy simulation or LES), or by combgithese approaches. Still, the
above CFD approaches are significantly more demanthian zonal models,
limiting a CFD analysis to a small number of zoimea building for only a limited
period of physical time, as shown by e.g. Off e{2®]. Nevertheless, CFD based
on coarse grids can result in a higher accuraayzbaal models [100].
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Figure 1.6: Schematic representation of airflow mitidg techniques:
(a) nodal, (b) multinodal, (c) zonal and (d) CFDpapach

1.2.2 Alternative classification

Use of convective heat transfer coefficients

Multi(nodal) and zonal BES programs rely on Newsolaw of cooling (Eq. (1.6))
to model the convective heat transfer. This rafaisoactually a discrete analogon
of Fourier’s first law (conduction). It presumestlithe convective heat fluxg, is
proportional to the difference between the tempeeaiat the wall ] and a
reference temperature.d The constant rate of change stands for the $eecal
convective heat transfer coefficient, ) (CHTC), which can be considered as the
inverse of the ‘virtual’ thermal resistance of ttmundary layer, as shown in Figure
1.4(b).

q:onv= I‘1:0nvEﬁTw _Tref) (1.6)
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The CHTC is actually a simplified way to represenicomplex heat transfer
problem in the boundary layer and the surrounding field. The CHTC does not
rely on known information on the wall boundary atttgrefore, researchers have
supplied a massive amount of primarily experimedéh, altogether applicable to
many situations. Thereby, the choice of the referecharacteristic temperature
proves delicate, especially for indoor air in bimggs. As a matter of fact, while for
flat plate flow the free stream temperature unaonigly acts as a reference, the
inherent complexity of 3-D flows forces researchawsdefine an assumedly
representative reference temperature. Also thecehafia characteristic dimension
in case of 3-D enclosures leaves considerable fooimterpretation.

Direct calculation of convective heat transfer

CFD on the other hand, can generate data on thective heat transfer, for use in
BES, perhaps in a dynamic coupling fashion whencthevective heat transfer
remains more or less constant during several tieesge.g. [101-103]). Yet, the
reliability of the convective heat transfer pretins by CFD depends to a large
extent on the near-wall modelling. For example, albRANS turbulence models
are equally suited to predict flow near solid bcanes and, thus, the related
convective heat transfer. High-Reynolds number (HRMdels such as theek-
model are not apt for wall-bounded flow simply hesm they were originally
developed for flow in regions somewhat far fromle/dl.e. turbulent core flows).
Therefore, CFD models can use semi-empirical, ltgaic wall functions to
bridge the viscosity affected region between thé aval the fully-turbulent region
(i.e. the viscous sublayer, buffer layer and pé&the logarithmic layer). However,
the wall function approach is inadequate when lawilds number effects are
pervasive in the flow domain and high three-dimemality occurs: e.g. airflows
inside buildings characterized by buoyancy effedetachments zones... [104-
109]. As a consequence, to accurately study theveative heat transfer in
buildings, another approach is regarded necessaling the near-wall region by
either a two-layer model or a low-Reynolds numid®N) model. Basically, the
two-layer model splits the domain up in a fullydulent region, which is resolved
by a HRN model, and a viscosity-affected layer, ighan adapted turbulence
model comes in. When using a LRN model, the CFiwsog solves the entire
domain with the same LRN model such as the kaodel. Both options do
necessitate a fine near-wall mesh, which obvioimsposes a larger computational
requirement.
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1.3 Problem definition and aim

The above indicated that night cooling can imprthes summer comfort and can
lower the cooling need in buildings. This implieatta sufficient supply of cool air
effectively cools down a considerable amount ofeasible thermal mass. The
limiting factor is usually the convective heat s#ar. In principle, a high
convective heat flow results from a high tempematifference, a vigorous fluid
motion and/or a large heat transfer surface areaueder, putting this in practice
is, to put it mildly, not obvious. Building desigisehave to take into account many
other requirements, which only complicates thegiesind this while convective
heat transfer is a complex mechanism. The extenthich building designers
succeed in finding an optimal night cooling desidepends strongly on the
simulation tool they use. Nowadays stand-alone BEfgrams are quite popular.
They include not only advanced heat transfer models also enable to model
other processes like illumination or moisture t@owsin fabric. However, the way
they model the convective heat transfer raisestigmss The complex heat transfer
in the boundary layer and the surrounding flowdfied represented by a CHTC
which relies primarily on experimental data. Eaeh &f convection correlations
applies to a specific situation.

Now the question is: does this current convectieathtransfer modelling
approach suffice to accurately predict the nighdling performance? Therefore,
underlying work evaluates the current BES appraaut further investigates the
impact of the room/system design on the convedtizat transfer during night
cooling, experimentally as well as numerically. fea 2 exemplifies the
limitations of convective heat transfer modellingBES. To this end, it documents
the literature review on existing convection catieins and the BES-based
analysis which evaluates the impact of convectiometations on the predicted
night cooling performance in an office room. Chaj@eoes more deeply into the
particularity of convection correlations. It debers the experimental study which
assesses to what extent including more room/sydesign parameters is
necessary to model mixed convection heat tran€feapter 4 discusses the most
important CFD factors and reports on the sengjtiaitalysis which assesses how
the CFD simulation approach influences the predicenvective heat transfer, in
preparation for the extensive CFD simulation stdeégcribed the next chapter.
Chapter 5 discloses the simulation study which wates how the room/system
design affects the convective heat transfer in rege night cooled landscape
office and which design solutions are most proféalChapter 6 summarizes the
most important conclusions and brings up futureassh.
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The underlying chapter exemplifies the limitatiook convective heat transfer
modelling in BES. First, it reports on the pradbitity of existing empirically
derived CHTCs for use in BES. Secondly, it docurméiné BES-based sensitivity
analysis which assesses the impact of convectige trensfer modelling on the
predicted night cooling performance in an officenoin a moderate climate
(Belgium). This chapter was published in adaptethfm the international journal
Energy and Buildings [110].

2.1 Need for acritical review

A quick look at published convection correlatioaseals a wide variety. However,
the dimensionality of the respective research nsodefows up most of the
reported data. The majority of the correlationgoremended by e.g. ASHRAE
[111] and CEN [112], relies on data derived frompenments on isolated
horizontal and vertical surfaces. These correlatido treat an important class of
problems with many practical engineering applicaicHowever, their suitability
for building energy analysis is at best questiomalNleglecting the inherent three-
dimensionality leaves out complexities in real #wi§ enclosures which
significantly affect the flow pattern and, thuse tbonvective heat transfer [113].
Yet, there are still many convection correlatioef ivhich would apply to 3-D
enclosures. These actually come in many differermh@lations, apply to distinct
configurations and include various definitions loé treference variables. Authors
like Khalifa [114] and Beausoleil-Morrison [102]rehdy attempted to elucidate
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this matter. However, their reviews may be missimgent contributions.
Meanwhile, numerous researchers have shown theitigénsof thermal
predictions to the modelling of internal convectiéor example, the worthy effort
of the IEA Annex 21 [115], solely focussing on liegt and free-floating
conditions, acknowledged the dominant role of cotive heat transfer in the
building’s energy balance. Other examples are tbeksvof Beausoleil-Morrison
[102], Delaforce [116] and Lomas [117]. Moreovearsearchers like Clark [118],
Givoni [58] and more recently Artmann et al. [11Bhve shown that the
importance of convective heat transfer modellingréases in case of high
ventilation rates. Unfortunately, last-mentionedhars based their investigations
on arbitrary values of the CHTC, which to some eixlienits their authority.

In response to aforementioned shortcomings, thapten first extends the
literature surveys of Khalifa [114] and Beausolibrrison [102]. Also this review
focuses on the most valuable convection correlatishich assumedly apply to
real building enclosures and are possibly apt foplémentation in BES. It
describes only the dimensional form of the corretet as adopted in BES. For
each set of correlations, the experimental sehgpntethodology used to derive the
convective heat transfer and the practicability dee in BES are discussed. The
definitions of the characteristic dimension andhef reference temperature receive
special attention as these limit to a large exteat CHTCs' applicability. The
review starts with correlations applicable to natuconvection — which are
function of a temperature difference — before elatiog on forced convection
CHTCs. The latter CHTCs are dimensionally relatéti & term expressing the air
velocity. Finally, mixed convection correlationsi(fvhich both external pressures
and buoyancy forces are important) are describedt b it, underlying chapter
documents the BES-based sensitivity analysis (MRINSYS 16) which assesses
in the first place the impact of existing convegtioorrelations (not arbitrary
values) on the night cooling performance in anceffioom during summertime of
a moderate climate (Belgium). In addition to ttgeyeral design parameters are
varied to reveal the relative importance of theiohof convection algorithm.
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2.2 Evaluation of convection correlations
for usein BES

2.2.1 Correlationsfor natural convection

Alamdari and Hammond

Although Alamdari and Hammond [120] based theireations on experimental
data reported in literature for stand-alone sugatteeir work is worth mentioning.
As a matter of fact, these authors reviewed cdiogia which span laminar and
turbulent flow regimes for a wide range of tempemradifferences. Moreover, they
included the surface’s characteristic dimensionwiych the correlations would
apply to building applications. Using the local @mperature J, — defined as the
free stream temperature — as a reference, AlamaddriHammond converted the
original correlations into 3-D forms applicable respectively vertical surfaces,
stably-stratified horizontal surfaces and buoysow ffrom horizontal surfaces. By
way of example, Eq. (2.1) shows that Alamdari arnirhond related the CHTC
for a vertical wall to the temperature differenegvieen the concerned air and the
local air temperature, and this, for both the lamiand turbulent regime by using
the blending function of Churchill and Usagi [121]:

H

Poonynat = [15EELT')J ] +[123EﬁTW-Ta,|)”3]G (2.1)

As the experiments were conducted on heated isofatges, the correlations
would only apply to purely buoyant flow, in partiauwhere buoyancy is caused
solely by a temperature difference between a seirfard the surrounding air.
However, Alamdari and Hammond expanded the apjditatf the correlations to
cooler surfaces — as commonly done in case ople experiments. This means
that e.g. the correlation valid for a heated flatso applies to a ceiling which is
cooler than the adjacent air.

The choice of the local air temperature as a rafereloes not prohibit the use
of the correlations in BES. Because of minor terapge variations, the local air
temperature is expected to approximate the avearalgor air temperature — as
shown in the experimental study of Arnold et alkd]L However, authors like
Novoselac [103], Khalifa and Marshall [123] and Awand Hatton [124] reported
that the Alamdari and Hammond equations predioiet convective heat transfer
than data collected within enclosures. As showBé&gusoleil-Morrison [102], this
difference is, on the one hand, due to the fadt Atemdari and Hammond only
included a characteristic dimension in the lamipart of the blending function,
although even at small temperature differencesitenice dominates. On the other,
this difference is also because Alamdari and Hanumweyglected radiative heat
transfer. Nevertheless, as building regulationsnate building envelopes with
increasing thermal resistances, the temperatuferelifce between the air and the
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surroundings diminishes, at least for natural cotigae regimes. Thus, according
to the author of underlying literature survey, tiedative impact of the possibly
deviating Alamdari and Hammond correlations on lthéding’s energy balance
will decrease.

Khalifaand Mar shall

Contrary to Alamdari and Hammond [120], Khalifa $]2and Khalifa and
Marshall [123] derived their correlations from ma@snents in a single-size
experimental chamber. The full-scale test cell @ttuconsisted of two separate
zones: a larger hot zone, used as the test congrartemd a cool room adjacent to
one of the walls to simulate a cool outside envitent. Nine of the most widely
used heating configurations in buildings were cesdleby this study: heating
hydronics, such as a radiator, in-floor heatingegucing natural convection — and
fan assisted heaters — inducing mixed convectiene &nalysed, while varying the
location of the heating system. Some configuratadae included a window. Once
steady-state conditions were obtained, the abotkoeiderived the convective
heat transfer from the heat balance at the intesmdhces (except for the heated
surface), solely based on temperature measurengqially distributed triplets of
thermocouples measured the interior and exteridace temperatures, except for
the floor. Assuming 1-D conduction and negligitdéliation — as the surfaces were
covered with aluminium sheets, the convective fleatwould come close to the
heat loss by conduction. Subsequently, for allea$ but the heated one, Khalifa
developed a total of 36 correlations, using theaye indoor air temperature as a
reference. Khalifa and Marshall, conversely, corabBinsimilar correlations,
obtained in the same experimental chamber, wittatbeementioned equations to
obtain more general correlations, resulting in @eseof ten equations. Anyhow,
both studies expressed the CHTC as a functioneofeimperature difference via a
coefficient C and an exponent n.

The correlations developed by Khalifa and Khalifed alarshall are suitable
for rooms with a strong buoyant flow created bytimgadevices and for forced
flow by fan assisted heaters. Unfortunately, ticeirelations probably produce a
deviating convective heat transfer as the analjisisot take radiation explicitly
into account. As put forward by Beausoleil-Morrisid®2], especially the cases
with large temperature differences will show a hégtor. More importantly, as the
correlations do not include a length scale, thb@udf underlying survey believes
that their applicability is limited to geometrieisngar to the experimental setup.
Despite the aforementioned shortcomings, the wérKhalifa and Khalifa and
Marshall proves to be valuable as, up to now, tesrative is available.
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Awbi and Hatton

Awbi and Hatton [124] investigated natural convactirom the heated surfaces
themselves — as a valuable supplement to the wokkbalifa [125] and Khalifa
and Marshall [123]. Additionally, they performedpeximents in two enclosures of
different size, admitting the assessment of scfidets. One room had a typical
room size while the other was considerably smaBemilar to the experiments of
their predecessors, Awbi and Hatton built, adjadenthe test rooms, a cool
chamber, which acted as a heat sink. To achiewwearage air temperature in the
test room of about 20°C, one surface in the testref which the convective heat
flux was measured, was heated by electrical resistheater panels. Like Khalifa
[125] and Khalifa and Marshall [123], the conveetikieat transfer was derived
primarily from temperature measurements. Howevailikel last-mentioned
authors, Awbi and Hatton corrected for the radetheat flux — even though
aluminium foils on the walls minimized the influenof radiation. The convective
heat flow Qn, from the heated plate equalled the power inpyhfminus the
conduction loss from the heated surface to thedmtg,,q and the radiative flow
to the inside Qg

To determine the CHTC, with the exception of thated ceiling, Awbi and
Hatton used as a reference the average temperaeasured at twelve evenly
distributed locations, at a distance of 0.1m frdre heated surface. Given the
assumption of a well-mixed model in BES, this coaktlude the use of their
equations. However, Awbi and Hatton observed thatair temperature varied
little throughout the room. Only in case of a hdateiling, a strong temperature
stratification manifested itself. In that case, Awdnd Hatton used the air
temperature in the centre of the room as a referdsifortunately, as they applied
Newton’s law of cooling to derive the CHTC, usingist larger temperature
difference led to a lower CHTC. As a result, thehau of underlying review
supposes, just as Beausoleil-Morrison [102], thdbpéing this convection
correlation in BES leads to an underestimationhef ¢onvective heat transfer.
Therefore, it is less suited for BES. Meanwhil@csi their equations include the
hydraulic diameter of the considered surfagg Walls and floors of different
dimensions can be represented by a single equ&®pn(2.2)). So, the CHTC is
only a function of the temperature difference-{%,;), corrected for the surface
dimensions using the hydraulic diametey. Dhis relation is defined by the
coefficient C and the exponentgsand B, which are specific for respectively the
wall correlation and the floor correlation:

Cc

D_,?l w _Ta,l)nz (22)

hconv, nat —
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Awbi and Hatton only investigated heated surfaaedilt up the work of
Khalifa [125] and Khalifa and Marshall [123] whormidered all surfaces but the
heated one in case of wall/floor heating. Meanwtiihe equations of Awbi and
Hatton produce higher values than those of Alamdad Hammond [120] — as
indicated by Beausoleil-Morrison [102]. As previbumentioned, this is because
Awbi and Hatton did not neglect the radiative heansfer, but calculated it; and
because they included a characteristic dimension.

2.2.2 Correlationsfor predominantly forced convection

Spitler et al.

Similar to Khalifa [125] and Khalifa and Marshall43], Spitler et al. [126, 127]
used a single-size experimental chamber. Howerdhis case, the heat loss by
conduction through the envelope was minimized bgloming the experimental
chamber within a larger conditioned box. Meanwhilell-integrated heated
panels maintained the room surfaces at nearly ésoidl conditions, thus
minimizing the radiation component of the heat fllike addition of a variable air
ventilation system with two air supply openingsdmitting to deliver air over a
range of 2 to 100 air changes per hour — incretisedexibility of the facility to
perform a wide range of convective heat transfeggedments. A total of 44
experimental tests were performed in which the floaste, the air supply
temperature and location, and the air supply areee waried. Four setups also
included furniture. In each experiment the air\died to the room was cooler
than the surfaces. To deduce the convective heatfl,.,, the calculated radiative
heat flux gyq was subtracted from the measured heat flux suppliehe room by
the heated panels, s Because of the linear relationship between tHeaest
temperature and the volumetric rate, Spitler etchlose to use the exhaust
temperature as a reference to determine the coonemefficients. The CHTCs
were correlated with the jet momentum number J gusiwo empirically
determined constants;@Gnd G — as shown in Eq. (2.3). Spitler et al. non-
dimensionalized the jet momentum flux into the robyntaking into account the
air densityp, the gravitational acceleration g and the roonun@ V. This way,
the jet momentum number was actually a functiothefair change rate n and the
velocity of the supply air jetsi,

nlu
hconv, for = C1 + CZ B/_ = C1 + Cz gsup (23)
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Again, the author of underlying work marks that taeensibility of the
correlations is limited because of the use of gleisize chamber. Moreover, the
equations were derived for mainly forced convectionling. As a matter of fact,
Spitler et al. found that the data correlated wel single parameter as long as the
inertia forces dominated. More specifically, thectiRirdson number, defined by
Eq. (2.4) with the maximum possible throw of thé lheing L and the supply
velocity being u, remained smaller than 0.3 andldeest considered air change
rate was 15h Thus, the author of underlying survey concludies for enclosures
of similar size to the experimental setup, verdiaat relatively high air changes
per hour, the correlations of Spitler et al. camubged in BES.

Ri
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u

(2.4)

Fisher and Pederson

Fisher [128] extended the work of Spitler et al2ql 127] using the same
experimental setup and methodology to derive thevective heat transfer, this
time for lower air change rates — i.e. from*3b 12 K. In particular, the impact of
two typical types of jets, i.e. radial ceiling jeésd free horizontal jets, was
investigated for cooling applications. For the mijoof the experiments, the
internal surfaces were held again isothermal, exiepa measurement campaign
in which one wall was cooled. However, these few-isothermal experiments are
not discussed because the investigated conveetipme — in which the air supply
temperature is in between the cool and warm surteogperatures — is not
commonly encountered in buildings. Fisher considiéhe air supply temperature
a better choice for normalizing the CHTCs — comtriar Spitler et al. [126, 127]
who used the exhaust temperature. By this, not smigller uncertainties in the
CHTCs at low airflow rates occurred, but also thtaccorrelated better. Following
the work of Fisher, Fisher and Pedersen [127] aealyhe same experimental data
set using another functional form to prevent namsi#e values of the CHTC
outside their range of validity, i.e. for air chasgper hour lower than 3. In both
cases, the dimensional form of the correlations sv&snction of the air change
rate. However, both correlation sets produce suotally different convection
coefficients, in particular for walls — as shownBgausoleil-Morrison [102].

As the experimental campaign was performed anakgothe one of Spitler et
al. [126, 127], similar remarks can be made regarthie validity of the convection
coefficients. However, Fisher and Pedersen beliethed the aforementioned
correlations could also be used for heated roomsthe ceiling jet, they found
that the Coanda effect adhering to the ceilingtandvalls exceeded the buoyancy
forces of the cool jet. In case of heating, buoyaiocces would assist the jet to
adhere to the ceiling.
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2.2.3 Correationsfor mixed convection

Awbi and Hatton

Following their experiments on natural convectighwbi and Hatton [129]
extended their work to mixed convection. In the samperimental setup they
placed a fan box with an adjustable nozzle at owk af the surfaces, creating
forced convection in addition to the natural coniecrdue to the heated panels.
Using as a reference the local air temperatureneléfin their previous study on
natural convection — i.e. at twelve evenly distiésblocations, 0.1m away from the
surface, Awbi and Hatton developed correlationdiegiple to heated surfaces at
which a jet is present. The CHTC for forced coniects expressed as a function
of the width of the nozzle opening w and the vejoeit the nozzle opening)
(Eq. (2.5)). Finally, to develop correlations folixed convection, the data for
natural convection found earlier — represented &y, h:— and the new data for
forced convection from this study — defined yn., Were combined using the
blending function (Eg. (2.6)) proposed by Neiswaregel. [130]:

I’Lonvfor =C W Eunz (25)

'sup

_ 32 32 1/32
hconv,mix - ( ony,nat + ony, for) (26)

As Awbi and Hatton focused on heated surfacest twerelations only apply
to convective cooling applications. Additionallywhi and Hatton only varied the
width of the supply jet while keeping the relativebmall height constant.
Therefore, according to the author of underlyingysy, their correlations can only
be applied to line-shaped diffusers. Besides, segmiAwbi and Hatton did not
analyse the fitness of the correlations for impletaton in BES. However, the jet
induced by the fan would probably limit the diffece between the local air
temperature and the average indoor air temperatspecially at higher airflow
rates. Anyhow, apart from the usability of the etations for cooling applications,
the work of Awbi and Hatton is useful because dvles a considerable insight
into the distribution of local CHTCs under the ughce of a jet.

Beausoleil-M orrison

As an alternative to the equations of Awbi and étaftl29], the correlations of
Beausoleil-Morrison [102] describe mixed convectidhis author combined the
correlations for natural convection of Alamdari aHédmmond [120] and the
forced convection equations of Fisher [128] — dioilya radial ceiling diffuser —
using a similar blending function as adopted by Aarid Hatton [129]. However,
next to using slightly differing exponents, Beaesdldorrison defined two
distinct expressions (Eg. (2.7), Eq. (2.8)) forl&a@lepending on the interaction of
buoyancy and external forces. As the radial ceilidiffuser acts always
downwards, this selection mechanism basically setie comparing the surface
temperature and the air temperature. For examplease the surface temperature
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is lower than the air temperature, the natural eofion assists the forced
convection induced by the radial ceiling diffugessulting in a higher CHTC.

— (13 3 13
hconv,mix,assisting - (hconv,nat + hconv, for)1 (27)

h _ h3 h3 1/3
conv,nat - conv, for

'‘conv,mix,opposing

(2.8)

Since the Fisher correlations use the air supplyptzature as a reference,
Beausoleil-Morrison found scaling to the indoor @mperature necessary for
implementation in BES. Besides, the Fisher coi@iatlimit the usability of the
Beausoleil-Morrison CHTCs at the lower end to'3in addition, Beausoleil-
Morrison only implemented in ESP-r the correlatidos the case with a radial
ceiling diffuser. Although he classified his eqoas as fit for mechanically
ventilated rooms which are heated or cooled with-avithout validation, further
research is regarded necessary on lower air chateg, different diffuser types
and their respective locations. This was partlyedby the next author, Novoselac
[103]. In the meantime, as no more detailed alteraas available, the author of
underlying review suggests using the correlatidrBeausoleil-Morrison in BES.

Novoselac

Novoselac [103] investigated the validity of exigti correlations in an
experimental chamber with typical room dimensigksthe test chamber included
a window, Novoselac installed a climate chambert tejit to simulate external
conditions. For cases for which the existing eaqumsti failed to predict the
convective heat transfer, Novoselac conducted iadédit experiments to develop
new correlations: a setup with displacement vetitita forced convection induced
by a high aspiration ceiling diffuser and/or radlianoling ceiling panels, which
occupied half of the ceiling surface. Similar tg.eAwbi and Hatton [124, 129]
and Spitler et al. [127], Novoselac did not meadhee convective heat transfer
directly, but calculated it from temperature meaments, using a heat balance at
the internal surfaces. Different from aforementraaithors, the walls were not
heated — approximating real building enclosures: ffe forced convection
correlation at floor surfaces with displacementtiation, Novoselac proposed the
air supply temperature as reference. In all otlases, he suggested the local air
temperature measured at 0.1m from the surface.

As Novoselac used his correlations to improve toeueacy of thermal
boundary conditions calculation in CFD simulatiohs work proves valuable.
However, when used in BES, the correlations carodioice large errors as the
local air temperature is used as a reference favidg the CHTCs. After all, the
investigated configurations showed large tempegatiariations. As Novoselac
explained comprehensively why the local air tempeea should be used in
deriving the correlations, similar remarks can beaden concerning the
implementation in BES.
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2.24 Conclusions: particularity of convection correlations

Summarizing remarks

The above collection of convection correlationsradses many typical situations
encountered in buildings. On the one hand, sevset$ together cover a
considerable number of cases in which convectia transfer originates from
buoyancy forces. For example, the natural convedtiarrelations of Awbi and
Hatton [124] make it possible to assess the coiwedteat transfer at a hot
window surface. On the other hand, the works ofl&peét al. [126, 127] and of
Fisher and Pederson [128, 131] prove valuable fardgminantly forced
convection regimes such as night cooling applicatior which a low Richardson
number applies. Still, comprising all possible regs encountered within buildings
by only CHTCs is an unrealistic aim, just becautehe particularity of each
situation. After all, researchers can only accofmt a limited number of
parameters: e.g. only a fan in the middle of aasearf mostly no furniture. As a
result, to be able to use convection correlation8ES, a pragmatic approach
urges itself: categorizing all situations into aadete number of regimes for which
specific correlations apply. For example, Beaubdleirrison defined five
categories according to the type and cause of rikingl force and implemented
the corresponding correlations and selection meshmin ESP-r [102]. This
approach leaves the opportunity to assess the tmplae.g. a mechanical
ventilation system indeed, yet it does not enablintestigate the influence of
parameters other than the ones considered in pherimental setup on which the
corresponding CHTCs rely (e.g. the instalment oftipia diffusers).

Next to this, the methodology used to derive theTCHl further narrows the
limits of application. For example, Khalifa [125héh Khalifa and Marshall [123]
disregarded the radiative heat transfer, endingvitip correlations unsuited for
large temperature differences. Or most authors wiotuded a characteristic
dimension, agreed on making a distinction basethermechanism of fluid flow:
natural convection correlations link up with thendnsions of the considered
surface and CHTCs for predominantly forced coneectivith a characteristic
dimension of the external agent. However, the asthovolved put forward
divergent definitions: e.g. Awbi and Hatton [12%Jed the nozzle width of the fan
while Spitler et al. [126, 127] included the roomlume part of the so-called jet
momentum number. Nevertheless, including a chaisiite dimension only
promotes the use of the corresponding CHTCs tomiinas other than the ones of
the experiment. Finally, the choice of a refereteaperature possibly precludes
CHTCs for use in BES. Harmonizing CHTCs for roonighystrong) temperature
variations with the well-mixed assumption of BES®uttles researchers and
software developers. As a consequence, CHTCs apj#ido e.g. displacement
ventilation [103] are only fit for implementation BES-zonal models.
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Practicable correlationsfor the sensitivity analysis

Building on the previous literature review, the swity analysis part of this
chapter assesses the influence of some of the atmweection correlations in
particular on night cooling. However, these CHT@sumably apt for use in
BES, are not necessarily valid for the convectagimes in the coming simulation
model. During the day, natural convection — causgd temperature difference
between the surfaces and the air — plays a dominbmin transferring heat to the
elements with a high heat storage capacity in ffieeadoom. The convective heat
transfer is expected to stay limited because ofsthall temperature differences.
On the other hand, during night cooling, the ocmre of larger temperature
differences and a powerful jet results in a highefed convection heat transfer.
To introduce the sensitivity analysis to come, tinelerlying section presents
the dimensional forms of the CHTCs as implementedhle author in TRNSYS
16. This overview starts with convection correlatiovhich supposedly apply to
natural convection, either because of their backagloor for the reason that they
are only function of temperature. Two commonly usets of correlations — not
included in the previous literature review — actaaseference, i.e. the CHTCs
described in NBN EN ISO 13791 [112] (Table 2.1) dnel default TRNSYS 16
correlations [85] (Table 2.2). Together with therretations of Alamdari and
Hammond [120] (Table 2.3), these form a fist catgguf implemented natural
convection correlations: based on experiments olated heated plates. Further,
following recommendations of Beausoleil-Morriso®?], the CHTCs of Khalifa
[125] and Awbi and Hatton [124] are combined (TahW). The ceiling correlation
of Awbi and Hatton would introduce a large errocédngse of the badly chosen
reference temperature — as discussed previoushrefidre, the author includes
Khalifa's equation, which, unfortunately, lacks haracteristic dimension. In
addition, similar to the approach used in flat @lakperiments, the correlations
valid for e.g. a disturbed air layer near the ogil{(T,<T,) are assumed to apply
also to the floor in case the floor surface temipeesexceeds the air temperature.

Table 2.1: Convection correlations for natural ceantion of NBN EN ISO 13791

Surface type Mechanism cobuna (W.mM°.K™)
Vertical Natural convection 25
Horizontal, heat flow upwards 5

Horizontal, heat downwards 0.7
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Table 2.2: Convection correlations for natural ceation of TRNSYS 16

Surface type Mechanism R, na (W.m?.K™%
Vertical Natural . 15T %5
Horizontal (T,>Ty) convection 211[AT 93!
Horizontal (T,<T),) 181[AT %25

With AT=|Ty-Tal, Ta) = free stream temperature

Table 2.3: Convection correlations for natural ceation of Alamdari and Hammond

Surface type Mechanism R, na (W.m%.K™?
Vertical Natural - 14716 1/6

i AT /316

convection 15 Eﬁ?] + [123DKT1 ]
FIo_qr (Tw>To) - 146 1/6
Ceiling (T.<Ta) 14 EEEJ +[163mT]°
Dh
Floor (T,<T,) AT 15
Ceiling (T,>Ty) 060 =—
Dy

With AT=|T,-T,|, Ty, = free stream temperature

Table 2.4: Convection correlations for natural ceation of Awbi and Hatton, combined
with Khalifa’s natural convection algorithm

Surface type Mechanism oh,na (W.m2%K™)
Wall Natural 1823 0293
(Awbi and Hatton) convection W T

h
FlOOf (TW>T8) 2175 0308
Cel'lng (TW<Ta) D 0076
(Awbi and Hatton) h
Floor (T,<T) 272[AT %13
Ceiling (T,>Ty)
(Khalifa)

With for Awbi and HattonAT=|T,-T,|, T, = free stream temperature
With for Khalifa: AT=|T,,-T,l, T,; = indoor air temperature, averaged over
multiple locations
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The sensitivity analysis also comprises mixed cotior correlations. Similar
to their natural convection equivalent, the mixedwection correlations of Awbi
and Hatton [129] are combined with Khalifa's natuwanvection correlation [125]
(Table 2.5). Actually, only the correlation applidato the ceiling alters as in the
room configuration the jet is assumed to flow other ceiling. Further, TRNSYS
16 is now equipped with Beausoleil-Morrison’s ctatiens [102] (Table 2.6).
Beausoleil-Morrison considered his correlations reppate for mechanically
ventilated rooms in general, even though the forcedvection part of his
correlations only applies to radial diffusers. Hoee the author of underlying
study calls attention to the following. Beausolibrrison introduced a scaling
factor as the included forced convection algorittohs-isher use the air supply
temperature as a reference. As a result, even lththey temperature difference
between the surface and the indoor air is closeeto, the convective heat flux
remains non-zero as long as the air supply temyerand the surface temperature
differ (Figure 2.1 and Figure 2.2).

Table 2.5: Convection correlations for mixed coniwetof Awbi and Hatton, combined
with Khalifa's natural convection algorithm

Surface type Mechanism cofmix (W.m2K?)
Wall Mixed 1823

(Awbi and Hatton) convection W
h

0293

Floor.(TW>Ta) 2175 0308
(Awbi and Hatton) 0076

D
Ceiling (Ty<Ty) r s (132
(Awbi and Hatton) [ 2175 o+ 0308} +

DhOD76

(425|]VV 0575 D]JS?IE;)57)3~2
Floor (Ty<T) 013
(Khalifa) 272IAT
Ce|l|ng (TW>Ta) I 013)32 (1/32)
(Khalifa and (27279 +
Awbi and Hatton) (1 35yy %74 m;ﬁ?pﬂ)”

With for Awbi and HattonAT=|T,-T, |, T, = free stream temperature
With for Khalifa: AT=|T,-T,j|, Ts; = indoor air temperature, averaged over
multiple locations



30

CHAPTERZ2

Table 2.6: Convection correlations for mixed coriv@tof Beausoleil-Morrison

Surface type

Janv,mix (W-m-Z-K-l)

Wall (To<T2)

(Tw>Ta)

r AT V4 6 s/
T p—

- 3
T, T
— = E[— 0199+ 0190 Eh°'8]
AT

Maximum of

r AT\ 6
1.5[€?j } +[123mTf

- 3
T, T
{ WATS“"} - 0109+ 01905110-8]}

31/6 1/3

—_—

and
1/6

1/47°
80% of 1.5(%) } +[123m73f

and

(T, -T.
SO%Of{ %} - o109+ 0190Eh°'8]}

Floor (To>Ta)

1/3

[t Tomar "

3
T, T
{%} [{0159 + 0116 D]O-a]}

(Tw<Ta)

1/3

{ 3
REINE
{

3
T, T
[%} Eﬁo_lsg + 0116 ]}
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Ceiling (Tw<T2) 16 \1/3

AT 6
= +[1e3mT L 4
D
T,-T °
{[ ™ ”}Eﬁ 0166+ 0484I]1°B]}
AT

jl/?3

T, Ta :
{{ }Eﬁ 0166+ 0484Eh°8]}

AT

With for Alamdari and Hammon&T=|T,,-T, |, T, = free stream temperature
for FisherAT=|T,-T.i|, Ta; = indoor air temperature

—

| —|
=
S

—a

=

(Tw>Ta)

1/3

r—|
/—E’\

>
U‘_|

10 y
) Alamdari and
8 | ‘| Hammond
| e Fisher (n=3ach)
R b
a6 Yy = == Fisher (n=10ach)
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E; a4 L \\ Beausoleil-Morrison
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< I ‘\ Beausoleil-Morrison
2+ N o (n=10ach)
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<
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Figure 2.1: Comparison of correlations based on pinedicted CHTC &,,, at a vertical
wall (T,~=23°C and T,717°C)
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Figure 2.2: Comparison of correlations based on phedicted convective heat flug,
at a vertical wall (T=23°C and T,~17°C)

2.3 Sensitivity of the predicted night cooling
performance to convection correlations

2.3.1 Materialsand methods

Simulation model

The research model is a generic office room witfhhicooling. The sensitivity
analysis takes into account several convectionetadions, the most influential
building characteristics, the relevant system aisitas well as the building use —
as identified by Breesch [37, 132]. The so-callad-at-a-time method is used: it
evaluates the impact of each input factor in tlat neglects the interactions
between the respective input factors. This simpkeening method is regarded
sufficient as underlying study is intended onlyagwreliminary sensitivity analysis.
Besides, more detailed and complete sensitivityyaisamethods are impossible
because the uncertainty bounds are not defineallfoorrelations.

Simulations are carried out in TRNSYS 16 simulatiaftware. This implies
that the research model is composed of severadickmponent models, of which
TYPE 56 is used to model the thermal behaviour hef bffice room. The
simulation interval is limited to the Belgian summieom May 21 to September
15, preceded by a three-week start-up. A 30s tiere is selected. The choice of
this small time step size is related to the spedaifiplementation of the convection
correlations in TRNSYS 16. As a matter of factatmid convergence problems,
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the following procedure is used. To adapt the valtieghe CHTC, the air and
surface temperature of the previous time step akentinto account while the
system controls, i.e. the air change rate anditheupply temperature, are part of
the iterative sequence within the current time.stepthe calculation of the CHTC
relies on variables of the previous and the curtem¢ step, the time step size
should be reasonably small. However, at the same & sufficiently large time
step should be chosen to limit the computationat emd to avoid an incorrect
calculation of the conductive heat transfer in TRI$SAs a matter of fact, small
time steps can render the conduction transfer ifamehethod used in TYPE 56
unstable, especially in case of heavy construct[d88-135]. In response, the
author performs two time convergence studies (tiitle step sizes of 15s, 30s,
60s, 900s and 1800s). The first one is intended$ess the impact of the time step
size on the calculation of time-dependent varialf@snight cooling controls and
variable CHTCs. For this purpose it relies on theimal simulation model
equipped with the mixed convection correlationsdwfbi and Hatton, combined
with Khalifa’s natural convection algorithm. It reals that a time step smaller than
or equal to 30s does no longer significantly infice the predicted number of
hours exceeding a PMV-value of 0.5 (TE(PMV>0.5))heTsecond time
convergence study aims at ascertaining whethenexgtep of 30s does not lead to
unstable conduction transfer function series. T®¢hd it is based on a simplified
research model which leaves the many time-depemndeiatbles like night cooling
controls and variable CHTCs out of account. Instéadkes only heating/cooling
to a variable set point temperature into consitaraiThe course of this set point
temperature matches the one of the original sinomlamodel. The different
predicted total heat fluxes at the one exteriorl wed similar, what was to be
demonstrated.

Building characteristics

The examined room is based on the geometry dedchipeBreesch [37, 132].
Figure 2.3 shows the floor plan respectively aisactn case of night cooling, the
choice of dimensions — thus the amount of thermaksn- has a significant
influence on the probability of good thermal comfétowever, assuming a lower
thermal capacity provides a safe approximation.rdfioee, this study takes into
account the internal dimensions as laid down instaedard NBN EN ISO 13791
[112]. For that same reason furniture is not inethid
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H Aioor=15.04m>

2.4m 5 3.2m
H Vioom=47.38m

(@ (b)
Figure 2.3: (a)_Plan and (b) section of the offioem

The basic office, west-oriented, includes an exgasmncrete ceiling, a raised
computer floor, a heavy facade including a windowl Aght internal walls. Table
2.7 lists the wall composition, the solar absorpeaa at the interior side of the wall
and the thermal resistance R of the walls, basedhenmean thermophysical
properties for dry materials [136]. Breesch [13&fslthe properties in more detail.
The author of underlying study assumes uniform @mrigs for all material layers,
even for the hollow core concrete slabs, which titrte most of the internal mass
in direct contact with the air. The rather highrthal conductivity of concrete
partly justifies this simplification. The centredis of the vertical internal walls are
considered adiabatic. This way, only half of thellvig taken into account —
gypsum board and half the insulation layer — whitdkes it possible to simulate
an infinite sequence of identical rooms. Howevhis tassumption fails for the
horizontal dividing walls. Not only the compositiaf the floor is asymmetrical,
on both sides also different boundary conditiony mpply. Since TRNSYS 16
does not allow to connect two sides of a wall t@ @one, a two-zone model,
representing a recursive sequence of two floosetisip in which the ceiling of the
upper room ‘ceiling.2’ is connected to the floortbé bottom office ‘floor.1’ — as
shown in Figure 2.3.

Table 2.7: Wall composition and thermal buildingala

Wall Composition oot () R (MKW
(from inside to outside)
Floor/ceiling Carpet, plywood, air cavity, light0.72 0.58

concrete, reinforced concrete,
hollow core concrete slabs

Internal wall Gypsum board, mineral wool, 0.40 1.33
gypsum board
Heavy facade Internal brick, mineral wool, air 0.49 2.51

cavity, facade brick
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Further, a constant leakage flow rate at 50Pa pea af external walls of
17.2m.htm? is assumed, even though the rate of infiltrationesgfiltration
depends on the porosity of the building enveloptae magnitude of the natural
driving forces of wind and temperature differen€his corresponds to an airflow
rate at 50Pa divided by the volume, of 3 This value ties in with the measured
mean air tightness in nine new Belgian apartmelr@%][as well as to the results of
a measurement campaign in 26 multi-family and &8leifamily dwellings [138,
139].

System char acteristics

Mechanical ventilation is provided during office une. A design flow rate of
36nT.h* of fresh air, with an air supply temperature of@6is supposed to be
supplied to the office near the ceiling and exgddrom the floor — as shown in
Figure 2.3. Moreover, a convective heating systeith wnlimited capacity is
implemented to ensure good thermal comfort duringseason — i.e. at the
beginning and the end of the simulation period, wlmsv morning temperatures
occur. The air temperature in the office is opetdtg a differential controller with
dead band temperatures 20.5°C and 21.5°C. Thenbeiatistarted up 1h before
occupancy and stopped at the end of the working Tag original design is not
equipped with mechanical cooling. However, to deiee the saved cooling
demand thanks to night cooling, additional simoladiare performed on the office
room which is then mechanically cooled — as explhinn the section
‘Performance indicators’.

To improve thermal comfort during summer, night lewp by mechanical
ventilation, with an air change rate of 0hs used. Similar to the hygienic
ventilation system, the cool air is supplied néwr ¢eiling and extracted from the
raised floor. Based on the work of Martin and Fietc[140], an automatic on/off
control system — shown in Table 2.8 — is propogettually, the momentary
temperature set points are controlled using aréiffi|al controller with a dead
band interval of 1°C (nighttime activation requirmt). Meanwhile, the
temperature condition for the previous day, actaragbsolute set point (daytime
activation requirement). Furthermore, contraryftwementioned techniques, night
cooling is active at weekends to remove excess Hesnhg peak ambient
conditions by the next working day.

Table 2.8: Basic conditions controlling night cawiby mechanical ventilation

Daytime activation requirement
Taimas > 23°C during previous day
Nighttime activation requirement
22h <time < 6h

T ceiling > 22°C [21.5-22.5] °C
TarTae>2°C[1.5-2.5] °C

T, > 16°C [15.5-16.5] °C
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Finally, to reduce the solar load on the windowyaige exterior sunblinds are
chosen. These are lowered when the internal aipaesture exceeds 22°C —
indicating that heating is off — and when the ieaitd solar radiation exceeds
150W.m? [141]. They are pulled up when the solar radiafadis below 150W.rA
or when the air temperature drops below 20°C, the heating set point
temperature minus 1°C — primarily marking that theilding is no longer
occupied. Also at weekends the solar shading dedace controlled for limiting
the possible peak temperatures of the next wortting Note that the distribution
of the incoming solar radiation is modelled in miified way. More specifically,
it is assumed that the floor absorbs 40% of theriting solar radiation while the
side walls and the back wall each account for 2@%previous study [142]
revealed that for the case at hand the modellinfpefsolar radiation distribution
pales into insignificance compared to the choiceanivection correlations.

Building use

In an office, people, lighting and office equipmentit heat. For non-dehumidified
buildings, only sensible heat is important, of whiZ0% is assumed to be
convective. CEN [112] , ISSO [141], CIBSE [60] aABHRAE [111] list values
for these internal heat gains. The heat producifgreople depends on the activity
and characteristics of the indoor environment. fnoffice, during the cooling
season, seated and light to moderate work is ee@&dutight clothing. Meanwhile,
the actual power use of office equipment is assutbdzk equal to the total heat
gain [111]. However, as not all computers, monijt@rinters and lighting are in
use all the time or are emitting their actual pbekt gain, the heat gains of the
equipment are multiplied by a diversity factor [L4Bligh internal heat gains
consistent with Breesch [37, 132] are assumed €T28l); because this level leads
to an appreciable number of overheating hours. dffiees are occupied on
weekdays from 8h to 17h (summer time).

Table 2.9 Internal heat gains

Source Internal heat gain  Diversity factor
People 85W/pers 1.00

PC and screen 135W/pc 1.00

Lighting 10W.n? 1.00

Laser printer 130W/pc 0.40

Total (including diversity) 28.1W.th

Performanceindicators

To assess the impact of the correlations, threfonpesinces are analysed: thermal
comfort in free-floating conditions, cooling demasakings in case of mechanical
cooling and operation time of the night coolingtsygs. To evaluate the summer
comfort, the temperature excess method [144], usifigMV-value of 0.5 as a
limit, is chosen. To calculate the PMV-value, tipemtive temperature and the
relative humidity are taken into account. Meanwhéeconstant metabolism of
1.2met and an air velocity of 0.1m/s are assumellf, to take adaptation into
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account, the clo-value is defined as a functiontt& running mean outdoor
temperature dgvt Which is calculated in accordance with van derdeim et al.
[145] (Eq. (2.9), Eq. (2.10)). For intermediate ming mean outdoor temperatures
the clo-value is linearly interpolated. The tempane excess method states that a
number of hours exceeding the limit during occupatiess than 100h may be
considered as an acceptable thermal comfort.

clo=0.5 when Frur > 15°C (2.9)
clo=0.8 when Frut < 10°C (2.10)

To determine the profitability of the night coolihgo criteria are chosen. First,
the cooling demand savings as a result of the tiparaf night cooling is used as
an indicator. Therefore, additional simulations pegformed on the office room
which is then mechanically cooled, both in the asitle and without night cooling.
A comfort level B as defined by the adaptive terapee limits indicator [145], is
used as the set point for mechanical cooling dudfiige hours. This adaptive
temperature limits indicator defines comfort limitsn the indoor operative
temperature based on the outdoor temperature girtfeeding days. The cooling
system is modelled 100% convective, ideally cotatbland is assumed to have
unlimited capacity. Secondly, for the case withoméchanical cooling, the
operation time of the night cooling system is cdestd, as, in case of night
cooling by mechanical ventilation, even large meata cooling energy savings
can be counterbalanced by the electrical energpiute fans. The author defines
the operation time percentage as the ratio of ithe hight cooling is activated
tav,act O the maximum possible operation tirgeqtax— i-e. from 22h to 6h.

2.3.2 Results

Preliminary comparison of correlations

To facilitate the understanding of the simulatiesults, this section describes a
preliminary comparison of the convection correlasioContrary to previous works
which focused on the predicted CHTC, this studyyses the convective heat flux
— which is regarded more comprehensible. Moredkerauthor discusses only the
ceiling correlations in detail — even though bdté teiling and the facade wall are
the primary elements with a high heat storage égpacthe office room. As a
matter of fact, the ceiling surface temperature ast a control parameter of the
night cooling system while the correlations for ertical wall produce similar
results, during the day as well as during nightioge- as shown in Figure 2.4 and
Figure 2.5.
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Figure 2.6 shows the predicted convective heat fluxing the day as a
function of the temperature difference betweendtiéng surface and the indoor
air. As the standard NBN EN ISO 13791 proposes ecdimn coefficients
independent of a temperature difference, the pediibeat flux stands out, in
particular at low temperature differences. Meangyhihs natural convection
dominates, the mixed convection correlations agprate their respective natural
convection values. Awbi and Hatton-mix and Khajifaduces only slightly higher
fluxes than Awbi and Hatton-nat and Khalifa. ThexBgoleil-Morrison correlation
equals the one of Alamdari and Hammond. Also theNSRS 16 correlation
comes close to these last-mentioned correlationsieier, contrary to the other
algorithms, TRNSYS 16 only considers the tempeeatlifference between the
surface and the air without taking into account direction of the heat flux.
Moreover, similar to the correlations of NBN EN 19Q791 and of Khalifa, used
in conjunction with Awbi and Hatton, the TRNSYS té6rrelations include no
characteristic dimension. Meanwhile, the backgrowidthese algorithms is
unknown, which limits their applicability. Revisirtgis set of correlations for the
day regime, only the ones of Alamdari and HammardiBeausoleil-Morrison are
a valuable alternative.

During night cooling, the convective heat flux pgoteld by the respective
convection correlations shows a larger spread (Eigur). Obviously, the mixed
convection correlations, taking into account theerafion of the night cooling
system, predict, together with the TRNSYS 16 catiehs, the largest convective
heat transfer: i.e. Awbi and Hatton-mix and Khaldad Beausoleil-Morrison.
However, again, the absence of a characteristi@miion and/or the unknown
background, limit the authority of the TRNSYS 1@&akwbi and Hatton-mix and
Khalifa correlations. Furthermore, the Beausoledtlson convection correlation
predicts a higher convective heat transfer at srehperature differences,
compared with the other correlations. As previousbntioned, this is due to the
scaling factor for the forced convection correlasicof Fisher. This discrepancy
may not be disregarded as small temperature diifeseare common during the
night cooling regime — which can be derived fromgurée 2.8 and Figure 2.9. These
two last figures depict the course of both the $tead indoor air and ceiling
surface temperature in the generic office roomaftypical 72h period. The grey
zones indicate the maximum possible operation timeight cooling — i.e. from
22h to 6h. Meanwhile, the grey dotted lines in FégP.9 mark the control band of
the ceiling surface temperature, i.g..ding22°C [21.5°C-22.5°C].
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Impact of convection correlations on predicted night cooling performance

Table 2.10 compares the building simulation resolisthe office model for
different CHTC correlations. The simulation resiudi® both given in absolute
values and relative (italic) to the results usihg torrelations of NBN EN ISO
13791, except for the operation time percentagehielwexpresses the actual
operation time of the night cooling to the maximpossible operation time — i.e.
from 22h to 6h. Apparently, the cooling demandirisilar for all correlations if no
night cooling is applied (MC). Thus, the choicetloé convection correlation has
only a minor impact. The mechanical cooling, whigldeally controlled and has
unlimited capacity, actually limits the temperatdifference between the surfaces
with high heat storage capacity and the air. Treolalte temperature differences
are smaller than 1°C for 85% to 97% of the time.shewn in Figure 2.4 and
Figure 2.6, the correlations are alike at such Isteaiperature differences. On the
other hand, in case the office is night cooledargdr scatter is noticeable, just
because larger temperature differences occur.rticplar, if both mechanical and
night cooling are used (NV+MC), the yearly coolidgmand for NBN EN ISO
13791 strongly deviates from the other correlatiérsfor the summer comfort in
case of only night cooling (NV), the Alamdari andriimond correlations show a
small overheating risk. Meanwhile, the remainingured convection algorithms,
NBN EN ISO 13791, Awbi and Hatton-nat and KhalifedlaRNSYS 16, provide
a similar or even better comfort compared withrtfiged convection correlations.
Conversely, Awbi and Hatton-mix and Beausoleil-N&on limit the operation
time compared with the natural convection correfeti the higher the convective
heat transfer at the ceiling during night coolititg shorter the operation time. In
the following, the performance of the different redaitions is discussed in more
detail to explain the above observations.

At first, the simulation results based on NBN ENOIS3791 stand out,
showing the least overheating hours and mechana@aing demand. However,
the operation time is quite long — limiting the fitability in case of night cooling
by mechanical ventilation. This can be explainedosws. During the day, a lot
of heat is absorbed by the ceiling because of igjie ¢tonstant CHTC — as shown
in Figure 2.6. At night, however, the heat fluxtize ceiling is limited as the heat
flux direction is altered (Figure 2.7) — prolongitige operation time of the night
cooling. Meanwhile, the facade wall gets firmly Embdown because of the same
high CHTC as during the day (Figure 2.4, Figure 2.providing a considerable
heat sink. Given this, the peak indoor air tempeest are reduced — impacting
upon the summer comfort and the mechanical coaleigand. As observed in
Figure 2.9, the ceiling surface temperature do¢scioas a control parameter for
night cooling as it mostly does not approach 21.5°Ce. the lower dead band
temperature of the night cooling differential catler. Figure 2.6 and Figure 2.7
show for the correlations of Alamdari and Hammontéradency similar to NBN
EN ISO 13791. However, the predicted convective flages at the ceiling are,
for both day and night regime, much smaller whileimilar convective heat
transfer occurs at the facade wall. In conjunctisith a higher indoor air
temperature (Figure 2.8), this explains the poonreer comfort and the long
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operation time. The remaining natural convectigoathms, Awbi and Hatton-nat
and Khalifa and TRNSYS 16, predict a better pertomoe, mainly because of the
higher convective heat flux during the night — asven in Figure 2.7. Finally,
introducing the impact of the night cooling systento the correlations, further
improves the predicted performance. In case of dalgerithms of Beausoleil-
Morrison, the operation time of the night coolisghe shortest and, thus, both the
ceiling and the heavy facade wall cool down lessaAesult, the overheating risk
is slightly higher than in the case of the mixedwaxtion correlations of Awbi and
Hatton and Khalifa.

Table 2.10 Impact of convection correlations onghedicted night cooling performance

Correlation TE(PMV>0.5) Qoo tv act v, ma
(h) (kwh.m?) (%)

Operating systems NC NC+MC MC NC

NBN EN ISO 13791 54 2.45 14.55 52

Alamdari and 101 5.18 14.00 54

Hammond (187%) (211%) (96%)

Awbi and Hatton- 69 4.43 14.11 49

nat and Khalifa (128%) (181%) (97%)

TRNSYS 81 4.88 14.13 49
(150%) (199%) (97%)

Awbi and Hatton- 66 4.50 14.10 47

mix and Khalifa (122%) (183%) (97%)

Beausoleil-Morrison 77 5.63 14.42 39
(143%) (229%) (99%)

Sensitivity analysis

This study takes into account a set of the mokiential parameters (Table 2.11),
based on Breesch [37, 132]. The list includes thi&libg use — defined by the
internal heat gains, building characteristics -hsag the air tightness expressed by
the wg-value and the solar heat gain coefficient of thebéinds g — and some
system characteristics of night cooling and sdhadig. In this case, the effect of
the CHTCs on the night cooling performance is camgavith the effect of the
other parameters. To reduce the number of simakgtithe author chooses three
significantly different correlations: the naturanwection algorithms of NBN EN
ISO 13791 and Alamdari and Hammond, and Beauddieitison’s correlations
applicable to mixed convection. Since the coolimgndnd as an indicator only
showed minor differences in the above study, thistivity analysis only uses the
temperature excess method and the operation time.

Figure 2.10 shows the temperature excess hoursedoh scenario. The
predicted performance is expressed absolute aativeeto the base case, given the
application of the same CHTC correlation. Meanwhiégure 2.11 gives an
overview of the actual time night cooling is acte@ kv relative to the
maximum possible operation timg, f..x— i.€. the operation time percentage. As in
the base case, a strong relation between the dpmievection algorithm and the
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night cooling performance is clear. In additiore tthoice of the correlation is of
the same importance as the choice of e.g. intémai gains or sunblind control.
To explain the differences, a distinction is madeneen the parameters primarily
impacting upon the heat-balance ratio of gains dssds during the day —
parameters 2, 3, 4 and 5 — and the cases whichHyniafilmence the night cooling
operation — parameters 6, 7 and 8. Focusing orfirstementioned group, the
author makes the following observation: the higther ratio of gains to losses
during the day, the higher the temperature excessshand the night cooling
operation time. Meanwhile, no distinct behavioun ¢ discerned between the
two natural convection correlations, showing retipely relative difference
ranges of 33%-172% and 44%-177%. This contrasts thi2¢ mixed convection
CHTCs of Beausoleil-Morrison. These correlationsdpice a relatively higher
mean operative temperature during the day appnogctiie limit value for
overheating — as can be derived from Figure 2.8 Rigdre 2.9 — and are,
therefore, more sensitive. Besides, as night cgatircase of Beausoleil-Morrison,
when started, does not necessarily stay active tiatimorning — because of a
large convective heat flux (Figure 2.7), the operattime is more strongly
influenced. Also in case of parameter 8, i.e. lamgethe night cooling air change
rate, the results with Beausoleil-Morrison are riinest sensitive to this parameter.
Because these correlations take the air changéntataccount, the operation time
is strongly influenced. However, as the time raéstrdoes not necessarily limit the
night cooling operation, the thermal comfort does aggravate as much as in the
case of the natural convection algorithms. A simitgionale explains why in case
of parameters 6 and 7, the results on the temperakecess hours for Beausoleil-
Morrison are quite insensitive to the night cooliwantrol algorithm: because of
the short operation time, the indoor air tempegastiays relatively high.

Table 2.11 Overview of parameters for sensitivitglgsis

Parameter  Quantity Original  Adapted
1 Base case - -
2 Internal heat gains (W:f 28.1 21.7
3 Air tightness y (m®.h™.m?) 17.2 4.2
4 Gsurbiings () 0.17 0.3
5 Condition controlling sunblinds 150 300
6 Condition controlling night cooling; 2 3
during operation time: ;- T, > X (°C)
7 Condition controlling night cooling; - 18

during operation time: ;J > x (°C)
8 Air change rate during night cooling’jh 10 6
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Figure 2.11: Operation time percentage of the d@nsi analysis
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2.3.3 Conclusions; need for accur ate convective heat transfer
modelling in BES

The above sensitivity analysis revealed that fagghhicooled spaces, without
mechanical cooling, the convective heat transfedetiog is important. The proof
lies in the large spread of predicted performandé® operation time mainly
depends on the convective heat transfer duringnigiiet. The temperature excess
hours and the cooling demand depend to a largeneah the ability to store heat
during the day. Logically, correlations producingell high convective heat
fluxes, provide a good overall performance. Howgevest necessarily mixed
convection correlations lead to the best perforrmaMoreover, the choice of the
CHTC can alter the design decisions drawn from &BEsed analysis. After all,
the sensitivity analysis revealed that the chofceoovection correlations is of the
same importance as the choice of design param&trsategorizing all situations
into a discrete number of regimes for which spediérrelations apply — as already
suggested by e.g. Beausoleil-Morrison — is no lyxHiowever, now the question
is whether the current BES approach is enoughdorately model night cooling.
This is answered in the next chapter.



Experimental investigation
the impact of room/system des

This chapter documents the experimental campaighihe PASLINK cell. The
aim is to show experimentally the impact of themoand system design on the
mixed convection heat transfer. This chapter staitts justifying the realization of
such an experiment. Hereafter, the study dilateshenexperimental setup: it
describes the test room setup, the test equipnmehttee test procedure. Then it
explains the preferred way of deriving the conwectieat transfer, before it goes
into the results of both the steady-state and tmamic experimental runs. The
lion's share of this chapter was published in titernational journal Energy and
Buildings [146].

3.1 Graspingthe essentials

The literature review in the previous chapter réagdhat a limited number of
convection correlations are suited for implemeatain BES and that they apply
only to specific cases, determined by flow regimheying force for convective
heat transfer and geometry. Actually the reseascinequestion successively filled
the major gaps: they developed convection cormlatifor distinct cases which
had not been studied yet. For example, Awbi anddddtL05] investigated the
natural convection heat transfer only at heatefases to fill up the work of
Khalifa [125] and Khalifa and Marshall [123]. Or the early 1990s Spitler et al.
[126, 127] questioned the applicability of the #afsle natural convection
correlations under ventilative cooling conditiomslaas a consequence, developed
correlations for predominantly forced convectionuttihg several of such
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convection correlations together in BES, as doneelly Beausoleil-Morrison
[102], improves the convective heat transfer maaglindeed, yet it provides only
a rough estimate. In response, recently researstated to investigate whether or
not today’s correlations need to be refined. Foangple, Peeters et al. [147]
experimentally tested the robustness of existingvection correlations. They
looked into, among other things, the impact ofrimigtent operation of fans and of
internal obstructions and concluded that more rebeia required on specific but
common situations in indoor environments. Or Artma al. [148] investigated
for several convection regimes how two ventilatiomodes (mixing and
displacement ventilation) influenced the mixed @mtion heat transfer during
night cooling. They left the thermal mass distibat unchanged (‘thermally
heavy' gypsum boards at the ceiling) and measungdtbe response to a step in
the airflow rate for at least 12h. Their experinser@vealed a distinct impact of the
ventilation mode on the convective heat transfstritiution. So most likely new
correlations are necessary should BES users waatduolate such a specific case.
To further substantiate this, underlying study stigates to what extent the air
supply/exhaust configuration (only mixed ventilationode) and thermal mass
impact upon the convective heat transfer during tywmical mixed convection
cooling regimes (a typical day regime and a regmsembling night cooling,
which in some cases come one after another). Boetiid, a PASLINK cell was
made over. A new geometrically simple test room wrasted by installing a new
wall, which actually included multiple air supplyfeaust openings. Also a heat
source was installed and some (dynamic) experirhamia included two layers of
concrete tiles on the floor. The convective heamgfer at the walls was derived
from temperature measurements in these walls wiiermocouples and
omnidirectional anemometers measured the temperfatlocity distribution
inside the test room. This study was done in coliation with the Belgian
Building Research Institute (BBRI). This privatesearch institute made a
PASLINK cell available, made the adjustments todiieand performed the tests.

3.2 Experimental design

3.2.1 Test room setup

An outdoor climate chamber, the PASLINK cell at tBBRI in Limelette
(Belgium), accommodated the experiments. The dpustmt of this type of highly
standardized test cell started with the PASSYSeRtayhich began in 1985. The
researchers involved attempted to increase cordedém energy conscious and
passive solar building products and evaluationrtiegles. To this end, they built
test cells that enabled to define the thermal pexdoce of building components
exposed to real climate conditions. Such a tesk wek constructed as a
prefabricated, well-insulated structure comprisintgst room and a service room.
The test room basically acted as a calorimetattdtved for measurements of heat
transfer through all enclosure surfaces. To guaeawell-mixed indoor conditions,
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an AHU, placed within the test room, circulated ted&ooled air via two
distribution hoses. The service room, next to &swsed as a space for control and
measuring equipment, a cooling unit and a small hesdter, which kept its own
indoor conditions at a desired temperature. Wowgees. [149] and Vandaele and
Wouters [150] describe in detail the test facilitater, as part of the COMPASS
project, the PASSYS test cells were updated to angthe test cell performance
and measurement accuracy. A calorimetric layeledahe pseudo-adiabatic shell
(PAS), was added, having a threefold purpose: toedse the thermal inertia of
the system, to minimize the heat fluxes through tdst cell envelope and to
measure the temperature difference across thecaéisenvelope with increased
accuracy. The BBRI added twenty panels to thertesh of each PASSYS test
cell: four to the floor, four to the ceiling andufoto each of the long side walls and
two to each of the short side walls. Each PAS pamesisted of an electric heating
foil and a sequence of insulating and conductiveerias on the interior side.
Readers interested in more details on the PASeéeered to Maldonado [151] and
Hahne and Pfluger [152]. A last large-scale appboeof the test facilities was the
PASLINK project — determining the current nametedf test cells. This project did
not make changes to the test facilities as it feedon the dynamic analysis and
test methodology for building component evaluatioder real outdoor conditions.
In conclusion, the advantages of this type of ¢editlied in the well-controlled,
real room sized environment and the absence ofpacmy effects. Besides, the
presence of the PAS panels enabled to determine awaurately the conductive
heat flux and, thus, the convective heat flux. €fme, the test cell was found
adequate to investigate convective heat transfer.

Yet, the test cell still needed modificatiorsirst, the measurement bay
which was originally used for adding building compats, was filled with a copy
of the current side walls. Further, a separatiofl weade of 0.20m expanded
polystyrene (EPS) was installed in the test roonsttate the AHU in a second
service room. This created a new geometrically Engst room, having internal
dimensions of 3.75m in length, 2.51m in widtld 2.50m in height (Figure 3.1).

0,2

\

test room

service room 1
service room 2

0,126 2,512

z4 z3

<IN

0,519

Figure 3.1: Plan of the PASLINK (black) with modiiions (grey) (dimensions in meters)
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In the upper part of this new separationl,wat 0.20m from the ceiling,

two openings were foreseen: one in the symmymplane and one at 0.20m
from the east side wall. At the lower pashe opening was located in the
symmetry plane at 0.20m above the floor yfég3.2, Figure 3.3(a)). Each
opening could be used to exhaust or sugiyto the test room or could
simply be closed. For use as an exhaust, dpening linked the test room
directly with the second service room, whigtas depressurized by the
AHU. In case of an air supply, a grille diffus@rpx Type AT 100mm x 200mm

[153], was installed in the opening. In that casépw straightener consisting of
three wire meshes was installed betweendiet of the AHU and the grille.

ceiling
z15 z14 713
east
wall
77 | 6 75
02 o RS U L O 477 B A7 A
l:: : N
“separation | © flqor south
o1 wall 03 | 21 wall

R < e B ARz S LT
west
wall
z11 z10 29

Figure 3.2: PAS panel distribution and measurentecdtions in the new test room:
a) intersection of striped lines: air temperatureda20m, 1.25m and 2.30m height,
b) > air temperature at 0.02m, 0.04m, 0.10m, 0.2D25m, 2.30m, 2.40m, 2.46m and
2.48m height, cO : velocity measurement at 1.25ighied) ® : air velocity at 0.20m,
1.25m and 2.30m height, &, : surface temperatute28m height, {» - : surface
temperature at 0.20m, 1.25m and 2.30m height, &) fiex sensors on the floor near v2,
v5 and v8
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Next to it, a heat source, which could be activatess located between zone 1 and
zone 2 (grey rectangular in Figure 3.1 and Figu®e Bgure 3.3(b)). The design of
this heat source was based on DIN 4715 [154], whketk guidelines for chilled
beams testing, and on recommendations by Zukowska/ielikov [155]. It was a
closed aluminium box having dimensions of 0.40neimgth, 0.25m in width and
1.00m in height, supported by 0.10m high legs.olitside was finished with a
paint similar to the one of the enclosure surfaégsthe inside, three electrical
bulbs could produce a heat load of 77.2W while tares (2 x 1.4W) guaranteed a
uniform temperature distribution. Finally, in someperimental runs there was a
double layer of common concrete tiles placed onfitar of the PASLINK test

room.

(b)

Figure 3.3: Inside view of (a) the test room anjttie convective heat source

3.2.2 Test equipment

As mentioned before, the PAS panels (Figure 3.#)daas large heat flux sensors.
The electric heating foil in each panel was locatedetween the original outside
envelope and a 0.10m EPS layer. The aluminium dager either side of this
0.10m EPS layer created isothermal planes and @aetof them was equipped
with a set of eight thermocouples (copper-constgnfBhe accuracy of one such
thermocouple wa0.19°C. This value was derived from prior measur@méy
the BBRI. Several thermocouples which were conédun the PASLINK cell and
a Pt100 sensor (Burns 12001) were put in a theatiosbath of which the
temperature was increased in steps and the absdifféeences between the
thermocouple readings and the corresponding terypereneasured by the Pt100
sensor were set down. The"9gercentile of these absolute differences determhine
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the quoted accuracy. Originally, the two sets gheithermocouples acted as a
thermopile (i.e. thermocouples connected in serfesvhich the output voltage is
proportional to the temperature gradient. This rttapile signal controlled the
heating foil in such a way that the resulting Heat approximated zero. However,
for this study the thermocouples were rewired sat thhe two sets of eight
thermocouples each measured the temperature atothesponding aluminium
layer. In addition, the heating foil was then coliéd by the temperature set at the
outer aluminium plate: when the average temperategistered by the eight
thermocouples at the outer aluminium plate equalhed set point temperature
minus 0.5°C the heating foil became active and kepheating until the set point
was reached. Altering the wiring left opportunityderive the conductive heat flux
through the PAS and to determine the radiative th@agt the surface and, thus by
extension, the convective heat flux at the intesorface. To determine the
conductive heat flux through the concrete tilegehheat flux sensors TNO WS
31S [156] were fixed on the interior surface of tifes, near locations v2, v5 and
v8 (Figure 3.2). Those same heat flux sensors aisiE present in experimental
runs without tiles.

— polystyrene (400mm)

plywood (13mm)
/ electrical insulation + heating foil (Imm)

polystyrene (10mm)
/ T-type thermocouples

— aluminium (2mm)

exterior interior

polystyrene (100mm)
plywood (12mm) —/
T-type thermocouples

aluminium (2mm)
Figure 3.4: Structure of the PAS and a part of dhiginal envelope (shaded)

The interior of the test room was also equipped Wittype thermocouples
(Figure 3.2). First of all, at the same locatioristie three heat flux sensors,
thermocouples were installed on top of and betwbentwo layers of concrete
tiles. Further, thermocouples fixed to the intesigle of the inner aluminium layers
of PAS panels z6 and z10 measured the local sugacgerature at 0.20m, 1.25m
and 2.30m height. These enabled to check whetherhighly conductive
aluminium sheets guaranteed a uniform temperatistibdition. Next to it
thermocouples fixed to the centre of the EPS sé&paraall and of the respective
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five surfaces of the heat source measured the ceurfemperature. Besides,
locating thermocouples in the air supply and exhaysenings would allow

determining the global system performance. Furtbegmmore thermocouples,
fixed to nine vertical ropes measured every mitluetemperature distribution in
the room. In general, the air temperature was raggdt at three heights (0.20m,
1.25m and 2.30m). However, at positions v4, v5 afid additional sensors at
smaller distances (0.02m, 0.04m and 0.10m) fromhdnzontal surfaces recorded
the local air distribution. To perturb the airflaxg little as possible, the original
radiation shields around the thermocouples wereovem In this experimental

setup, radiation introduced an error in measuremdtth was smaller than the
thermocouple accuracy. The following reasoningfjastthis statement.

Due to the high thermal diffusivity of the thermapte and assumedly
negligible conduction effects, only convection aadliation determine the heat
balance and, thus, the thermocouple reading. Susbat balance based on the
linear relationships for heat transfer (i.e. thattfeix equals the product of a heat
transfer coefficient and a (small) temperature edédhce), indicates that the
temperature registered by the thermocouple depends on the weighted average
of the local air temperature, Tand the mean surface temperatuyg,J of the
surroundings, defined by the convective heat teanebefficient k,,, and the
radiative heat transfer coefficient,h(Eg. (3.1)). Reworking last-mentioned
equation leads to an expression of the local aipezature (Eg. (3.2)). Setting this
calculated local air temperature against the theouple reading offers the
opportunity to assess the impact of radiation eréading. This type of analysis is
only possible at seven locations, i.e. where bethperature and velocity are
measured.

- hconv |:I-a,l + hrad I:rwavg

T 3.1
T (hconv + hrad ) ( )
Ta,| - (hconv+ hrad) ETC - hrad |:rwavg (32)

The estimate of the radiative heat transfer cdefiicrelies on Annex A of NBN
ISO 6946 [157]. This standard expresses the radi&at transfer coefficientf
as a function of the emissivity and the radiative coefficient for a black-body
surface R

hrad :“:[hro (3'3)

The emissivity of the thermocouple used in the PIWBLtest cell assumedly
equals 0.20 in accordance with Siegel and Howé&B[1The radiative coefficient
for a black-body surface depends on the mean sutéscperature, as laid down in
aforementioned standard. The weighting functiodétermine this mean surface
temperature relies on view factor calculation. Terive the convective heat
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transfer coefficient this analysis relates the eative heat transfer to crossflow
over a circular cylinder, as investigated by, &gkauskas and Ziugdza [159],
Morgan [160] and Wang and Tr&gek [161]. In particular last-mentioned authors
successfully developed forced convection heat feansorrelations for low-
Reynolds number flows (i.e. when viscous forcesdamminant. They found that
the Nusselt number Nu, i.e. the ratio of convectveconductive heat transfer,
depends linearly on a redefined representative ®dgmumber Rg, (Eq. (3.4)),
for which the kinematic viscosity(T,¢,) is function of some ratio of the cylinder
surface temperaturg, Bnd the free stream temperature(Eg. (3.5)).

Nu= 0502+ 0434 Rerep 3.4)
Tre T, T
=1+ 0360 (3.5)

0 0

Because of the relatively low indoor air velociti@&05 to 1.5m/s) measured
during the experimental runs in the PASLINK tedt aad the small diameter of
the thermocouple=0.001m), a low-Reynolds flow applies. None of theogity
readings results in a redefined effective Reynaoldmber Rg; (for which the
kinematic viscosity(Tef) relies on Eq (3.6)) higher than 46.8.

T —
TL“ =1+ 028IZ-I—TW_|_ T. (3.6)

o o

Besides, even when the boundary conditions chatige, passes gradually,
inducing only forced convection. The readings dbtualfil different criteria in
literature to  determine the forced comaecti region: Gr.R&%<0.62,
Ri<0.5 and Gr.R&*<0.1 (according to Sharma and Sukhatme [162], Morga
[163] and Hatton et al. [164], respectively). Asesult, the above linear relation
(Eg. (3.4)) can be used to determine the convedtirat transfer coefficient.
Roughness — e.g. interwoven wires, corrosion, phssicreasing the heat transfer,
is neglected. For that matter, Eq. (3.2) reliesemmminute-averages of the terms
and necessitates an iterative calculation proce@yrevay of example, Figure 3.5
depicts the difference between the thermocoupldimga and the corresponding
derived air temperatures during dynamic experimtenta 3 (N;c;T). All but the
temperature difference on vertical v2 reveal alsimtourse. During the night
period with night cooling the differences equal08JC at the beginning and
diminish gradually while by day they approximateTde differing course of the
temperature difference on vertical v2, especiayiylay (which is at most 0.07°C),
is due to the fact that this thermocouple is witthie cool jet. Overall, in this
experimental setup, radiation introduces an erranéasurement which is smaller
than the thermocouple accuracy (+0.19°C). Yet, ipyttforward the related
uncertainty for all thermocouples in the test rognimpossible as only at seven
locations both the temperature and the velocityasedable.
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Figure 3.5: Comparison of thermocouple reading dedived air temperature
during the last 24h of dynamic experimental ruiN(T)

Furthermore, omnidirectional thermal anemomete® ga75 [165]) measured
every minute the air velocity at seven points (Fég3.2). The measurement
accuracy was limited t63.0% of the recording1.0% of the selected measurement
range (0.05m5 to 2.5m.8). By the way, prior to the actual measurement
campaign, using the same anemometers, multipldeteteelocity profiles near the
diffuser were obtained in accordance with the mettdescribed in ASHRAE
Standard 70-2006 [166]. First, smoke visualizattlowed defining the adequate
measuring planes and determining the flow directi@m the one hand, a
measurement plane is preferably located in the-fidlveloped jet region where
velocity and temperature profiles are self-simileg, can be described by non-
dimensional equations. On the other, the planeldhoe near the air supply to
avoid the interaction of the jet with recirculatibows and thermal plumes. Then,
having deduced two assumedly proper planes, thensawvemometers, fixed to a
stand, measured under isothermal conditions theelicity at seven locations on a
horizontal (Figure 3.3(a)). This procedure was atpe at four other heights,
ending up with a 7x5 grid. The recording frequem@s significantly increased
from once a minute to twenty measurements per secon
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3.2.3 Test procedure

The following parameters were varied in the stestdje experiments: the
volumetric flow rate @, the air supply temperatureg} the temperature
measured at the aluminium layer at the exterioe 9 the PAS TGy, the
operation of the heat source and the locationshef dir supply/exhaust. The
dynamic experiments could additionally include tagers of concrete tiles on the
floor. The parameters were tuned in such a wayttleaexperiments imitated two
typical mixed convection regimes, possibly comimg after another. The first one
resembled a typical day regime, with a moderatdilaéme cooling rate and an
active heat source. The second one imitated nigbling, with a considerable
ventilative cooling rate and an inactive heat seufitom now on called night
regime). The imposed temperatures are loosely basedneasurements by
Blondeau et al. [29], the air flow rates partlyyreh EN 13779 and the power of
the active heat source corresponds to the medivehdefined by Breesch [37].

During the day regime, the AHU supplied 36%0m of air at 23.7°C while the
heat source of 80.0W was active. ;& was set to 30°C so that the difference
between the temperature of the inner aluminiumrlayel the one of the supplied
air equalled 6°C. During the night regime, the ilative cooling rate was higher
(n-v=188nmih* and T,716.5°C) and the heat source was inactive.,fC
equalled 45°C to obtain the same temperature diffey between the inner
aluminium layer and the supplied air as during tay regime. These two
convection regimes were combined with two air syjgghaust configurations:
0l/03 and 02/03, which resulted in a total of fetgady-state experimental runs.
Each steady-state experiment lasted at least fwes,das it took some time to
achieve approximately steady-state conditions.

Table 3.1: Parameter values for steady-state expents

Day regime Night regime

TCoue (°C) 30.0 45.0
nv (m*h?) 36.0 188.0
Teu °C) 23.7 16.5
Qsourcr (W) 80.0 0

Air supply/exhaust (Figure 3.2) 01/03; 02/03

The second experimental series were designed wy dfte response to
stepwise changes of the convection regimes. Thasamic experiments imitated
a 24h cycle which comprised two distinct convectiegimes as shown in Figure
3.6. From 8h until 16h the boundary conditionsted convection regime similar
to the day regime of the steady-state experim@his AHU supplied 36.0fth™ of
air at 23.5°C and the heat source of 80.0W wasadetl. During the following
period, i.e. from 16h until 8h, everything but theating by foils could be shut
down or night cooling could be imitated (n-V=18gmt and T,~=16.5°C, inactive
heat source). These two possible sequences werbiremnwith two different
amounts of thermal mass (with and without conctiégs on the floor) and with
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two air supply/exhaust configurations (01/03 antbdB which resulted in a total
of eight dynamic experimental runs as shown in iéddi7. Each run lasted about
six days. Note in Figure 3.7 the codes of the retgsperuns: the capital letters N, C
and T indicate that night cooling was applied, cete tiles were present
respectively the air supply was located at the ®@gular letters represent the
other possibilities. Further note that the resoftthe period of time in which the
AHU and the heat source were switched off, arellysamitted in the analyses to

come.
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Figure 3.6: Boundary conditions for dynamic expemts
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3.3 Analysis method

3.3.1 Conduction/radiation model

This study derives the convective heat flux fromperature measurements, like
many previous studies [103, 123-125, 129] (see téhap). However, the
derivation approach differs in one or more aspétst, this study does not always
aim at steady-state boundary conditions. It alsestigates the transient response
of a room induced by step changes. As a consequaniEnsient thermal analysis
is necessary to derive the time-varying heat fieecondly, no surface inside the
adapted PASLINK cell has a reflective finish arftlig, it is primordial to take
radiation into account. For these reasons, thidystieploys a conduction/radiation
model which solves a heat balance at a given PA®I[{&q. (3.7)). The reason
why this in-house conduction/radiation model isdugebecause it runs faster in
comparison with commercial alternatives. With thikjs study follows the
approach suggested by Artmann et al. [148].

qconxt) = qcond(t) - qrad (t) (3-7)

A 1-D finite volume model, with Crank-Nicholson tmstepping (which
assumes a linear temperature-time relation), ctlesilthe transient conductive
heat flux through a PAS panel. Assuming uniformdartivity and uniform grid
spacing, the used discretised heat conduction ieqguebmes down to Eq. (3.8).
This equation is used to predict the temperatupeiat i at time m [167].

prEr i -1m)= 0.5%/‘ [(T“le‘Tim) A —TiTl)}

JAVY

+ O.SEE/] EﬁTimlzX_Tim_l) A EﬁTimZX_TiTl_l):|

(3.8)

The temperature measured at the inner aluminiuer lagd the one at the exterior
side of each PAS panel act as input to the commtuatiodel. Therefore, the model
(certainly) comprises the three PAS layers betwhese two measurement planes.
Table 3.2 lists their respective thickness d, tléroonductivityh and volumetric
heat capacitypc. However, there is also a virtual layer includ&tis 0.0001m
thick layer, with a negligible thermal resistance10®m.K.W?') and a small
volumetric heat capacity (0.01kJ*HK™?), is located closest to the interior of the
PASLINK cell. Split into parts, this very thin layeith a high thermal diffusivity
enables to accurately determine the conductivefheato the interior aluminium
layer without significantly increasing the compidatl time; also in the grid
convergence study to come, in which the discratisdevel of the PAS layers is
varied. Actually, to determine the conductive Heat to the interior, Fourier’'s law
of conduction is applied to the two computing noitethe virtual layer closest to
the interior, which are at a small fixed distanaf each other (Eq. (3.9)).
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A |:(Ti—l_-l—i) (39)

AX

qcond =

Table 3.2: Mean properties and uncertainties (95#the considered PAS layers

Layer d (m) AW.mtKD  pe (kI.mP.KD
Outer aluminium 0.002 +10% 230 +2% 2430 +5%
EPS 0.100 +0.002 0.033 +0.002 26 +10%

Plywood 0.012 +5% 0.108 +0.014 1400 +5%

Aforementioned conduction model is not only vedfiagainst the commercial

software VOLTRA [168], it is also validated agaitise measured heat fluxes at
PAS panels z1, z2 and z3. By way of example, Fi§eshows that the predicted
conductive heat fluxes correspond to the valuessored by the heat flux sensors.
For that matter, validation against the total cative heat flow removed by the

AHU could be another possibility, were it not tiia¢ determination of the airflow

rate introduces a quite large uncertainty.
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Figure 3.8: Conductive heat flux at PAS panel zdrdythe last 24h of dynamic
experimental run 3 (N;c;T) (estimated uncertaimtyheat flux sensor = #5%)

This conduction model is complemented with theitgbib calculate radiant
heat transfer, in conjunction with view factor cdétion, for the twenty surfaces
considered (i.e. fourteen PAS panels, one EPS apawall and five surfaces of
the heat source). This model assumes diffuse-geyaces with a non-
participating medium in between (that is, air).e&ch time step, it solves, with the
aid of Gaussian elimination, Eq. (3.10) for the umkn radiosity Jof each surface
in the room (i.e. the total radiation that leaves $urface per unit time and per unit
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area). The net radiant flux,gj lost by surface i then comes from Eg. (3.11) the.
difference between the radiosity dnd the irradiation G(i.e. total radiation
incident on the surface per unit time and per agg).

e w T+ -6)) KD, (3.10)
j=1

Gagi =3 =G =, _zFij iy (311
=1

Here, the parameterrepresents the Stefan-Boltzmann constant grisl the view
factor from surface i to surface j. Furthgrstands for the emissivity of each one of
the surfaces i. The BBRI indicated that almostsalffaces have an emissivity of
0.88. Only the concrete tiles have a higher enitgsdf 0.95. Finally, Tequals the
temperature of each one of the surfaces i. In chaePAS panel, this corresponds
to the average of the thermocouple readings &ahtiex part. On the other hand, in
case of the EPS separation wall and the surfacetheofheat sources, the
temperature Tcomes from one thermocouple reading. This radiatmdel was
verified against the radiation model available ime tcommercial software
VOLTRA, confirming its precision.

Each simulation covers 3.5 days singled out of rdgpective experimental
campaigns. The first 2.5 days account for the uwknonitial temperature
distribution in the PAS; the remaining period okatay is used for analysis. By
way of example, Figure 3ghows the results of the transient analysis at pate|
z6, one of the ceiling panels, during the last 2fhrun 3 (N;c;T). This graph
depicts the predicted convective heat flux and dhdace temperature at PAS
panel z6, the local air temperaturg, ©n v8 at 2.30m height and the air supply
temperature J,, The two distinct operating conditions catch the:ethe day
regime and the night regime with night cooling. Neéa this, each regime
comprises two behaviours: a stepwise change leads initial steep transition of
the convective heat flux followed by a quasi-expuia increase/decrease to the
steady-state level (quasi-exponential becauseeoftitanging heat transfer and the
time constant of the indoor air). The steep charg@&gnate from the delayed
change of the air supply temperature and the tiorestant of the indoor air.
Therefore, further analyses of the dynamic expemtmexclude the first hour of
each regime (indicated by the grey zones). In exigithis enables to calculate
low-order polynomial regressions of the convectingat flux gg, on which the
bulk of the following analyses build. Obviouslyjgffit corresponds to the average
flux in case of the steady-state experiments.
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Figure 3.9: Convective heat flux and temperatureBAS panel z6
during the last 24h of dynamic experimental ruNX(T)

3.3.2 Uncertainty analysis

Even though the conduction/radiation model is ietlif against commercial
software and partly validated, the calculated ffiexes are of course not free of
error. First of all, as any numerical simulatidnistmodel introduces a space and
time discretisation error. Yet, performing multigenulations, of which each one
has a different discretisation level, enables testigate whether the discretisation
error is sufficiently small. First, underlying studhecks upon the grid resolution
of the three PAS layers. The originally used noifearm grid size Ad;, i.e.
0.005m for the EPS layer and 0.0005m in case ofgdg and aluminium, is
refined two, four and eight times. Next to it, teisidy investigates multiple time
step sizes: 60s, 30s, 10s and 5s. Starting frorm#@suring interval, i.e. 60s, this
study applies Shepard’'s method [169] to deriveiriher and outer temperatures at
intermediate time steps. This simple form of intdsgon uses a weighting
function which depends on the distance from thétescpoint to the interpolation
point. In both convergence analyses the finestlusn acts as a reference. The
difference in output between such high-res simofeéind a coarser one assumedly
reflects the discretisation error. Note that thipraach is just one of several
possibilities; however, the fast-running condudftiadiation model enables to test
a fairly fine discretisation level which is assunmtedintroduce no discretisation
error. The aforementioned outcome is either thiaimaneous convective heat flux
or the corresponding polynomial regression. Furttiese analyses consider the
steady-state experiments (‘day/night, 01/03’) dmel dynamic experimental run 3
(N;c;T) because these comprise two distinct setboofndary conditions: a day
regime and a night regime with night cooling. Hoaethe following figures only
depict the results belonging to the dynamic expenimAfter all, the stepwise
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changes of the boundary conditions make the siiotmore sensitive to
discretisation errors. Figure 3.10 and Figure 3haw for the day respectively
night regime with night cooling the boxplots of tt#ferences between the (a)
instantaneous/(b) regressed convective heat flioredifferent grids and the ones
obtained with the finest resolution, itd=Ad,;.8. Figure 3.12 and Figure 3.13 do
the same for the time discretisation error. In thaése, similar to the grid
convergence study, the results obtained with thesfiresolution, nowt=5s, are
assumed to be equal to the continuous solutionte Mat the lower and upper
quartiles tie in with the 2'5and 97.5 percentile. This adaptation facilitates the
comparison of the space/time discretisation eriitr the other errors, all having a
95% confidence interval. For this study, the malaeentage of using boxplots lies
in their ability to distinguish absolute from curative errors. The median indicates
— better than the mean in the presence of outidues — whether the error
accumulates. Secondly, the spacings between tferediif parts of the box help
indicating the degree of spread and skew in the, deitd help identifying outliers.
Underlying figures indicate that the median apprates zero in all cases. In other
words, the cumulative error due to space/time éfiation is non-existent. Beside
it, the large spread and significant outliers isecaf instantaneous convective heat
fluxes stand out (Figure 3.10(a), Figure 3.12(aj)dies produce (fast-)changing
fluxes and also the limited resolution of the thecwuples is involved. However,
the focus of this study lies on polynomial regressiof the convective heat fluxes,
to which smaller space and time discretisationrerapply. Figure 3.10(b) and
Figure 3.11 show that increasing the grid resahutioes not significantly improve
the predictions (mind the smaller y-axis scale}eA#ll, the results obtained with
the original grid approximate the ones of the fingsd. As shown in Figure
3.12(b) and Figure 3.13, the time step size infflesnmore but still to a limited
extent the predicted convective heat fluxes. Thre# at all PAS panels but one
based on a time step of 60s differ from their fimesolution results by at most
0.005W.n. The fluxes at PAS panel z21 exhibit a larger apréd.03W.n);
because of the many unsolicited starts/stops dfi¢laing foil in the PAS panel in
guestion. Nevertheless, looking ahead at the atheertainties, the space/time
discretisation error is negligible. Therefore, tist of this study relies on the
original discretisation resolutions and leaves theé space/time discretisation
errors.
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Further, regardless of whether model inputs aresored experimentally or
obtained from literature, they cannot be assumdskttyee of error. To determine
how these input uncertainties impact upon the ottivesheat fluxes derived from
the measured temperatures, this study relies orteMoarlo analysis. This method
incorporates the influence of the whole range ofati@n and distribution of the
input parameters and evaluates the effect of orranpeter while all other
parameters are varied as well [170]. This wayutheertainty analysis provides the
range and probability density for specific confiderntervals (typically 95%). The
analysis takes into account the uncertainties énftfiowing input variables: the
thickness, the thermal conductivity and the voluioeheat capacity of the
considered PAS layers, the emissivity of the imwafaces and the thermocouple
readings at the inner and outer part of the consitiéayers — in this study all
classified under setup error. The actual procedstets with selecting a
distribution and range for each input parametenréthentioned input variables
are assumed to be normally distributed, havingdidence interval of 95%. Table
3.2 shows the mean value and associated uncertaintiye properties of the
considered PAS layers. The thickness of the lagersesponds to the product
specifications. The related uncertainties are basadBowler et al. [171]
(aluminium), EN 13163 [172] (EPS) and BS EN 3153[1(plywood). The thermal
conductivities are measured with a guarded hoe matmaterial samples from the
PAS. The associated uncertainties account for tbeuracy of the prior
conductivity measurements (+2%) and the temperatependency of the material
involved (ISO 10456 [174]AT assumed to be 10 to 15°C). The volumetric heat
capacity of the materials mainly corresponds talpeb specifications. Only the
density of EPS was measured on material samples fhe PAS. The related
uncertainties are based on, amongst others, Mad®¢ha5] and BS EN 1602
[176]. The emissivity of the inner surfaces of #AS is set to 0.88+0.05 while
0.95+0.05 applies to the concrete tiles. The emiis are provided by the BBRI
while the uncertainties are based on measuremgitéillockx [177]. Finally, the
uncertainty of the thermocouple reading at theritmuger part of each PAS panel
equals £0.07°C, which is smaller than the aforeiomat uncertainty for one
thermocouple, i.e. £0.19°C. This is based on tileviing (optimistic) reasoning.
The stored temperature equals the arithmetic mdareight thermocouple
recordings, of which each covers an identical arkghly conductive aluminium
sheets guarantee a uniform temperature distribatiah thus, each thermocouple
measures the same temperature. So, on the assuntpdip the cold junction
compensation error is negligibly small, the undeties related to the voltage
readings are independent (not constant over timd) aa high-order calibration
curve excludes the error due to the different caitipms of the alloys [178], the
error of eight thermocouple recordings reduces factor 2.8 according to theory
of error propagation: [8-(0.19)2]0.5/8. The undetta analysis continues by
generating a sample from these distributions. Foplgity, this study uses the
method of random sampling to select a sufficierdlyge sample. Then, the
conduction/radiation model calculates the impactefach element of this sample,
before finally deriving the uncertainty bounds. Hmwdetermine these uncertainty
bounds is explained in the following. To facilitatading comprehension, Figure
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3.14 displays a schematic overview of the methaglolesed. Starting with the
measured temperatures at time stepsry, ..., T, (where m=5250), simulations
including different combinations of setup uncettie® &, E,, ..., E (where
n=300) enable to determine the standard deviatidheoresulting regressed 300
fluxes for each time stes(y reqr ), 6(Uaregr )s (---):0(0mreqr )- FOr steady-state
experiments, the quoted standard deviation egbalaverage of the values at the
respective time steps. Obviously, multiplied by 9€l. this standard deviation
defines the 95% confidence interval. Mind that tmsertainty neglects the (small)

error introduced by the regression of the actuat flexes qj, &, ..., Onj-
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Figure 3.14: (a) input and simulation, (b) regremsiand (c) uncertainty estimate

Figure 3.15 demonstrates how the uncertaintielsd@rconvective heat fluxes at the
respective PAS panels relate to each other duhegsteady-state runs of the (a)
day respectively (b) night regime of air supply/aust configuration 01/03. The
left y-axis zooms in on the uncertainties while thght y-axis shows the
convective heat fluxes at the respective panelstheg with their uncertainties.
The uncertainty due to the setup is only slightlgsitive to the PAS panel and the
convection regime (day/night). On average, the 3%%ifidence interval spans
+0.5W.m°. However, this is not the case for the convedtsat fluxes. The heat
fluxes during the night regime are considerablgéarand show a larger spread
than in case of the day regime. Setting the coiweedteat fluxes and the
associated uncertainties against each other retleatisassessing the heat flux
distribution is only possible for the night regimdowever, the considerable
uncertainty bounds do not interfere in assessiagabm/system design impact for
each panel separately: the setup properties stymaslly the same during the
considered measurement periods or, in other wdtds,setup uncertainty is
systematic. Similar remarks apply to the uncerigsntobtained for dynamic
experimental runs with this distinction that thecemainties vary over time, as
shown in Figure 3.16. Last-mentioned figure depimigplots of the convective
heat fluxes at all PAS panels (right y-axis) andhef related uncertainties (left y-
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axis) during dynamic experimental run 3 (N;c;T).eThncertainties reach a
maximum after each stepwise change and then decesasnentially towards the
level observed during the steady-state experim@garently, one or more input
variables introduce a larger uncertainty when hiéaxes change rapidly.
Unfortunately, the above uncertainty analysis cansgecify the uncertainty
sources.
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Furthermore, the resulting heat fluxes rely onrapérfect system control and
inherently present eddies, which introduce anosmirce of uncertainty. For
example, in case of the night regime, the cooling switches on and off more
often because of the higher overall convective hidax. Unfortunately,
determining the related uncertainty is impossilte airflow behaviour and the
system responses interdepend. Nevertheless, engdea of the possible impact,
this study incorporates a finger exercise on thadst-state experimental runs (a)
‘day regime, 0l1/03’ and (b) ‘night regime, ol/oBlow, a similar Monte Carlo
analysis starts from multiple sinusoidal variatioof the average inner/outer
temperatures. The amplitudes are limited to th& arkl 97.8 percentiles of the
respective registered inner/outer temperatures. agular frequencies, on the
other hand, are based on the observed range ofipefor the outer temperature a
minimum period of 4 minutes applies which can gotoifive hours while the
period of the inner temperature varies between liiwers and twelve days. This
analysis shows that the related uncertainty boundeed the setup uncertainty
limits at most by an inappreciable percentage of 4%is partly refutes the
criticism that an outdoor test facility like the BAINK cell would be unsuited for
this kind of study. For, the heating foils guarantequasi-steady-state temperature
boundary condition while the ventilation systemntuout to control the indoor
conditions reasonably well. For that matter, ever-in-box cells show similar
unstable behaviour (e.g. [179]).
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3.3.3 Sensitivity analysis

The above uncertainty analyses indicate that thHepsencertainty is most
important. Unfortunately, they cannot further padot the uncertainty sources — as
previously mentioned. However, bearing similar fatexperiments in mind,
indicating weak links in the setup proves valuableerefore, this study includes a
sensitivity analysis. This determines the contidyutof the uncertainties in the
individual input variables to the calculated hdak funcertainty [180]. This study
only aims at identifying and ranking qualitativeéhe factors that control most of
the output variability. Therefore, it does not geybind an economical screening
method such as the one-at-a-time method. This apprevaluates in turn the
impact of changing values of each input paramdter. each parameter, two
extreme values are selected on both sides (higher lower ‘-*) of the standard
value — in this case corresponding to the 95% denfie limits. The major
limitation is that interactions between input fastoannot be determined.

Figure 3.17 displays the sensitivity of the coniwecheat fluxes to the setup
variables for the steady-state experiments (a),‘ddjo3’ and (b) ‘night, 01/03".
The difference between the results obtained wighréspective extreme values is
used to indicate the sensitivity: a positive difece indicates that the convective
heat flux obtained with the upper value of the dered input variable is higher
than the one obtained with the lower value and veesa. Furthermore, the box
plots contain the respective sensitivities in tbavwective heat fluxes at all PAS
panels. According to Figure 3.17(a), the convectigat flux is most sensitive to
the thermocouple reading at the inner aluminiuneshter all, large temperature
differences between the heat source surfaces @BAIS panels result in a high
radiative flux. During the night regime (Figure 3B)), however, the
thermocouple reading accuracy at the inner alumirgheets is just as important
as the thermal conductivity of the EPS layer. Nbt also the thickness of that
same EPS layer has become important. After allhda source is inactive while
the ventilation system induces a higher convedive, thus conductive heat flux.
Furthermore, in both experimental runs the impdcthe emissivity depends
heavily on the considered PAS panel, even thoulgpaalels have assumedly the
same emissivity. However, the strongly differingwifactors explain this finding.
For example, an altered emissivity logically inflees more panel z21 than z3
during the day regime as z21 stands in front ofhiis@t source. Finally, for both
regimes, the thermal capacity is of no accounthase results rely on nearly
steady-state boundary conditions. Conversely, nitdihe thermal capacity of in
particular the material layers on the inside wédhe into play during dynamic
experiments.
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Figure 3.17: Sensitivity of the convective heat fitiPAS panels for (a) ‘day regime,
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Figure 3.18 depicts the result of a similar sevigjtianalysis performed on
dynamic experimental run 3 (N;c;T). Now the boxglate plotted as a function of
time and comprise only the six most influentialtéms. As during the steady-state
experiments, improving the inner temperature measant accuracy would
reduce the uncertainty the most. Also the thickaeskthe thermal conductivity of
the EPS layer and the emissivity of the panelsagegn involved. In addition, two
new foreseen parameters are the thickness andh#rendl capacity of the
plywood. All parameters approach an asymptoticevaliter each step change, one
faster than the other. This clearly explains thgiag uncertainty bounds observed
in Figure 3.16. As a matter of fact, the sensiggitransgress from one steady-state
level to another. For example, the importance ef ttickness and the thermal
conductivity of the EPS layer increases duringrtight regime with night cooling
and vice versa during the day. The impact of the twew’ parameters, on the
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other hand, is significant near step changes becrtedses rapidly over time to a
marginal level — especially during the night regimigh night cooling. This is
because, during quasi-steady-state conditions, tiieemal resistance of the
plywood is nothing compared with e.g. the one ef BPS layer while the thermal
capacity is of little account. Furthermore, the ®siwity shows the largest
dispersion among the PAS panels — as in the st&atly-experiments. Also the
impact of the thickness and of the thermal capaoitythe plywood of the
respective PAS panels differs, but only near a stbpnge. This differing
behaviour originates from the different magnitudéshe convective heat fluxes.
In conclusion, the above sensitivity analyses bteamdicate the points of
improvement. Overall, improving the inner temperatmeasurement is the most
worthwhile intervention. Furthermore, a better kiexdge of the properties of the
material layer(s) on the inside of the test celluldobe particularly helpful in
dynamic experiments. Finally, the thermal conduigtiof insulating materials,
even those further away from the inside, provdseta point of attention.
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Figure 3.18: Sensitivity of the convective heat #it PAS panels for dynamic
experimental run 3 (N;c;T) (boxplot: min, 2.5%, riged 97.5%, max)

3.4 Results

34.1 Steady-state experimental runs

The analysis of the impact of the room/system desig the mixed convection
heat transfer starts with the steady-state expetsn@he set of graphs in Figure
3.19 pretty much sums it all up. The first two shibw (a) convective respectively
(b) radiative heat flux at each PAS panel for eaotperimental run. The
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accompanying uncertainties correspond to the omiginating from the setup.
Figure 3.19(c) helps to interpret the tendencieseoked in these graphs. It depicts
the averages of the indoor air temperatures (ifethe averages of the air
temperatures at 0.20m, 1.25m and 2.30m height lonediicals) and detailed
surface temperature distributions. The accompanyimgertainties are now left
out, not to obscure the graph. Anyhow, the 95%t liraiue of the random and bias
error of the average indoor air temperature eqaflsnost 0.08°C while the
maximum uncertainty of the surface temperaturehatRAS panels is 0.22°C.
Furthermore, note that the quantities in all graph&igure 3.19 are discrete. So
the connecting lines are only meant to make theletecies more clear. First,
Figure 3.19 shows the unmistakable impact of irgingathe ventilative cooling
rate during the night regimes. The convective faaés during the night regimes
are at least three times as high as the corresppidies during the day regimes.
Especially the convective heat fluxes at the ogiind those at the opposite south
wall increase significantly. What's more, during thight regimes, the convective
heat flux at the respective surfaces culminatd3A& panels farthest away from
the air supply whereas during the day regimes iteelst convective fluxes occur
at the middle panel of the floor and in case ob82lso at panel z6 at the east
side. Also the ratio of convection to radiationfeli§ significantly because of the
convection regime. During the day regimes the albsolalues of the convective
and radiative fluxes are alike (the active heatr@mwaccounts for the opposite
sign). However, during the night regimes, the cative fluxes are significantly
higher. Yet, the convective heat flux distributiivays connects closely with the
one of the radiative fluxes: a low convective h#ax coincides with a high
radiative heat flux and vice versa. Moreover, logathe air supply near the east
wall results in a 30% higher convective heat transt panels z5, z6, z7 and z21.
By contrast, during the night regime, 01/03 createsxpectedly at the west wall a
higher convective heat flux than at the east widter all, the asymmetric velocity
profile of the jet would indicate otherwise (Fig8e21). The above findings are
explained as follows. During the day regimes, #tefalls quickly to the ground
upon entering the test room, causing the highestesttive heat fluxes at the floor.
In that case, buoyancy prevails over the jet moomantnd, thus, mixed
convection with strong buoyancy induces an ovdwmdl convective heat flux.
During the night regime, however, as the strongespreads, it adheres due to the
Coanda effect to the nearest surface, i.e. thingetnd penetrates to the back of
the room. Figure 3.20 which depicts the smoke Visai#ons of the jet during the
(a) day and (b) night regime of 01/03, clearly aon$ this observation. Why the
convective heat fluxes are connected with the tadideat fluxes is because a low
convective heat flux leads to a high surface teatpee and, thus, more radiation.
Finally, the reason for the high convective heaxdk at the east wall in case of
02/03 is obvious: the jet supplies cool air atgnificant speed near that surface.
However, explaining why 01/03 leads to particuldrigh convective heat fluxes at
the west wall during the night regime needs monekihg: the omnidirectional
thermal anemometers cannot determine the flow titmecbut fortunately the
smoke visualisations can. Apparently, the jet diréiself towards the west side,
which is probably because of the flexible tube @aimg the AHU with the grille.
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Figure 3.19: Average (a) convective heat flux,@niative heat flux and
(c) surface temperature at respective PAS panalsaaerage indoor air temperature
for all steady-state experimental runs
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@ (b)

Figure 3.20: Smoke visualisation of the jet durstgady-state runs
(a)day regime, 01/03’ and (b)'night regime, 01/03'

west

_ 2.53.0
)
f—_ 2.0-2.5
E m1.5-2.0
m1.0-15
m0.5-1.0
3
:f 5 10 east m 0.0-0.5
o=
i
z(m)

Figure 3.21: Velocity profile 0.60m away from tle¢ |
during steady-state experimental run ‘night regim#/03’

To further explain the above observations, theritligion of the temperature
and air velocity recordings can prove useful — etlesugh the limited number
prohibits a complete figure. For example, Figurd23shows the time-averaged
temperature distribution on verticals v4, v5 andlu6ng the night runs of both the
investigated air supply/exhaust configurations. iEaeries only includes seven
recordings, but for better understanding lines ecohrihe separate values. The
associated uncertainties include a random andsaebiar, which are considered to
be independent. The uncertainty due to the randoon gpans the 95% confidence
interval of the respective recordings. The biasorercorresponds to the
measurement accuracy of the thermocouples, i.49%0. First, Figure 3.22(a)
confirms the asymmetrical flow pattern. The tempees at the west side, i.e. v6,
are lower than the ones at the opposite side. dettiis, both graphs reveal the
position of the air supply. Locating the air suppiythe symmetry plane (01/03)
lowers the temperature at the top of vertical vbilevhair supply/exhaust
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configuration 02/03 does this on vertical v4. Utfoately, further in-depth

analysis of the temperature distribution at thepldiged and other verticals is
impossible because of the limited thermocouple r@ayu This also applies to the
air velocity recordings and derived global perfonee indicators such as the
temperature efficiency or the total convective he&ansfer. Then again, the
investigated configurations do not differ that mugliter all, quasi-steady-state
conditions prevail, the air supply is always lodateear the ceiling and each
heating foil keeps its adjacent outer aluminiumeshet the same temperature.
However, the dynamic runs discussed in the netiosell a different story.
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Figure 3.22: Temperature profiles on verticals v8,and v6 during steady-state
experimental runs (a) ‘night regime, 01/03’ and flipht regime, 02/03’

Finally, this section assesses the applicability eofisting convection
correlations. To this end, it compares for two dyestate experimental runs (i.e.
‘day regime, 01/03’ and ‘night regime, 01/03’) tenvective heat fluxes predicted
by correlations to the ones derived from the mesamants. To determine which
correlations would apply to the cases at handathieor relies on the classification
of flow regimes and associated correlations sugdebly Beausoleil-Morrison
[102]. In all experiments mechanical forces areseduby an AHU delivering
heated/cooled air through wall-mounted diffuserd lbnoyancy forces by surface-
to-air temperature differences and, thus, the mo@dection correlations of that
same Beausoleil-Morrison would apply. However, ndtet in principle
Beausoleil-Morrison’s correlations apply merelydases with one central radial
ceiling jet and air change rates higher than. 3the correlations take into account
the indoor air temperature (in this case, the @eeraf the readings at 0.20m,
1.25m and 2.30m height on all verticals), the sisfemperature of the respective
enclosure surfaces (in this case, the averageeaktidings at the floor, ceiling...),
the air supply temperature and the air change FFagare 3.19(a) shows that during
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the day regime Beausoleil-Morrison’s correlationsually underestimate the
convective heat transfer by a factor of three tor.fd@nly at the ceiling, the
correlations predict a significantly higher conweetheat flux. Somewhat similar
appreciations apply to the night regime. Howeuee, differences are less distinct
and, what's more, now the measured convectivefheatt the south wall is also
significantly higher than the prediction. As a maibf fact, in the PASLINK cell,
the grille, located in the separation wall at 0.20om the ceiling produces a jet
which covers only part of the ceiling. In case karmyy forces prevail, the jet soon
falls to the ground while during the night regintige jet reaches the back of the
room indeed, yet its spreads is limited. All thisviously contrasts with the
experimental setup on which Beausoleil-Morrison’srrelations rely. As
previously mentioned, the forced convection comptmevere derived for a case
with one central radial ceiling jet, which inductte highest convective heat flux
at the ceiling. In other words, the available datiens only provide a rough
estimate; they cannot account for the particularitthe cases at hand.

3.4.2 Dynamic experimental runs

To introduce the dynamic experimental runs, Fig®&@3 depicts the (a)
temperature respectively (b) velocity magnituderses at the middle floor panel
z2. The label ‘w,PAS’ indicates the inner surfat¢he PAS panel, ‘w,concr’ the
inner surface of the concrete tiles at verticabw8 ‘a,I’ the measuring position at
0.20m above the floor on that same vertical v5. Gheertainty in Jconcc@nd T
equals +0.19°C, the one in,#as £0.07°C and the relative uncertainty ig, is
+3% of the reading 1% of the measuring range 0 to 2.5MmXet, they are left out
of the graph. Runs 5 to 8 (without night coolinghigit high, almost constant and
similar local air and surface temperatures and demate, almost constant local air
velocity. Most likely, these runs will have limited no cooling capacity during the
day regime. Runs 1 to 4 (with night cooling), oe thther hand, have different,
changing temperatures. At the onset of a new caiavecegime, the local air
temperature decreases/increases steeply and #duady follows the exponential
decrease/increase of the surface temperature.o€hkdir velocity usually reaches
almost instantly its on average constant valuey @afing the day regime of run 2
(N;C;t) and run 4 (N;c;t) it first increases foethto decrease. Night cooling (low
air temperature, high velocity) effectively coolewh the surrounding materials
which can absorb heat during the following day megyi at least at the start.
Ultimately, every surface temperature would inceeasbove the local air
temperature in such cooling cases. However, thenmass slows down the
congruence of the local air temperature and thiasaitemperature. Because of
this, higher temperature differences occur for regéo period of time and more
energy is stored/released. Locating the air suppbr the one thermally massive
surface (as in run 2 (N;C;t)) leads to the lowestal air temperature and the
highest local air velocity and, thus, most liketg thighest convective heat transfer.
The jet in run 1 (N;C;T), on the other hand, iskem down for the most part until
it hits the concrete tiles (higher local air tengtere and lower local air velocity).
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Figure 3.24 confirms that the above predictionstiare for the total ventilative
cooling performance of the respective runs. It shive total convective heat flow
Qconvios i-€. the sum of the convective heat flows atR#lS panels and, when
present, concrete tiles, as a function of time.o&itve Qonytindicates that the
surfaces release heat, a negative one the oppdsiéeuncertainties are rather
small (4.94W to 7.42W) and are therefore left outhe graph. First of all, the
impact of the operating conditions on the totalvemtive heat flow catches the
eye: the total convective heat flows are usualyeloduring the day regime than
the ones during the night regime. Yet, every totaivective heat flow approaches
guasi-asymptotically its steady-state level. Nextis, the runs with night cooling
show an unmistakably different behaviour: runs 2 {wvith night cooling) exhibit
a rather low total convective heat flow during they regime. Run 1 (N;C;T) and
run 2 (N;C;t) (with night cooling in conjunction thithermal mass) even have an
overall negative @,y during the day regime: apparently one or moreased
absorb heat for the whole period. Moreover, thegbtrtooled runs with thermal
mass show a much smaller rate of change of thecmt@ective heat flow than the
light equivalent runs do. In addition to this, thesises are particularly sensitive to
the air supply/exhaust configuration. In this cdseating the air supply near the
concrete tiles on the floor pays off: the total wextive heat flow during the day
regime is in run 2 (N;C;t) four times as high as déime in run 1 (N;C;T).
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Figure 3.24: Total convective heat flow (uncertanstrange from #.94W to +7.42W)
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To compare the respective convection regimes, EiguP5 sets the area-
weighted convective heat flux at all PAS panels, aviten present, concrete tiles
Oeonv,avg @0AINSE the difference between the correspondiag-aeighted surface
temperature J,,4 and the air supply temperaturg, T A positive Qony,avgindicates
that the surfaces release heat, a negative oneppesite. The uncertainty in
(Twavg Tsup €quals #0.19°C and the uncertainties df.Qg range from
+0.11W.n¥ to £0.17W.n¥. This actually copies the approach used by Artmetnn
al. [148] to investigate the convective heat trangfuring night cooling. The
gradients were interpreted as average heat transterefficients
Neonv,avgConv,avg (Twya\,g-Tsup)'l. Such an interpretation also applies to most ef th
results of underlying study. The aforementionecuaggion holds for the runs
without concrete tiles on the floor. Like this, average heat transfer coefficient of
0.88W.n°.K™* applies to the results of the night regime of 8ufiN;c;T) and run 4
(N;c;t). A lower value of about 0.24W:HK™* characterizes the convective heat
transfer during the day regime of run 3 (N;c;Th Ai(N;c;t), run 7 (n;c;T) and run
8 (n;c;t). It appears that in these cases witlmtdd amount of thermal mass the
convective heat transfer is insensitive to thesaipply/exhaust configuration —
which was also found by Artmann et al. However,tlaié does not hold for the
cases with concrete tiles on the floor. Derivingagarage heat transfer coefficient
is less obvious and the air supply/exhaust corditipm does matter. As previously
mentioned, locating the air supply near the coedilss (as in run 2 (N;C;t)) leads
to a higher convective heat flux during the nigagime by which during the
following day regime a lower negative,g agapplies.

=

2
qCOnVan (Wm )
RPORNWRARUIOONOWLO
T T T T T T T T

\
s
>
=
\

(Tw,avg'Tsup) (°C)

run 1 (N;C;T) run 2 (N;C;t) run 3 (N;c;T)

run 4 (N;c;t) run 5 (n;C;T) run 6 (n;C;t)

run 7 (n;c;T) run 8 (n;c;t)

Figure 3.25: Average convective heat flux as ationoof the difference between the
average surface temperature and the air supply &atpre (uncertainty in (Javg Tsup iS
40.19°C, uncertainties in @ avgrange from 0.11W.fto #0.17W.rif)
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Next, this section sets the convective heat fldersved from the temperature
measurements against the predictions by existingemtion correlations. Just as
with the steady-state experimental runs, the migedvection correlations of
Beausoleil-Morrison act as a reference. Figure 3ua&s an interpretation
somewhat similar to the previous graph. Howeveakies into account the average
indoor air temperature (i.e. the average of thdings at 0.20m, 1.25m and 2.30m
height on all verticals) instead of the air supfdynperature, in line with the
approach used in BES. The uncertainty in,{&T.a9 iS +0.19°C. The
uncertainties in g, aq Obviously range again from +0.11W’no +0.17W.nt.
Using the average indoor air temperature to detexrtiie temperature difference
complicates the interpretation. After all, the indoair is not well-mixed.
Especially the runs with the air supply at the drottexhibit an inhomogeneous
temperature distribution. A larger {I,sTaag Usually applies to these cases.
Because of this, the air supply/exhaust configoratseems to matter now.
Nevertheless, the graph reveals that the convectiorelations overestimate the
average convective heat flux during the night regiirhe difference between them
varies from 0.07W.fi to 2.17W.nf. During the day regime the correlations
usually underestimate the average convective heatwiith at most 1.60W.fM
which is large in comparison to the measured fluxes
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A look at the convective heat fluxes at some sedagemonstrates why the
measured average convective heat fluxes relatehagooverall predictions by
convection correlations in such a way. Figure 3ad Figure 3.28 depict for the
night regime respectively the day regime the cotivedeat flux g, at (a) the
ceiling, (b) the floor and (c) the south wall aiiaction of the difference between
the surface temperature, Tthat is, floor, ceiling...) and the average indedar
temperature J,q (i.e. the average of the readings at 0.20m, 1.2%0h 2.30m
height on all verticals). The uncertainty in({T, . equals +0.08°C in case of a
PAS panel and +0.13°C in case of concrete tilese Thcertainties in the
convective heat flux derived from the temperatureasurements range from
+0.24W.n¥ to +0.52W.n. During the night regime, the predictions by cartim
correlations differ the most from the measured ective heat fluxes at the ceiling
and in run 2 (N;C;t) and run 4 (N;c;t) from the sreg the floor. At the ceiling,
Beausoleil-Morrison’s correlations predict for alins convective heat fluxes
which are three to fourteen times as high as thesored ones. What's more, the
cases with the air supply at the bottom show eeudifit course: the higher the
temperature difference, the lower the measuredemtive heat flux. At the floor,
on the other hand, the convection correlations astienate the convective heat
flux in run 2 (N;C;t) and run 4 (N;c;t) by 50 to%0 The results and the predictions
of the other two runs correspond reasonably well. the south wall, the
correlations approximate the measured convectiaé fhexes in the runs with the
air supply at the bottom, i.e. run 2 (N;C;t) and Ai(N;c;t). Run 1 (N;C;T) and run
3 (N;c;T) exhibit convective heat fluxes which atmost 75% higher than the
predictions by correlations. Further note that rwith thermal mass can show an
ambiguous relation between the convective heat fumd the temperature
difference (e.g. at the floor in run 2 (N;C;t)). ihg the day regime, again the
results at the ceiling and the floor show the larghfferences. At the ceiling, the
convection correlations usually overestimate theveotive heat flux. Moreover,
the predictions by correlations do not always exlfie expected behaviour: e.g.
unreasonably high convective heat fluxes at sraaiperature differences as in run
3 (N;c;T) and run 4 (N;c;t), or the predictions fams 5 to 8 are significantly
higher than the ones of runs 1 to 4. At the floongst convection correlations
predict negative convective heat fluxes as the &aipre difference is negative.
However, the corresponding measured convectivefhieats are usually positive,
indicating that the floor releases heat. Only #sults of run 1 (N;C;T) and run 7
(m;c;T) show a rough correspondence. Further, thedigtions and the
measurements at the floor generally differ the rimosaise the air supply is located
near the floor. At the south wall, the predictidayscorrelations for runs 1 to 4 are
within the uncertainty bounds of the measured cciivee heat fluxes. The
predicted fluxes for run 5 to 8, on the other haa clearly lower than the
measured ones.
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Most of the above discrepancies are caused byiffieeethice in configuration.
As previously mentioned, Beausoleil-Morrison’s etations apply basically to
cases with one central radial ceiling jet. This gedbduces a particularly high
convective heat flux at the ceiling and lower oaethe other enclosure surfaces.
By contrast, in the PASLINK cell, the jet is onlglato cover a part of the ceiling
during the night regime of cases with the air sygplthe top. So it is self-evident
that the predicted convective heat fluxes at tlilengeare significantly higher than
the measured ones, certainly when the air supplgt ithe bottom. A similar
reasoning explains why predictions at the floor am@vhere close to the
measurements in case the air supply is locateldeabottom. The influence of a
central ceiling jet on the air near the floor iziolisly far less than that of a jet at
the bottom. The usually positive measured convedirat flux at the floor during
the day regime in spite of a negativgAT, .,J is because the (falling) jet locally
produces a positive temperature difference. Whyptieglicted fluxes at the south
wall during the night regime of run 1 (N;C;T) andhr3 (N;c;T) are lower than the
measured ones is because only then the jet inAB&IRIK cell hits the south wall
frontally. The several — at first — ambiguous rieled are explained as follows. The
inverse relationship between the measured coneectieat flux and the
temperature difference during the night regimeuof2 (N;C;t) and run 4 (N;c;t) is
because as time goes by the indoor air stratficatiminishes and, thus, the
difference between the surface temperature an@dvbeage indoor air increases.
The inhomogeneous temperature distribution alstaggthe curved relationships
of some predictions/measurements. For exampleheatbeginning of the night
regime of run 2 (N;C;t) the measured convective i the floor peaks, but the
average indoor air temperature lags. The diffepeadicted convective heat fluxes
for the same temperature differences, on the ¢tied, occur because Beausoleil-
Morrison’s correlations include the surface tempem the average air
temperature and the air supply temperature. Asteemaf fact, the scaling factor
(Tw-Tsu;)-ITw-Ta,ale part of the forced convection component leads ighdr
convective heat fluxes when the surface temperatiffers more from the air
supply temperature, as is usually the case in 5utas8. That same scaling factor
also causes the unreasonably high convective heatsfat small temperature
differences (remember the prediction at the ceilngng the day regime of run 3
(N;c;T) and run 4 (N;c;t)). The above comparisorntte# convective heat fluxes
predicted by assumedly apt convection correlatiortee measured ones obtained
from dynamic experimental runs once again confities particularity of the
available convection correlations.
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Figure 3.27: Convective heat flux at (a) the cejlib) the floor and (c) the south wall
during the_night regime as a function of the terapae difference between the respective

surface and the average indoor air temperature @utainty in (T,-Ta a9 is #0.08°C
(PAS) or #0.13°C (concrete), uncertainties iggrange from +0.24W.fito +0.52W.1if)
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Figure 3.28: Convective heat flux at (a) the cailifb) the floor and (c) the south wall
during the_day regime as a function of the temperatifference between the respective

surface and the average indoor air temperature @utainty in (T,-Ty ayg is #0.08°C
(PAS) or #0.13°C (concrete), uncertainties iggrange from +0.24W.ffto +0.52W.nif)
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3.5 Conclusions: room/system design matters

Above experimental effort is surely no isolated ecadlowever, the suggested
approach to derive the convective heat flux andsthiessequent uncertainty and
sensitivity analyses might be a step forward. Thee wf a dynamic
conduction/radiation model to calculate the corivedteat flux introduces without
doubt some benefits. First, it enables a more ateutetermination and allows to
investigate experiments with changing boundary itams. Secondly, the model
enables in conjunction with a sensitivity analysisthod to pinpoint difficulties in
the setup — which is valuable for future similapesiments. Such sensitivity
analysis on the PASLINK cell revealed that the tih@zouple reading accuracy at
the inside of the panels and the determination hef thermal resistance of
insulating materials of the PAS and of the emisgiaf the interior are special
points of interest. Next to this, the material s of the inner layer(s) turned
out to be equally important in case of significantiden changes of the boundary
conditions. However, the accompanying uncertaimglysis showed that the
uncertainties in the derived convective heat fludas to the experimental setup
did not prohibit a thorough comparison of the eikpental runs.

The actual parametric analysis aimed at identifyihg impact of the air
supply/exhaust configuration and thermal mass endbnvective heat transfer
during two typical mixed convection regimes. Theults revealed that the air
supply/exhaust configuration is particularly im@art in case of heterogeneously
distributed thermal mass. For example, locatingainesupply near the concrete
tiles instead of near the ceiling resulted in afolibhcrease of the heat released
during night cooling and a 410% increase of heabdied during the following
day period. The accompanying study on the applitaluf existing convection
correlations showed that correlations should nouded when the setup and the
convection regime differ a lot from those of theresponding experiments. For
example, the assumedly apt correlations of Beallddtarison predicted at the
ceiling convective heat fluxes which were threddorteen times as high as the
measured ones. In other words, it is necessamyrtbefr investigate in detail how
interrelated room/system parameters affect the adnixavection heat transfer. The
number of design parameters that can be takemmautount depends heavily on the
available resources and the state-of-the-art. Mipary design parameters like
e.g. the ventilation concept and the air supplytiposshould definitely be part of
the analysis. To this end, researchers can perfoomre experiments. However,
experiments alone are perhaps not sufficient tystoany parameters which apply
to a wide range — even though they will always bedful, if only to validate
simulation models. As a matter of fact, CFD canabgaluable supplement to
experiments as it provides much faster, more camplesults, at a reduced
financial cost. Obviously this view fits into théobal movement of experimenters
turning to mathematical models [181]. Yet, befereh a simulation study is
started, the proper CFD simulation approach needsetdetermined. This is the
subject of the next chapter.






Modelling convective heat transt
with CFD

The following describes the research effort on sabie CFD simulation
approaches to predict the convective heat tranEfés.chapter begins by revealing
the need for such an undertaking. Subsequenttiisiusses the literature review
on the most important simulation factors: the gtigpulence modelling and the
description of air supply diffusers. The final $ewctdescribes the CFD study
which evaluates how the above points of interesluence the predicted
convective heat transfer.

4.1 Exploringthe capabilities

Since Nielsen [182] introduced CFD in building msd and design, the
popularity of CFD boomed, in particular becauset®fversatility. For example,
today’'s (commercial) CFD software enables reseascéyed building designers to
optimize natural ventilation systems [183] or tantify the indoor comfort [184].
More complicated applications include other hemtdfer mechanisms: e.g. smoke
movement calculation including radiation [185]. €ame deal with heat and mass
transfer in building materials: e.g. studies onalobygrothermal interaction
between airflow and porous materials [186, 18#aly, CFD goes hand in hand
with other simulation tools, such as BES (e.g. {108]). Unmistakably, CFD will
play an increasingly important role in the designalysis and optimization of
engineering systems [188, 189]. However, CFD doats necessarily provide
reliable results. At best the CFD results are aslges the physics; at worst as good
as its operator. Inexperienced users can easity @¥D into Coloured Fluid
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Dynamics, presenting merely colourful images irgted advancing building
science and design. In other words, users needlke sure that the simulation tool
can accurately represent reality and, secondly, tleed to know how to address
the inherent error sources.

The prediction of indoor airflow by CFD usually ied on the following
fundamental equations [190]: the equation of caityn (Eq. (4.1)), one
momentum equation for each coordinate direction (EQ-(4.4)) and the energy
equation (Eqg. (4.5)). Note that the shown equatapy to incompressible flow
[191]. After all, air — a compressible medium indee behaves like an
incompressible fluid at low speeds or more spaliifat Mach < 0.3 (i.e. the fluid
velocity remains smaller than 0.3 times the spdexbond in the fluid). Moreover,
these equations are much alike. The many commigsalitetween the various
equations enable to define one generalized forensthcalled transport equation
for property¢ (Eq. (4.6)). Most conveniently, this general fohighlights the
various processes and, what's more, it acts asaringt point for numerical
procedures. Replacingby the relevant quantities and selecting appraprialues
for the diffusion coefficienT" and the source terms leads to the specific forims o
Eq. (4.1)-(4.5).

did) =0 (4.1)
Alau) diou) = - + div{u gradu) + S, (4.2)
ot ox
A0, () = -2 + iy grac) ¢, 43
ot oy
—a(a‘:'v )+ div{ona) = —% +diviu gradw) +S,, (4.4)
a(gtCT) +di{pcTh) = div{} gradT)+S, (4.5)
@ +div(ogi) =diI" gradg)+ S, (4.6)
term 1: term 2: term 3 term 4
rate of increase net convective rate of increase rate of
of ¢ of fluid + flowrate ofp = of ¢ due to + generation ob
element out of fluid diffusion due to sources

element
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The solution of the above differential equationsnass, momentum, energy
(and other scalars) poses two problems. Firstlptred convective terms of the
momentum equations contain nonlinear quantities.the second place, the
equations are coupled: the velocity componentsappesvery equation. Because
of this, an approximating numerical method is nsags This starts with a
mathematical model and comprises, among otherghmgliscretisation technique
(e.g. finite difference, finite volume, finite elemt), a numerical grid (e.g.
structured, block-structured, unstructured), firafgproximations (e.g. in a finite
volume method the methods of approximating surtaoeg volume integrals), a
solution method (usually iterative techniques) aotivergence criteria for the
iterative method. Numerical errors originate frohe thumerical solution of the
mathematical equations: i.e. programming mistages)puter round-off, iterative
convergence and spatial and temporal discretisatidrare usually the subject of a
verification procedure. The largest contributorntamerical solution error is the
one caused by inadequate grid resolution [61, 193]. Meanwhile, for many
phenomena (e.g. turbulence, combustion and musigfiaw) the exact equations
are either unavailable or a numerical solution @ fleasible — necessitating the
introduction of simplified models. As a result, @sgptions and approximations in
the mathematical representation of the physicdllpro (e.g. geometry, turbulence
models, boundary conditions) and incorporation oévipus data (e.g. fluid
properties) introduce the so-called modelling erroand corresponding
uncertainties. In response, a validation procesdles to identify and eliminate
modelling errors. For all that, previous studieg;hsas the IEA Annex 20 project
[194], identified as key modelling error sourcesbullence modelling and the
description of the air supply opening(s).

The computational domain, e.g. a room, is dividatb idiscrete parts —
altogether constituting the grid — while the diffietial equations are transformed
into discretised equations formulated around eadt @ntity. In theory, the
discretisation error approaches zero as the gr&blugon reaches infinity.
However, this is at the expense of computationat. cbherefore, CFD operators
aim for the ‘necessary’ resolution. Numerical ditiation schemes — i.e.
assumptions about how the variable varies betwhkengtid points — help to
economize on grid resolution, but cannot bridge @wvereasing dimensions. As a
consequence, CFD users preferably demonstratettibatliscretisation error is
sufficiently small — at least for the investigatetiable. Unfortunately, there is no
formal way of estimating errors introduced by ingukgte grid design for a general
flow, despite of ambitious initiatives of e.g. Casend Wintergerste [193] and
Franke et al. [61]. An even bigger challenge —Hoth software developers and
users — is turbulence modelling. LES, which sinaddhe large motion scales, is in
principle superior to RANS modelling wherein traogpterms are treated
empirically. However, looking ahead at (extensipajameter studies in research
and rapid building design, RANS takes advantageit®f faster execution.
Moreover, interest of building research and designally lies more in mean
properties, as in RANS, rather than instantaneofieva information provided by
LES [195]. Unfortunately, only few RANS turbulencedels apply to an enclosed
environment [195]. As a result, many studies evelliathe generality and
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robustness of turbulence models for various indddtow scenarios (e.g. [194,
196, 197]). Besides, not all turbulence modelseaygally suited to predict flow
near solid boundaries — as discussed in the inttodu chapter of underlying
work. This connects with the final important souoferror: that is, the description
of the boundary conditions. It is not an easy taskandle all the boundary
conditions with a high level of accuracy. Espeyi#ie air supply opening(s) may
cause problems. Directly simulating all detailsttie diffuser design demands a
high grid resolution, augmenting the computationebst significantly.
Nevertheless, simulating air terminal devices aately takes priority. After all,
the momentum flow from the air supply often dom@sathe indoor airflow —
particularly in case of night cooling. Consequentlyjumerous researchers
intensively looked for apt approximations and sifigations of air supply
geometries. Going on these foregoing studies, wtikes [61, 193, 198] put
forward absolutely necessary guidelines.

Unfortunately, as most studies looked at point aldés, these general
recommendations do not necessarily apply to othtxgral) variables, such as the
convective heat flux. For example, in validatingngiified diffuser modelling
methods, Srebric [199] relied solely on velocitgmperature and concentration
profiles. In response, underlying chapter interedserify the impact of the CFD
simulation approach on the predicted convectivet lflea. This is considered
necessary, before analysing by means of CFD tlaiaelbetween room/system
design and night cooling performance — as discusisdtie next chapter. This
chapter starts with a literature survey which gioés detail on aforementioned
sources of error and uncertainty. This review digtuattempts to distil the
advisable simulation approaches — at least fofitlite volume method on which
most commercial CFD software packages rely. Thesement CFD study tries
out the various approaches, mainly looking at tliece on the predicted
convective heat transfer. Readers interested ire mar numerical methods are
referred to Ferziger and P&rj200]. Next to this, the work of Patankar [167]
proves particularly helpful to novices: it explaissveral numerical techniques
from a physical point of view. Finally, the textddoof Versteeg and Malalasekera
[190] acts as a reference for underlying study., Kostudies the finite volume
method on which Fluent [201], i.e. the softwareduigethis study, builds.

4.2 On the simulation approach

4.2.1 Gridresolution and quality

Prior reduction of all other numerical errors

On the assumption that software developers verifieit codes and, thus, make
high-quality software available, the responsibifity solution verification of every
simulation is left with CFD users. Next to thisets should be able to enter input
data and extract output correctly. Consequentliytiso verification focuses on
limiting the remaining numerical errors: i.e. egalue to computer round-off,
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incomplete iterative convergence and spacef/timeratisation. First of all,
choosing double precision calculation reducesahed-off error. To put it another
way, doubling the number of bits of memory for eacimber (64 instead of 32)
sharply improves the accuracy. Moreover, doubleigi@n calculation results in a
possibly lower level out of the residuals (i.e. miy@s over successive iterations) or
of the mass/heat/concentration imbalance in edthndgch are helpful in judging
gualitatively iterative convergence — a seconda®mof numerical solution error.

As directly solving the nonlinear algebraic systefrequations is too costly,
CFD relies on iterative methods. Consequently,gtapthe iteration process too
soon introduces a significant iterative convergeacer. Often this concurs with
high residuals/imbalances. Studies like [202, 208hfirm that the residual
reduction tracks well with the actual iterativeoerfor a wide range of nonlinear
problems in fluid mechanics, but the residual defins and suggested bounds can
be misleading for some cases. For example, stafriimy a good initial guess of
the flow field may lead to a large scaled residoalthe continuity equation: after
all, the initial continuity which is used for saaj, is very small [201]. Or small
time steps and/or relaxation factors possibly tésigmall solution residuals while
the iterative error is large [200]. Therefore, st good practice to check also
property conservation. Fluent [201] postulates thatet imbalance should be less
than 1% of the smallest flux through domain boupd&fowever, experience
indicates that this goal can be too severe: eegcdinvective heat flux at the ceiling
of a room with strong thermal stratification is hgigly small and is, therefore, of
no account. Furthermore, it is requisite to judgenvergence of physical
(integrated) target quantities with iteration anei, such as the convective heat
transfer at a surface. This convergence error amertainty estimate relies on
graphical or theoretical approaches and dependsthen type of iterative
convergence: oscillatory, convergent or mixed taoity/convergent. In particular
Stern et al. [204] lucidly explain the graphical thasls. For oscillatory
convergence, the maximum and minimum values — edsbly two — provide an
uncertainty estimate. For convergent iterative eogence, the difference between
the value and an exponential curve-fit for a latgeation number applies. Finally,
mixed oscillatory/convergent iterative convergeneeessitates the determination
of the amplitude of the solution envelope. Theosttiestimates of the iterative
error are presented in e.g. Ferziger and¢éH2€0, 205] and involve estimation of
the principal eigenvalue of the iteration matrixa—procedure which is not
necessarily straightforward. Nevertheless, only nwiiee computer round-off is
reduced and the iterative convergence level isfaatory, CFD users can assess
the final and most important sources of numericabre spatial and temporal
discretisation [61, 193].
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Variety of grid conver gence assessment procedures

Last-mentioned errors correspond to the differdmteveen the exact solution of
the basic partial differential equations and thenexical solution obtained with
finite space and time discretisation. Actually #rerrors make up each
discretisation error [206]. The truncation errowhich gets often mixed up with
the discretisation error — is the difference betwee partial differential equation
and the discretized equation. Further, the disgemiror terms cause oscillations
in the solution while dissipation error terms snioout gradients. Steady-state
simulations suffer from the spatial discretisatiemor alone while for transient
ones, the governing equations must be discretisbdth space and time. Note that
especially for time-dependent flows the time stiep & strongly coupled with the
grid size: finer grids necessitate smaller timester higher-order discretisation
schemes [193, 207]. Yet, in principle, both spaue time discretisation errors are
part of every indoor airflow simulation. After alhdoor airflows are physically
time-dependent — but possibly statistically stesidye — and, as a consequence,
necessitate time-dependent simulations [193]. $tsade or even transient
simulations with a large time step size often taitapture important flow features
and, therefore, mimic unphysical steady behavidativating time dependence is
also particularly useful when attempting to solteady-state problems which tend
towards instability (e.g. natural convection proble which the Rayleigh number
gives the strength of the buoyancy-induced flowglise to the transition region
[201]). Overall, similar directions apply to botpage and time discretisation; even
the same error estimation techniques can be usagdev¢r, in particular the space
discretisation error relies on an additional parf@methe grid quality, which
includes the topology of the grid cells and theritigtion of them. Because of this
extra parameter, discretising the computationatespato a suitable grid requires
substantially more effort than just looking for apt time step size [191].
Therefore, the following discussion focuses on eéher introduced by the grid.
Where relevant, the text refers to the time dissa#&on error.

A grid which does not introduce too large erroeststwith a high grid quality.
After all, optimizing the grid with a given numbef grid points can lead to a
similar or even higher accuracy than systematicefiying a non-optimal grid. As
a matter of fact, the performance of the discrétinaschemes heavily depends on
the topology of the cells, in particular the cgjpe, the skew and the aspect ratio.
For example, maximum accuracy of the diffusive fisbonly possible when the
line connecting two neighbouring control volume tces is orthogonal to the cell
face and passes through the cell-face centre: gotiadity increases the accuracy
of the central-difference approximation used [20Uiis partly explains why works
like [193, 200, 208] suggest using quadrilateraddmedral (2-D/3-D) cells near
boundaries — i.e. where diffusion becomes impartahe ability of this type of
cells to easily adjust in accordance with the meali- turbulence model
requirements only confirms their superiority neaalls« Also prismatic cells
possess these features and, as a consequenckpwee aear boundaries in case
tetrahedral cells make up the rest of the 3-D {2@P]. However, even farther
away from boundaries, quadrilateral/hexahedrak qadirform well — even though
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such grids require far more cells than an equivaiéh triangular/tetrahedral cells
[201, 210]. Not only they introduce smaller trunoaterrors, they also induce a
better iterative convergence [193, 211]. Once CBBrsihave defined the type of
cells in the computational domain, they should kiepskew and the aspect ratio
of the cells within bounds and avoid rapid charigezll volume between adjacent
cells [61, 193, 201]. In general: aspect ratiosukhte lower than 5:1, optimal
quad/hex cells have bounded angles of 90° anckttrizells are preferably
equilateral. Further, the expansion ratio betwego tonsecutive cells should
usually stay below 1.2-1.3 [212, 213] — except wheégher-order numerical
schemes are used [214]. Fortunately, these recodatiens are not equally
stringent throughout the computational domain, Wtielps to economize on the
grid resolution. For example, cells with a high extpratio can be tolerated in
benign flow regions but can be very damaging iniomg with strong flow
gradients (e.g. shear, mixing) — except for bountiayrers. The drawback is that —
as previously mentioned — coming up with an aptridigion can make grid
generation alone time-consuming.

What are obviously missing are recommendations tfier necessary grid
resolution — just as for the time step size. Asaiten of fact, putting forward a
proper resolution, in advance, everywhere, is irsiptes, as it depends on the flow
problem set [215, 216]. Only for the grid resolatioear walls, some rough
estimates are available. These are particulariyflielo judge whether or not the
near-wall grid resolution is enough to resolverehtithe boundary layer — i.e. the
way to go in predicting convective heat transfe@4fF1109] (see introductory
chapter of this work). First, the dimensionlessatise of the wall-adjacent cells to
the walls y enables to check the location of the first nodayafiom the wall. This
y* value is preferably in the order of one. Howewggher values up to four or five
are acceptable: the first node is still well inside viscous sublayer. Secondly, the
turbulent Reynolds number R€q. (4.7)), function of the distance to the wall
the turbulence kinetic energy k and the kinemascosityv, indicates whether the
flow in the wall-adjacent cells is in the viscosé#ffected region or in the fully-
turbulent region. This Reshould not exceed 200. Only then, at least tels aed
found in the viscosity-affected near-wall regiorhieh enables the CFD program
to resolve correctly the mean velocity and turbutgrantities in that region.

Re, = %I/F 4.7

Because of aforementioned hiatus, CFD users piadfereely on time/grid
convergence studies which enable to estimate theertainty due to the
discretisation error in retrospect. As a conseqeeragsearchers (have) put a lot of
effort in (re)developing so-called a posteriori huets. In particular extrapolation-
based error estimators receive attention as tligpgequally applies to different
discretisation techniques (finite-difference, fnitolume, finite-element). For this
reason, they replace another important set of @epos methods, i.e. finite-
element-based estimators. After all, only by comsitile additional effort, last-
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mentioned group of error estimators apply to disgméon techniques other than
finite-element (e.g. [217]). The work of Roy [21Bfesents a more detailed
discussion on examples of finite-element-basednestirs. Another advantage of
extrapolation-based error estimators is that thgglyanot only to local flow
variables (e.g. point-by-point velocity) but alsoderived integral quantities (e.g.
convective heat flow). Supporting the above viewderlying work intends to
cover only extrapolation-based error estimatorterhture actually indicates two
approaches: order extrapolation (p-extrapolatiom) Richardson extrapolation (h-
extrapolation). The first method requires numerisalutions for the same
discretisation level (time step size/grid resolofibut with discretisation schemes
having a different formal order of accuracy to abta higher-order estimate of
target quantities. Setting this estimate against ¥hlues obtained from the
numerical solutions leads to an error estimate floe respective grids.
Unfortunately, order extrapolation necessitatesaaded solution algorithms to
obtain higher-order numerical schemes, which ifscdit to code and expensive to
run [215]. Therefore, most popular approaches wly comparing numerical
solutions of different discretisation level, i.ecRardson extrapolation (RE) [218,
219]. The idea behind (standard) RE is to comhine deparate discrete solutions
on two different grids, so as to obtain an err¢ingste. The discretisation scheme
is typically second-order accurate and the mestefised or coarsened twice.
Contrary to this, the so-called generalized REwbich the bulk of the currently
used approaches build, incorporates higher-ordaurate schemes with solutions
on meshes which are not necessarily different fagtar of two.

RE comes about as follows. For a smooth functien,one with derivatives of
all orders, a Taylor series expansion relatesdhgisn to the discretised equations
fx and the solution to the original partial diffeiahequations ., (EQ. (4.8)):

fk = fexacl + g p thp + O(hkp+1) (48)

where h is a linear measure of the time step/grid elens&z@ of discretisation
level k, p is the order of accuracy andeguals the coefficient of th& prder error
term. The big-O notation indicates that the highreler terms are insignificant and,
thus, the numerical solution is in the so-calleghgstotic range. This means that h
is sufficiently small so that p ang gre virtually independent of.hHowever, in
reality CFD users have to be satisfied with sohgimear the asymptotic range.
This implies that the observed order of accuracthefsolution is not necessarily
equal to the formal (theoretical) one of the usedrdtisation scheme and, thus,
this p needs to be estimated alongsidg:fand ¢. Therefore, at least three
solutions of different discretisation level are eggary. These discretisation levels,
designated fine (k=1), medium (k=2) and coarse )kredate to each other by a so-
called refinement ratio r (Eq. (4.9)).

21 (4.9)

g =E,I’32=
h

|
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Now, expressions similar to Eq. (4.8) for the thsstutions yield the absolute
discretisation errogp of the respective levels (Eq. (4.10)-(4.12)) dmeleéstimated
order of accuracy p (Eqg. (4.13)). Readers inteteste¢he formula deduction are
referred to the work of Franke et al. [61]. Notattthe emphasis lies on the error,
not on the estimated exact value. After all, théragrolated solution is not
conservative in the sense of maintaining consematroperties [220].

f,—f

ng = f1 - fexactl:| rzpl_i (4-10)
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Eq. (4.14), which relies on the first three of di®ve equations, enables to check
whether the solutions are in the asymptotic rangeother more stringent
condition to apply RE is that the solutions shdauddmonotonically convergent. As
a matter of fact, the ratio of the solution chanBegf,-f,).(fs-f,)™* discerns three
behaviours: monotonic convergence, oscillatory bielm and divergence. For
better understanding Figure 4.1 explains the stibjedter graphically. Here, it is
assumed that the exact solution is known and ataoingefinement ratio applies.
Starting from the numerical solutions on the fimel amedium discretisation level,
the figure indicates the intervals of the numerisalution on the coarse level
corresponding to different solution behaviours. ddgent behaviour simply shuts
the door on error estimation and indicates thatgmoved simulation approach is
necessary (e.g. prolongation of the iterative datimn, higher grid resolution). For
oscillatory behaviour, the solutions display ostiins which may be erroneously
identified as monotonic convergence or divergemaeparticular Coleman et al.
[221] put — at Celik and Karatekin’s suggestionJR2 a caveat against this
inconvenience, but suggest in another work [204} ko get round it. The upper
and lower bounds of solution oscillation, which aerived on more than three
grids, are assumed to provide a rough uncertaistynate. This estimate of
uncertainty then equals half of the solution rangeich is defined by the upper
and lower solution.
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Figure 4.1: Fundamentals of solution behaviour

The above discussion already revealed some ofatheefiching limitations of
generalized RE, which may be criticized. First,eothources of error like round-
off or incomplete iterative convergence really neetle small as the extrapolation
tends to amplify them [220]. Secondly, Oberkam@32224], amongst others,
casted doubt on the assumption of smoothness. I8iiigs, discontinuities and
buckling are common in complex models, where migltgpace and time scales
may be important and strong nonlinearities may tesent. The question how
these possibly insufficiently resolved regions ictpapon the discretisation error
in more accurately resolved parts of the computatidlomain keeps researchers
busy (e.g. Babuska et al. [225], Oden et al. [2ZB}jrdly, having all three grids
close to the asymptotic range requires large coatipn@l resources [220, 223,
224]. After all, it happens more often than one higxpect that only a single grid
resolution at the limit of the available resouriseable to resolve an important flow
structure. An error estimate is then impossibleweler, an alternative refinement
ratio can sometimes offer a way out. Unfortunattig, researchers in question are
at sixes and sevens on this subject. A refinensitt approximating unity renders
too small solution changes while a large ratio mguunrealistically high grid
resolutions. Ideally, the refinement ratio equels.tThis is the lowest value which
does not require interpolation, but it is often tl®manding. Ferziger and Reri
[200] suggested a minimum increase of 50% in eadndinate direction. Stern et
al. [204] stated r= while Roache [220] has proven that even 1.1 sesfifor
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simple grids. Further, using only two grids to getind the condition that the
numerical solutions need to be in the asymptotigeaappears to be empty talk.
After all, the observed order of accuracy of thiutson usually differs from the
formal order of the discretisation scheme for aetgrof reasons — as discussed in
detail by e.g. Roache [220], Ferziger and PE00] and Oberkampf and Trucano
[227]: e.g. non-uniform grid distribution [223],sises with smoothness, solutions
still out of the asymptotic range [204]. Moreovire procedure fails in case of
small differences between the solutions on theesg grids. This might then be
an indication of oscillatory convergence or, ireraituations, it may indicate that
the exact solution is approximated [228]. In shdris not wrong to say that
generalized RE is far from perfect.

To account for the uncertainty due to the aboveofac Roache [229]
multiplied the Richardson-based relative errorneatée for discretisation level k
epk by a safety factor Fwhich resulted in the so-called grid convergeimciex
(GCI) (Eq. (4.15)). As such the GCI is not an emstimator, but rather — in the
words of Roache — ‘an error band in a loose sizdistense’.

GCl, = F, e | (4.15)

Originally, Roache recommendeg=B as this value apparently had the advantage
of relating any grid convergence study (any r apdbpone with a grid doubling
and a second-order method (r=2, p=2). Howeverpollg several applications
described in Johnson and Hughes [230], Roache [228Jed to readjust his safety
factor. A modest value of £1.25 appeared to be adequately conservative for
scrupulously performed grid convergence studiek thitee solutions. On the other
hand, for high-quality studies on two grids and-guality studies on three grids,
Roache retained &£3. The aforementioned quality labelling of suclidgs
depends on how good the observed order of accanatshes the formal one.
Further, Stern et al. [204] sought to broadenapplicability of generalized
RE. They had difficulty with Roache not statinganfidence interval for his GCI.
But, more importantly, analytical benchmarks regdahat Eq. (4.10)-(4.12) have
the correct form, but Eq. (4.13) estimates podnly erder of accuracy outside the
asymptotic range. As a matter of fact, the estichateler p approaches the formal
one g in an oscillatory fashion with a large ramjevalues. As achieving the
asymptotic range for practical geometries and d¢mndi is usually impossible and
more than three solutions from a resources pointest is undesirable, Stern and
colleagues came up with a correction factor whichoants for the effects of
higher-order terms outside the asymptotic rangf3t] they explain why they do
not rely on other approaches like the least squathod of Eca and Hoekstra
[232]. Issues of this last-mentioned alternativesaéety factors are the conflicting
requirement of solutions in the asymptotic rangd #re inability to distinguish
convergence from divergence. So, similar to Roacl&Cl, Stern et al. set the
uncertainty equal to the Richardson-based erromat times a now variable
factor R(C) (Eg. (4.16)). They actually refined Roache’sgio classification of
low- and high-quality grids. The correction factr which determines the safety
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factor F, indicates how good the estimated order of acguegproximates the
formal order, and, thus, how close the solutiorstarthe asymptotic range. Eq.
(4.17) expresses this relation for the fine grilitian.

€kc = Fs(C)q]‘er.k‘ (4.16)
P-1

C :rqu— (4.17)
r;—1

However, since Stern and colleagues launched thisept, they worked over the
definition of the variable safety factor severaids — often in response to criticism
of Roache (see e.g. discussions in [233, 234]R0@2, Wilson and Stern [235]
corrected themselves the ill behaviour of theirredion factor. For €1 the
original definition would only provide a 50% condidce level. They also
introduced a safety factor of 10% in the limit CAE a result, the factor of safety
equals 1.1 in the limit while, farther away, itdarly increases up to the low-
quality level of Roache (Eq. (4.18) and Eq. (4. Fyure 4.2).

F,=960fl-Cf +11 if |1-C|< 0125 (4.18)
F =21-C+1 if [1-C/> 0125 (4.19)

Later on, Xing and Stern [231] readjusted the gdfattor so that an overall 95%
confidence interval assumedly applies. The definitof Wilson and Stern [235]
provided an unreasonably small uncertainty estimdien C>1, compared with
those with the same distance to the asymptoticeréorgC<1. Therefore, the safety
factor of Xing and Stern increases more rapidly mvitlee estimated order of
accuracy exceeds the formal one (Eqg. (4.20) an@4E21L), Figure 4.2).

F,=2-075Cif 0<C<1 (4.20)
F = €05+ 075(T) [6052“: ?:'75@) if 1<C<?2 (4.21)

In the meantime, Logan and Nitta [236] showed thlaén the estimated order p
exceeds the formal one g, Roachesl25 is closer to the 68% confidence
interval than the preferred 95% and, as a consegueput forward another

variable safety factor definition (Eq. (4.20) angl &4.21), Figure 4.2).

F, =125f C<1 (4.22)

F=125C if C>1 (4.23)
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Comparing aforementioned suggestions of the sé&hetgr, reveals a large spread
and, thus, the strongly conflicting opinions ama@pgcialists. In particular the
guestion which factor of safety provides 95% caetfice, remains a point of
debate. However, going more into detail on the aggines is out of scope here.

4.0

--<---Roache
3.5 (1998)_low-
3.0 quality

—o— Roache
2.5 (1998)_high-

3m 20 ¢ quality

—o— Wilson and Stern
15 (2002)
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—— Logan and Nitta
05 r (2006)
0.0 ! : L

—o— Xing and Stern

(2009)
c()

Figure 4.2: Safety factors

4.2.2 Turbulence modelling

Closing the gap

In 1895 Reynolds made the first step towards thikkmewn Reynolds-averaged
(RANS) approach [237]. He suggested decomposing ieatantaneous scalar and
vector flow variable into a statistically averagedlue and superimposing a
turbulent fluctuation thereon. For example, theoeiy u falls into the time-
averaged velocity and the fluctuating velocity u’ (Eq. (4.24)).

u=u+u' (4.24)

Substituting this redefined velocity into the imgeneous x-momentum equation
(Eg. (4.3)) and taking the time-average, resulthéso-called Reynolds-averaged
x-momentum equation (Eg. (4.25)). This equationsigia of the terms of its
instantaneous equivalent and an additional terenRéisynolds stresses L ).

@ + div(pﬁﬁ) = —% +diu grad i) + S, + div(— pu'_a') (4.25)
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This extra term makes up the convective momentanster due to velocity
fluctuations — or, better, turbulence. Obviousiyigr equations apply to the y-
and z-momentum. Meanwhile, deriving the time-averaignsport equation for an
arbitrary scalar quantity produces similar extrabtlent transport terms.
Unfortunately, because of these time-averaging atjpes, the new set of
equations describing the flow is no longer closed this is where turbulence
modelling comes in. In other words, a turbulencedehds a computational
procedure to close the system of mean flow equatidxpressions for the
Reynolds stresses and the turbulent scalar trantspors account for the effects of
turbulence on the mean flow. Incited by the eanyt bmportant attempt of
Boussinesq [238] to mathematically describe thebulent stresses, many
researchers have come up with new turbulence madelmprovements. These
RANS turbulence models are usually classified #seeieddy viscosity models or
Reynolds stress models.

The eddy viscosity models build on a proposal at trery same Boussinesq,
his so-called eddy viscosity hypothesis [238]. Tarissumes that turbulent stresses
relate — whether or not linearly — to the mean sigfogradients, just as viscous
stresses do in laminar flows. Eqg. (4.26), in séedabuffix notation (i.e. i or j=1
corresponds to the x-direction, i or j=2 to theingction and i or j=3 to the z-
direction), depicts such a linear eddy viscositydeipfor incompressible flows:

o (o), o)) 2 1
pYY; —y{ o + o 3,0chIj wherek—zqui (4.26)

Here, i, stands for the turbulent or eddy viscosity, whiah,contrast to the
molecular viscosity, is not a fluid property. Rathi depends on the state of
turbulence, which varies from point to point, frditow to flow. The last term
involving the Kronecker delta; (equal to unity for i=j and zero for) is
necessary to make sure that the sum of the thmeeahstresses matches twice the
turbulent kinetic energy k (i.e. the total amouhtwbulent energy in the flow).
Allocating an equal third implies an isotropic asgtion for the normal Reynolds
stresses. Next to this, there is a parallel betviedulent transport of momentum
and turbulent transport of a scalar, such as heat;, a similar turbulent or eddy
diffusivity T relates the turbulent scalar transport terms ¢ gradient of the
transported scalar, forming an eddy diffusivity mlodrhe specific name of this
eddy diffusivity depends on the scalar in questieng. eddy temperature
diffusivity o in case of heat. Like the eddy viscosity, the ediéfysivity depends
on the state of turbulence. Because of this, thén maestion in turbulence
modelling shifts to the determination @f andT, at least at first. As a matter of
fact, most turbulence models rely for e.g. therimahsport on the Reynolds
analogy. This implies that the eddy temperaturtusiifity o, assumedly relates to
the kinematic eddy viscosity via the so-called turbulent Prandtl number(Bg.
(4.27)). Atfter all, the same eddy mixing transpdxtéh momentum and e.g. heat.
Obviously, similar assumptions apply to other scajaantities. As a result, an
eddy viscosity model only involves expressionsnesting the kinematic eddy
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viscosity. The commonly accepted idea is to refa¢ekinematic eddy viscosity
to the product of a turbulence velocity scaéland some turbulence length scale
(Eq. (4.28); cf dimension of is nt.s™).

V. _ U

Pr =Lt = t
e (4.27)
V'[ :;tzﬁlj (4.28)

The number of transport equations that are soleedufbulence determines the
complexity and, at the same time, a clear-cut ifleg8on of the linear eddy
viscosity models: zero-equation models — or algebmeodels — (e.g. Prandtl's
mixing length model [239]), one-equation modelg.(Spalart-Allmaras model
[240]) and two-equation models (e.g. standare rkodel [241], standard &-
model [242]). Nonlinear eddy viscosity models egtéime description of the eddy
viscosity with one or more terms that involve higbeder flow parameters (e.g.
cubic ke model of Merci et al. [243]) and§ models (e.g. kev? model of Durbin
[244]). Such models are, in contrast to linear eddgosity models, able to predict
anisotropy, but are usually not available in conuigsoftware like Fluent [201].
Yet, the eddy viscosity models suffer from some andimitations. First of all,
because the turbulent viscosity relies on flow-ggetheoretical or empirical
relations, there is no universally valid turbulemaedel which performs well for
all classes of flows. In the second place, modiulence models apply to high-
Reynolds number turbulent flows. In other wordsb® valid in the near-wall
region where low-Reynolds numbers are pervasivesh smodels require
modifications (see introductory chapter of this korFinally, the linear eddy
viscosity models assume the turbulent viscosity, ahds, turbulence to be
isotropic, which is usually not the case.

More advanced RANS turbulence models which autaaldti account for
turbulence anisotropy are the Reynolds stress modisilo known as second-order
or second-moment closure models [245]. Basicallichsa model closes the
Reynolds-averaged Navier-Stokes equations by gplvansport equations for the
Reynolds stresses, together with an equation fertahbulence dissipation rate.
Thereby, it promises to give more accurate predisti for complex flows,
including strong streamline curvature, rotationjrsand rapid changes in strain
rate. However, because of the still uncertain eszoassumptions and its
considerable additional computational expenseriéep itself out of the market,
certainly for building applications such as thedga part of this thesis. Only when
the flow features of interest result from the atiigoy in the Reynolds stresses, the
use of a Reynolds stress model justifies the edxdraputational cost: e.g. cyclone
flows, highly swirling flows in combustors.
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Different flavours of two-equation eddy viscosity models

The two-equation eddy viscosity models are the rpogular RANS models in
building design, and by extension engineering appbns. After all, such
turbulence models balance computation effort withut®on accuracy. Two-
equation models require more computation effont thlgebraic and one-equation
models do, but they do not use an algebraic expresssed on geometrical
conditions to compute the eddy viscosity [246]tdas, they relate the kinematic
eddy viscosity, (m”.s) to the turbulent kinetic energy k ts®) (which gives the
turbulence velocity scal®) and some second turbulent quantity (which pravide
the turbulence length scadeeither direct or in combination with k). Preciséhe
definition of this last-mentioned quantity subdiddthe two-equation models.
Most models use either the turbulent dissipatiate & (n’.s® (Eq. (4.29)) or
the specific turbulent dissipation rate (s*) (Eq. (4.30)), also known as
turbulence frequency. Theequation is usually derived from the modelled k-
equation by dimensionally mappimgonto it (with added constants and damping
functions). Deriving an equation fes is done based on reasoning from the
equationm is then thought of as the ratiosfo k [246].

2

v~ (4.29)
I3
k

Ve ~ Z) (430)

To date, there is an increasing number of two-éguaddy viscosity models. Yet,
a limited number of models is sufficient to exerfypland compare nearly all
existing two-equation models, at least on a thesadelevel. Amongst others, Patel
et al. [108] Sarkar and So [247], Wilcox [248] @B dberg [246] have written in-
depth analyses on this. Underlying work, by comtraserely sketches the two-
equation turbulence models in broad outlines.

The standard k-model of Launder and Spalding [249] is the mostelyi used
and validated turbulence model. Yet, this is nopsse. The model performs
particularly well in confined flows where the Reja® shear stresses are most
important; and this includes a wide range of flomith (industrial) engineering
applications [190]. After all, the constant,Gvhich relates the kinematic eddy
viscosity directly to ke in Eq. (4.29), and the model constants in thespart
equations for k and: rely on experiments with air and water for (sim)ila
fundamental turbulent shear flows, i.e. channelfiglate flow [250]. However,
its poor performance for more complex flows, sust{lg some unconfined flows,
(2) flows with large extra strains (e.g. swirlifgvis), (3) rotating flows, (4) flows
driven by anisotropy of normal Reynolds stresseb @) low-Reynolds number
flows [190], made researchers come up with modifica. Especially the RNG k-
¢ model developed by Yakhot and Orszag [251] haaci#id interest. These last
researchers applied a mathematical technique cateatmalization group (RNG)
to derive their own k- model variant. This RNG procedure systematicaltgré
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out small scales of motion from the governing eignatby expressing their effects
in terms of larger scale motions and a modifiedaggty. As a result, the RNG&-
includes the following refinements. The constantth@ production term in the
RNG modele-equation now contains a strain-dependent corredgom which
makes the RNG k-model fit for flows that experience large ratesieformation
[190]. Secondly, the scale elimination procedurthenRNG theory brings about a
differential equation for turbulent viscosity. Thisodified definition allows to
include low-Reynolds number effects which are psme in indoor airflow
applications. Yet, effective use of this featureessitates an appropriate treatment
of the near-wall region [201]. Furthermore, the Ri@ory provides an analytical
formula for turbulent Prandtl numbers, while thenstard ke model deploys user-
specified constant values. For that matter, all dng of the remaining model
constants rely on the RNG procedure, instead oéxgerimental data. Another
improved ke model variant is the realizable model of Shihle{2b2]. It differs
from the standard version in the determination pfn@ich relates the kinematic
eddy viscosity directly to%™ in Eq. (4.29) and in the transport equation far th
dissipation rate. First, making ¢Ca function of the mean flow (mean deformation)
and the turbulence (k) guarantees the ‘realizability’: the model saéisfparticular
mathematical constraints on the Reynolds stressesjstent with the physics of
turbulent flows (i.e. positivity of normal stressasd Schwarz inequality for shear
stresses, see Fluent [201]). Secondly, the new Inegdiation for dissipation rate
which now lacks the Reynolds stresses [250], deidls the so-called plane jet-
round jet anomaly of the &model: the standard &model predicts the spreading
rate of a planar jet reasonably well, but overeati® the one of a round jet. All in
all, the realizable k-model, just like the RNG k-model, better predicts flows
with strong streamline curvature, vortices andtirata[201]. Yet, the above &-
models are not apt for wall-bounded flows becahsg were originally developed
for flow in regions somewhat far from walls. Onenegly is the use of semi-
empirical, logarithmic wall functions which bridghe viscosity-affected region
between the wall and the fully-turbulent region.wdwer, this wall function
approach fails when low-Reynolds number effectsidate the flow domain and
high three-dimensionality occurs, as is usually tase with airflows inside
buildings [104-109]. A better way is to apply theotlayer approach. In this case,
the ke model resolves the turbulent core region of toevfand a low-Reynolds
number model like the one-equation Wolfstein mof®&3] takes care of the
viscosity-affected region. This last low-Reynoldsmber model solves one
transport equation for turbulence, i.e. for thebtent kinetic energy k, while it
determines the turbulence length scale using aebedir expression which
includes a wall distance-based turbulent Reynoldmber. Damping of the
turbulent viscosity then accounts for the influentéhe wall on turbulence.

The second important group of two-equation eddgodiy models relies on
the kw model, first conceived by Kolmogorov [254], latextended (for low-
Reynolds number effects, compressibility and shkav spreading [201]) and
popularized by Wilcox [242]. In these models, theyeviscosity is simply equal to
ko (Eq. (4.30)). Yet, authors like Zhai et al. [198port that only few applied
the kw model for indoor airflow applications. As a mattérfact, the ko model,
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unlike the ke model, performs particularly well close to waltajt is sensitive to
the free stream values af [61, 255, 256]. In response, researchers like bfent
[257] suggested blending the robust and accurateulation of the ke model in
the near-wall region with the free stream independeof the ke model in the far
field. This results in a so-called Shear Stressngpart (SST) ke model.
Practically speaking, its blending function equatte in the near-wall region, so
that the standard &-model runs, and zero away from the surface, waativates
the ke model (which is actually converted into askformulation). Thereby, the
SST ke model usually performs better than the standarsiore [61, 201].

Usability of linear eddy viscosity models

Obviously, theoretical considerations like the oabeve are not enough to judge
the applicability of turbulence models to — in tlse — various indoor airflow
applications. By contrast, simulation studies givenore decisive answer. One
early but concerted research effort is the IEA An@® project [194]. This
international joint venture of (now) illustrioussearchers like Qingyan Chen,
Alfred Moser and Peter Nielsen aimed at, among rothengs, a thorough
evaluation of the performance of complex and sifieli airflow models in
predicting indoor airflow patterns. Some of thetjpgrants (e.g. Chen [258],
Tjelflaat [259]) tried out a turbulence model othiean the standard &model and
noticed a profound influence of their choice onigwhermal airflow pattern. Yet,
only follow-up studies, performed by themselvesgirthassistants or other
researchers, sketched a more general picture. Nytnoore turbulence models
were tested, but also various convection regimee wassed in review. Recently,
Zhai et al. [195] started reviewing the latest depments of the major turbulence
models and their application in indoor airflow mblidg. These authors especially
looked for applications with validation data and/oomparison of several
turbulence models. Unfortunately, they failed toivde sound guidelines on which
turbulence model to use when. After all, factorgdoel the turbulence models
themselves (e.g. numerical method, judging critersr skills) often obscured the
results. The description of most works is not detbénough to pinpoint the causes
of the differing results. Therefore, Zhai et aledr to descry the most popular
turbulence models in indoor airflow modelling. Thewealed that especially the
RNG k€ model of Yakhot and Orszag [251], the SS® kaodel of Menter [257]
and the %-model of Durbin [244] conciliate solution accuyawith computing
time. In a follow-up study, Zhang et al. [197] tieut these popular models in a
series of benchmark experiments, of which each cmmeesponded to a certain
convection regime (natural, forced, mixed and gjroatural). As expected, their
results confirmed the observations of Zhai etratekms of solution accuracy, the
RNG k€ model of Yakhot and Orszag [251] and the SSi# kodel of Menter
[257] came close to thé-¥ model of Davidson et al. [260] and the RSM maafel
Gibson and Launder [261]. However, the RN@ kodel of Yakhot and Orszag
and the SST ks model of Menter required two to five times lessnpatation
time. Obviously, repeating the literature reviewZbiai et al. [195] is of little use.
Yet, rearranging the discussed (and the few newg)icgtions according to the
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convection regime might better tie in with the wofkZhang et al. [197]. Table 4.1
lists some of the works which tested turbulence etsodor either a natural
convection, mixed or forced convection regime. Hgrahe overview indicates
which turbulence models the cited authors havedesthich turbulence model(s)
they preferred and the quantity(ies) of interestclearly highlights that the
reviewed works chose for natural convection théawds of the ke model, i.e. the
RNG k- model (2-eq. RNG k) and the realizable &model (2-eq. rle), instead

of the standard version (2-eq. §k-In case of mixed and forced convection, the
RNG k< model is again on top. In other words, taking tited works (which
usually rely only on point variables) for grantéide RNG ke model is always a
cut above. This ties in with the conclusions of €hed Zhai [262] and Zhai et al.
[195]. Note that also the SSTdk-seems promising, but more test cases are
necessary.

Table 4.1: Recent applications of RANS turbulenodets in indoor airflow modelling

Reference Preferred Other Interest
- Chen and Xu [263] sk- own 0-eq. Airflow
S Sharif and Liu [264] sks LRN k-g Airflow
& Walsh and Leong [265] sk- RNG ke, Heat transfer
g RSM
©  Yang [266] ske/ Airflow rate
g RNG k<
© Van Maele and Merci [250] rk- sk Airflow
Z Craven and Settles [267] RNGek- Airflow
Voigt [268] ske/ sk-o, Airflow
- LRN k-¢ SST ke
© Rouaud and Havet [269] RNGek- sk, Airflow
S RSM
é Posner et al. [270] laminar/ sk, Airflow
o RNG k<
® Susin [271] ke> sk, Airflow
S RNG ke
L caoetal. [272] SST kr Airflow
Chen [196] RNG le sk, Airflow
LRN sk,
2-layer ke,
2-scale ke,
S Chen[273] RSM sk Airflow/
B heat transfer
g Loomans [274] RNG k/  ske Airflow/
3 LRN sk heat transfer
15 Costa [275] LRN ke 8 LRN k€  Airflow/
'é [276] heat transfer

Yuan et al. [277, 278] RNG &- Airflow
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Gebremedhin and Wu [255] RNGek- sk, Airflow/
LRN sk, heat transfer
sk-m,
RSM
Sekhar and Willem [279] RNG &- Air quality
Nahor et al. [280] sk- Airflow/

heat transfer/
mass transfer

Zhang et al. [281] RNG k- Airflow
Zhang and Chen [282] sk- Airflow/
Air quality
Stamou and Katsiris [256] SSTek-  laminar, Airflow
5 sk,
B RNG k<
% Kuznik et al. [283] sko rk-g, Airflow
8 RNG k=,
3 SST ke
.g Rohdin and Moshfegh [284, 285] RNGk- sk, Airflow
rk-g

4.2.3 Diffuser modelling

Annex 20: amajor step forward

The airflow inside and near an air supply diffuseoften complex because of e.g.
perforated plates, dampers and guide rails insidaliffuser. Calculating the flow
inside such a diffuser and in the ventilated ro@woessitates a large number of grid
points and, thus, significant computational resesir¢286, 287]. In response,
numerous researchers (have) put a lot of effortlériving to what extent the
diffuser description can be simplified. All modelsly on the strong upstream
influence in the first part of the flow. Again IEAnnex 20 [194] contributed
strongly to the diffuser model development. In teeades to follow, researchers
kept on working on the diffuser type then used.itaky, this literature review
explains the diffuser models by taking the Annexd#ffuser as an example. Yet,
the study also briefly discusses similar works threpdiffuser types.

The HESCO nozzle diffuser used in Annex 20 consis&! round nozzles that
are arranged in four identical rows in an area. d1® x 0.17m. The flow direction
of each nozzle is adjusted with an angle of 40° arpw (Figure 4.3). Such a
complicated diffuser proves particularly difficulb model (Figure 4.4). The
velocity in the nozzles is quite high (3.68M),sbut decreases rapidly due to
intensive mixing of the small jets. At 0.10m awayn the diffuser, the maximum
velocity only comes to approximately 1.5th(&igure 4.4(a)). Then, the combined
jet impinges upon the ceiling where a pressureeas® counterbalances the
upward momentum force of the jet. From this stagnarone, the jet spreads
below the ceiling to all directions; also to thepap left corner where a
recirculating zone comes into being (Figure 4.4.(b)
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—

@ (b)
Figure 4.3: (a)_Picture and (b) section of the HE3@ozzle diffuser [288]
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Figure 4.4: The observed flow field near the difiyga) at the symmetry plane and
(b) just_below the ceiling. (b) only shows halftef symmetrical room [288]

Simplified geometrical model

The simplified geometrical model (SGM) approximattes openings to simplified

alternatives with a reduced area — mostly the ®ffearea, i.e. the net area utilized
by the air stream in passing through the diffusgtflav. Usually single values

apply to the respective parameters (like velodigynperature, concentration and
turbulence intensity) defined at this supply opgnifthe air supply velocity is

calculated from the mass flow rate and the effectwea (which is hard to

determine as it depends on, among other thingsaitfiew rate [286, 289]). The

other parameter values rely on measured data arhitearily chosen. In the IEA

Annex 20 project, Heikkinen [288] first representkd HESCO nozzle diffuser as
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a single rectangular opening, located in the cemtfethe diffuser, with
approximately the same effective flow area, aspatid and velocity direction as
the real diffuser (Figure 4.5(a)). He found thais tmodel could qualitatively
recreate the airflow pattern under isothermal domti. However, because of the
limited spreading of the jet, the predicted velpdével outside the centre plane
was higher than the measured one. For that sarsemeBwert et al. [290] found
unacceptably high turbulent kinetic energies in dloeupied zone. In response,
Heikkinen increased the aspect ratio, but now théngnin the core region and the
jet penetration were overestimated even more bedhesjet was thick at its start.
Also this model could not capture the loss in motmendue to underpressure in
the area between the nozzles. Therefore, the abotrers suspected that both
models comprising only one diffuser plane wouldkaly yield satisfactory results
for other diffuser types. However, Heikkinen commaghon this: ‘the different
codes used in Annex 20 influenced the results dmd grid resolution was
insufficient in the jet region, which without doubnited the reliability of the CFD
results.” Within the same international projecte@land Moser [291] transformed
the proposal of Heikkinen into 12 or 84 rectangudats, having the same total
effective area as that of the 84 round nozzlesu(Eigt.5(b)-(c)). These models
scored better, but the predicted velocity proféé8 did not satisfactorily match
the experimental data. Moreover, for non-isotherft@ks, both the simplified
geometrical models of Heikkinen and Chen and Mekewed poor performance:
the computed air temperature was about 1°C lowen tthe measured value.
Again, a limited grid resolution, especially neallw, limited the authority of their
studies. Later Emvin and Davidson [292] extendedwlork on Annex 20: they
concluded that the SGM would give a long penetnalémgth in case of diffusers
with small diffuser areas. Similarly, Nielsen [298]ggested using the simplified
geometrical model for the special situation whehe supply area is large
compared with the other dimensions — as adoptesbimg of the authors to come.

Figure 4.5: Simplified geometrical model of the HEBnozzle diffuser with
(a) the same effective area, (b) 12 slots and 4c318ts [291]
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Djunaedy and Cheong [294] applied five models basethe SGM approach
for describing a square four-way diffuser. Theyie@rthe following parameters:
the area and the shape of the different diffusengsd and the magnitude and the
direction of the air supply velocity assigned taleglane. They found a viable
diffuser model for the case at hand, but, unforteigathey did not extend their
study to non-isothermal conditions. Also Zhao e{285] tested, alongside a wall-
mounted displacement diffuser and a grille, arraédtiive SGM of a similar square
ceiling diffuser, in this case for non-isothermahditions, and observed an overall
good agreement with experimental data. Modellisgigitly different cone ceiling
diffuser, Sun and Smith [296] also found a safigfyagreement. Finally, Zhang et
al. [297] developed a methodology to determine boendary conditions for
displacement ventilation systems in particular suling in basically a SGM.
Given the mass conservation principle, a random hemaatical function
determined whether a CFD cell of the diffuser waermn Subsequently, the
discharge air velocity was determined assumingfline was uniform on the
diffuser surfaces. Even for non-isothermal condi&ioZhang et al. found a good
agreement with experimental data. Summing up, B& Sadopted as a set of
diffuser planes designed for a specific diffusg@etycan provide a good estimate.

Momentum model

The momentum model (MM) represents the diffuseabypening with the same
gross area (Figure 4.6). However, the mass flowesponds to the real value
while the momentum force F relies on the effectietocity uys and the effective
flow area A¢ (Eq. (4.31). This implies that the mass flow amel tnomentum force
rely on a different velocity. Thus, to get the eotrmass and momentum flows,
decoupling the mass and momentum boundary conglitieould be necessary.
Usually uniform parameter values (velocity, tempae concentration, turbulence
intensity) apply to the MM (as with the SGM).

F = plg [A, whereu,, = (4.31)

ff

Chen and Moser [291] as well as Heikkinen [288]nfibithat the MM better
approximated the HESCO nozzle than the SGM. Howadtaer initial jet mixing
and the maximum jet velocities were overestimatddikkinen believed that
increasing the number of grid points near the d#fuwould improve the
prediction. After all, numerical diffusion played amportant role in the early jet
development. Therefore, Luo and Roux [298] and kt@l. [299] extended the
above studies: using a more advanced RNGutbulence model and local mesh
refinement near the diffuser, the MM yielded be#&greement with the isothermal
experimental data of Ewert et al. [290] and Heikkif300]. Only the jet velocity
at the lower part of the opposite wall was undéreged. However, the incorrect
prediction of the 3-D development of the jet by thetropic turbulence model
could explain the last-mentioned failing. Moreovieecause the jet momentum is
mainly contained in the jet centre plane, whichihis main driving force of the
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isothermal indoor air motion, the above authorgelet that this underestimation
would not greatly affect the global flow patterrside the room. These same
authors also evaluated the impact of the turbulémteasity (10%, 15% and 20%)

and found only a limited influence. This is actyaf line with earlier studies on

other diffuser types (e.g. Awbi [301], Joubert le{202]) and, thus, partly justifies

the often arbitrary choice of the turbulence patense also in case of other
diffuser models.

0.345m | =

40°
0.135m E - —

/

exhaust

Figure 4.6: Momentum model of the HESCO nozzlagiff

Chen et al. [303] and Jiang et al. [304] also ss&fcdly applied the MM to
simulate complex diffusers for both mixing and thspment ventilation —
indicating its suitability for a range of diffusgipes. Especially for displacement
diffusers, Yuan et al. [277] found a very good migoerformance. Meanwhile,
Koskela [305] extended the application of the MMatoylindrical nozzle duct. He
based his MM — consisting of additional local motoem sources — on the
assumption that not the jet velocities, but theuatin of secondary air — creating
a pressure gradient — is the main driving forcas Timodel correctly recreated the
flow pattern for four different convection regimddnfortunately, the absolute
simulated velocities exceeded the measurement bdatause in reality unsteady
asymmetrical thermal plumes occurred, which propabbuced the maximum
velocities. According to Koskela, performing unstgaimulations would remedy
this shortcoming. Building on previous work andKimg for a general method,
Srebric and Chen [306] applied the promising MMetight diffuser types. They
concluded that this method is preferably used -atme of its simplicity, except for
diffusers with a complex jet development such awzzle diffuser, a slot and a
valve diffuser.
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Box model

The box model (BM), first shown in Nielsen [182fpresents the diffuser
boundary conditions on an imaginary box surfacgneiing the flow field inside
the box (Figure 4.7). Originally, the box surfaggposite to the diffuser uses the
profiles of the velocity, the temperature, the @oration and the turbulence
guantities. On the other surfaces a free boundatly »ero gradients for flow
parameters is specified. As a benefit, the BM makesuse of the hardly
determinable effective area. However, becausegotlee jet confinement, the self-
preserving jet profiles cannot be used in generatessitating labour-intensive
measurements. In addition, the box size is a nepwoitant parameter. As
explained by Nielsen [307], if the diffuser disafes multiple jets, such as the
nozzle diffuser, the front surface of the box stobé in the region where the
diffuser jets have merged, i.e. a fully-developetd At the same time, the box has
to be sufficiently small to avoid the impact of amdt air circulation and thermal
plumes on the jet. Meanwhile, the height of the Bbruld have a certain size
compared with the thickness of the wall jet. Heilda [288] observed an
underestimation of the velocity decay by the BMhed HESCO, possibly due to
an erroneous estimation of the velocity directiielsen [293, 308] however, who
used a more detailed velocity description at the borface, found a better
predicted velocity decay for both a 2-D and a 3ddsion of the BM. Also the
measured and calculated velocities in the roomeggmeell. Unfortunately, the
increase of the jet width barely reached the meastatio, possibly due to the use
of a linear eddy viscosity turbulence model, whixbhibits the asymmetrical jet
development.

exhaust

Figure 4.7: Box model of the HESCO nozzle diffuser
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Huo et al. [309] extended the concept of usingfgemmula in the BM by
developing the so-called jet main region specifizatnethod. They suggested for
both the determination of the box size and the ifipation of the boundary
conditions to use analytical jet formula — incluglifet profiles, decay and
trajectory. Simulations of a ceiling-mounted lineard square diffuser showed
promising — at least qualitative — results, even rion-isothermal conditions.
However, the use of analytical formula limits thepication of the jet main region
specification method to a small set of simple caBes example, as suggested by
Srebric [199], the jet formula cannot model jetghwinultiple attachments and
partially attached jets. For that reason, last-ioaat author extended the
application of the original BM, defined by measudzada, to several diffuser types.
She proposed to use only the BM when the MM caoapture the important flow
characteristics. For diffusers like a nozzle difiysa slot and a valve diffuser, she
defined a method of test to obtain BM diffuser dataCFD modelling. First of all,
she found that the obtained distribution of air pemature and tracer gas
concentration in a room were insensitive to thefilpo of the temperature and
contaminant concentration distribution at the barfaxce. And Joubert et al. [302]
already casted doubt on the necessity of detailefilgs of turbulence parameters.
Therefore, only the velocity profile — possibly aisted under isothermal
conditions — needs to be specified while the gtiaeameters can be set as uniform.
In this case these quantities should be measuredviance or the heat and the
species balances should be calculated at the bomdhdes. In addition to this
simplification, she suggested using smoke visuiitinao estimate the box size. A
more practical way suggested by Grimitlyn and P§2i0], however, is to define
the box surface at a location where the buoyanmgfis negligible compared with
the momentum force; which is defined by the lodah&rdson number.

Prescribed velocity model

Gosman et al. [311] developed the prescribed wglatodel (PVM) which needed
fewer measured data. This model gives the boundanglitions at a simple
opening analogous to the SGM while at some critmedtions on a plane in front
of the diffuser data are defined to correct thelisted values around the diffuser.
Also the PVM uses equations from jet theory or mesbdata. The considerations
for size and location of the plane in front of tifuser are similar to the BM. In
particular for the velocity, Nielsen [312] proposeddefine the correction values
by two components in two perpendicular planes. §&axd and Nielsen [286] and
Svidt [313] found that this PVM of the HESCO difeusgave a better correlation
between the simulated and measured velocity conmpeiie comparison with the
SGM. Also the thickness of the wall jet was closethe measured value.
Heikkinen [288] even found a reasonably good ptedicof the isothermal flow
with only an x-specification of the velocities.
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Fontaine et al. [314] quantitatively compared teggrmance of the PVM with
the one of the SGM for a ceiling-mounted circuladuction diffuser, commonly
used in the service sector and industry. They d#apeimarily the model
complexity — e.g. the number of critical data afdelocity components — as part
of their sensitivity analysis. They found that tR¥M performed significantly
better. However, their study has a limited gengtakor, the studied isothermal
setup does not occur frequently in practice. Eigbet al. [315] applied a
combination of the MM and a modified version of tR¥M in validating a
manufacturer diffuser model. In the diffuser, a4eglocity perforated cylindrical
part was placed on top of a multi-cone diffusen e non-isothermal setup at
hand, simulating the low-velocity part with the Mivhile specifying the cone
diffuser with the PVM resulted in a good performanat least far away from the
industrial diffuser.

4.2.4 Conclusions. advisable simulation approaches

The above literature reviews explained the obstatdeset up a proper grid, to
adequately model turbulence and to imitate théoairflue to an air supply diffuser
and, more importantly, they distilled advisable diation approaches to get round
these difficulties.

With regard to the grid, in particular the gridtdisution and the resolution are
stumbling blocks. The solution is problem-dependsaotputting forward a proper
distribution/resolution in advance is out of theegion. Because of this, CFD users
usually rearrange/refine(coarsen) the grid multtpiees to investigate the impact
of the grid a posteriori in an ad hoc manner. Ha@vethey should better perform a
systematic convergence study. Actually many rebeasc support the use of
generalized RE to estimate the discretisation ermordespite of the many
shortcomings. For example, generalized RE requirel$iple solutions and, thus,
necessitates large computational resources. Oagpbcability and reliability of
generalized RE are strikingly sensitive to the f@ob set — like any error
estimation technique: it works well for smooth,elm problems with simple
physics and geometries, but possibly goes wrongnwhings get complex. In
response, researchers have come up with a multttidafety factors, but the
various viewpoints have not converged yet. In otheords, the current
methodology falls short of providing strict procegito determine the uncertainty
due to discretisation. However, that does not makeonvergence study less
necessary.

As for turbulence modelling, researchers have Idpeel models which are
able to cope with different indoor airflow featurddnfortunately, no single
turbulence model can handle all flows, at leastimain economic way. Therefore,
the selection of a turbulence model is always apromise. Yet, for general
indoor airflow studies, the linear RNGekmodel usually provides reasonably
accurate results at an acceptable computing efftmtvever, in the near future,
promising nonlinear eddy viscosity models like themodel will probably gain
ascendancy over the linear turbulence models thinitse increasing computing
power [195, 262].
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Finally, numerous researchers have come up witlerab\sseemingly new
diffuser modelling methods. However, all can be ugidt down to four
fundamental approaches, which were already addfedsgeng the Annex 20
project in the early 1990s. These approaches cativimed into two groups. The
SGM and the MM, part of the first group, impose ithigal jet momentum directly
at the air supply opening. The BM and the PVM aaet pf the momentum
modelling in front of the air supply. Here, the mamum at some distance
downstream of the diffuser acts as a boundary tiondor the air supply diffuser.
Every model necessitates a distinct set of inputlikes (Table 4.2). The reason
for these multiple (adapted) models lies in thet fhat no method is clearly
superior. For example, a custom-made version o6l which is usually far off
from reality, may perform strikingly well. Or a BMased on just jet profiles is
only advantageous for simple cases. Nevertheleghri® [199] narrowed the
possibilities. From the group which models at tiresapply diffuser plane, she
withdrew the MM while the BM seemed the most prangismodel of the second
group. Moreover, she tested these chosen modsimtdate eight different types.
After all, each type may produce significantly diint flow structures. In the end,
Srebric came to the following reasonable conclusise the MM as much as
possible; only for diffusers with complex mixingckuas nozzle, slot and valve
diffusers, the BM is better. What's more, the BMoy@s particularly helpful in
case of complex ductworks and multi-direction di#fits: having to measure the
velocity distribution can bring to light the effscof particularities like a curved
duct, a flow straightener...

Table 4.2: Input variables of the diffuser models

Diffuser model Input variables

SGM m, Aer, direction, shape, I, turbulence parameters,
concentration

MM 1, Aerr, Qross area, direction, shapg,,Tturbulence
parameters, concentration

BM 1, jet formula or measured velocities, shapg, & measured
Toow turbulence parameters, concentration

PVM 1, Aerr, direction, shape,f, jet formula or measured velocities,

turbulence parameters, concentration
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4.3 Sensitivity of the predicted convective heat
transfer to the CFD simulation approach

4.3.1 Simulation experiment setup

To investigate the impact of some of the aforenometil simulation approaches on
the predicted convective heat transfer, this sgidsts from the well-set Annex 20
case [194]. This well-known case is chosen becaliiee excellent original data
available (e.g. measured velocity profiles near ¢beplex diffuser which are
necessary for some diffuser models) and the mdlopfaip studies. What's more,
it is particularly challenging to model the compldESCO nozzle diffuser — which
would also be the case with commonly used diffugpes like valve and slot
diffusers [199]. The Annex 20 3-D test room, babiamade out of wooden sheets
wrapped up with 0.10m thick insulation, has intédimensions of 4.20m x 3.60m
X 2.50m — as shown in Figure 4.8. On the front wib# aforementioned HESCO
nozzle diffuser (0.71m wide and 0.17m high) is medr0.20m below the ceiling,
symmetrically placed between the side walls. Onstii@e wall, an outlet (0.30m
wide and 0.20m high) is located 1.70m above therfldhe window on the
opposite wall, part of the original setup, is noder included, simply to reduce the
complexity, which speeds up this inter-model corigosr.
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Figure 4.8: Configuration of the modified Annext26t room
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Moreover, this study intends to check upon the Kitian approaches for more
than one convection regime. To this end, the gipluvelocity, the air supply
temperature and/or the enclosure surface temperahould be altered. As
literature only reports detailed data on the caitie m=3h" and T,=15°C (i.e. case
Annex 20 E.2), changing the enclosure temperatutiee best choice. Like in the
original case, all surroundings — except for they monitted warm window — are at
21°C, which brings about a mixed convection coolegime. To define two other
parameter values, this study makes use of the ofittbe modified Richardson
numbers Ri’ (°C.H) of the respective cases (Eq. (4.32)). PuttingetRichardson
numbers against each other enables to judge tles easr better, the convection
regimes — in a strictly relative manner (Table 4R)r example, the utmost case 3
with a Richardson number equal to one hundredttheforiginal, knows only a
negligible natural convection part compared with dniginal case. Because of this,
the considered regimes range from mixed to foraed/ection, which assumedly
corresponds to night cooling applications in buigi. By the way, scaling up the
enclosure temperature would prohibit the use oftlbenentum modelling in front
of the diffuser. A higher enclosure temperature ibanean a higher buoyancy
force. And the plane at which the flow charactergsare to be defined, would shift
towards the diffuser, for which no experimentabdate available.

Toavg ~ T.
Ri'= et (4.32)

Table 4.3: Boundary conditions defining the coniectegimes

Case Convection regime  r'th Toy (°C)  Twa °C)  RIL.RI'y™ ()
1 (original) Mixed 3.00 15.00 21.00 1.00
2 Primarily forced 3.00 15.00 15.60 0.10
3 Forced 3.00 15.00 15.06 0.01

Checking out several parameter combinations foseththree convection
regimes quickly imposes too high computational daifsa Therefore, this study
not only limits the number of parameter possilgiiti but also varies only one
parameter at a time (i.e. one-at-a-time methodniRe that this simple sensitivity
analysis method passes over high-order effectghwdrie usually not insignificant.
For example, in a grid refinement study, the twebok modelling influences
considerably the grid convergence properties. Amyhibe reference case relies on
an intermediate grid resolution, models turbulenith the aid of RNG ke model
and represents the HESCO nozzle diffuser by the $8dlire 4.9). Starting from
this, the study evaluates in turn the impact ofngirag the setting of one of the
parameters (i.e. grid, turbulence modelling andusdr modelling). Details on
these parameter settings are part of the next ragolagwhich presents an overall
picture of the adopted simulation approach.
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Figure 4.9: Parameter combinations

4.3.2 Simulation approach

Numerical method

Information on CFD-related studies preferably stawith stating which numerical
method is used. Underlying study uses the comne@dt® package Fluent 6.3
[201], which relies on the finite volume discretisa process. To linearize the
discretised (nonlinear and coupled) equations angotve the resultant linear
equation system, this study uses the included gatgre pressure-based solver. In
this numerical method, the pressure field comesnft@ pressure correction
equation which is obtained by manipulating the icwity and momentum
equations. This way, at each iteration the velofitlg corrected by the pressure
not only satisfies the momentum equations but edsdinuity. In this study, the
PISO algorithm takes care of this pressure-velociypling. Meanwhile, to
control the change of variables during the itemprocess, Fluent suggests default
under-relaxation factors. However, for the casebkaad, in particular the mixed
convection regime, these defaults need to be reld@¢d].

The simulation model comes in 3-D. This way, thieesocan take into account
the inherent three-dimensionality of the airflowetyto limit the number of grid
cells, a symmetry condition applies to the transalesection: here, the gradients of
flow parameters in the normal direction of the aoeks equal zero. After all, the
flow asymmetry in the Annex 20 E.2 case shown byoregst others, Fossdal
[316] and Luo et al. [299] is of little accounttinis inter-model comparison. The
grid merely consists of rectangular parallelepipedsa special type of hexahedra.
Due to this, the lines connecting the midpointsefghbouring cells are ideally
parallel to the respective normal vectors of thié efaces, thus, also at walls.
Near these wall boundaries, the grid resolutioniaisly gets high — just like near
the air supply and the exhaust. It is created thsa way that the'yand Re
conditions for resolving the boundary layer are (detluced by trial and error), in
all meshes. To test the impact of the grid andiplysto apply generalized RE,
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underlying study defines multiple grids. Three grate systematically coarsened
twice, each resulting in a fine, medium and coass@&nt (Figure 4.9). A constant
non-integer refinement ratio of 1.5 is adoptedina with the recommendations of
Ferziger and Peri[200], Stern et al. [204] and Roache [220]. Tleisults in three
triplets, named after their finest resolution varial44x81x63, 162x99x72 and
171x99x72. Note that these triplets differ from heasther not only in grid
resolution, but also in grid distribution. By wafyexample, Figure 4.10 shows the
grid (at the symmetry plane, the floor and the merall) of the medium variant of
triplet 171x99x72. Meanwhile, just because of ihéd (volume) representation of
the flow equations, the solver needs to replacevtr@ble values at the cell
surfaces with values at the cell centres, i.e. dhid points, with the aid of
discretisation schemes. The second-order cenffatetice scheme is used for the
diffusion terms and the second-order upwind schismthe convection terms. For
that matter, higher-order discretisation schemegdavection, which are usually
more difficult to converge, do not necessarily ioyar the prediction [317]. For the
Annex 20 E.2 case, Luo and Roux even found usieghigher-order QUICK
scheme a great degradation of the results [F8}her, to interpolate the pressure
values at the faces, the PRESTO! scheme comesidi.tBckground information
on these schemes is in the manual of Fluent [201].

Similarly, the transient terms in the transport agpuns necessitate temporal
discretisation. After all, this study relies solaey time-dependent simulations,
even though steady-state boundary conditions preMaiwever, the associated
time step size is not a part of aforementionediteits study. Some of the grids
with a large time step size do not converge (fastigh). Therefore, the sensitivity
study defines for all simulations one relativelyadimtime step size, i.e. 0.1s.
Random qualitative checks with grids which do cageeshow only inappreciable
differences with regard to the predicted convectieat fluxes. Meanwhile, all
simulations use a second-order implicit time dissa¢ion scheme.

B soMm
B exhaust

symmetry plane

I floor/north wall

Figure 4.10: Grid of the medium variant of tripEf1x99x72
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Turbulence modelling

The second parameter of this sensitivity studiéstarbulence model (Figure 4.9).
The standard k-model of Launder and Spalding [241], the most Widsed and
validated turbulence model, is part of the paraimsst; if only to provide a point
of comparison. Next to this, this study include® tmore accurate models: the
versatile RNG ke model of Yakhot and Orszag and the promising SSiTnkodel
of Menter [257]. All three models are availabletire used CFD package, i.e.
Fluent. Yet, the two k-models require a further specification: thathsg, hear-wall
modelling approach. Recalling that wall functioness up the convective heat
transfer prediction, this study uses the two-lagpproach. In this case, the
specified HRN ke takes care of the turbulent core region of thevflehile the
one-equation model of Wolfstein [253] resolves\iseosity-affected region.

Boundary conditions: air supply diffuser

The diffuser modelling method makes up the finalapseter of this sensitivity
study (Figure 4.9). Note that the quantities anftutations discussed in this
section mostly apply to the actual configurationilevbhe simulations take only
half of the room and, thus, half of the diffuseioffel) into account. Only one — not
necessarily the optimal — version of each diffusedel is tested, in spite of the
plentiful variations. That much is true for the SGr example, Heikkinen [288]
first represented the HESCO nozzle diffuser asgeirectangular opening with
the same effective flow area (0.00855Mm045m x 0.189m) and aspect ratio
(x1/4) as the real diffuser but quickly came uphwatternatives. One of them had
greater dimensions (0.062m x 0.180m=0.09)1which gave approximately the
same maximum velocity at the opening as in thelrezthat is 3.68m’s while an
increased aspect ratio (+1/3) improved the pregtictif the (isothermal) flow field.
Yet, underlying study adopts the original appro&atherwise, the SGM delivers a
too high cooling power. Further, the flow is diegttupwards at an angle of 40°. Its
turbulence intensity assumedly equals 10% [286halbi, the air supply
temperature is set equal to 15°C. In Fluent, &é¢hproperties define the so-called
‘velocity inlet boundary condition’ — a default #&p which applies to
incompressible flows [201].

The MM represents the diffuser as an opening whila $ame gross area.
However, the momentum flux relies on the actualsisv rate and the effective
flow area. Therefore, this method would necessaaseparate description of the
boundary conditions for the continuity and momentaguations, a feature which a
commercial CFD package like Fluent does not suppesttunately, there is a
workaround [298]: specifying the total mass floerat the air supply opening and
adding a momentum source to a volume adjacenetoplening (Figure 4.6). This
opening, defined as a ‘velocity inlet boundary dbod’, measures 0.135m by
0.69m and is located 2.13m above the floor, caesistith Heikkinen's
suggestion [288]. It supplies at an angle of 40akil5°C, at a reduced velocity so
that the ventilative cooling rate matches realitge turbulence intensity is again
10%. The momentum source is defined by some momefarce and a volume.
The momentum force is equal to the difference betwibe effective momentum
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and the momentum originating from the simplifiecepbjng (see Eq. (4.31)). More
specifically, the velocity at the exit of the nazzbpening (3.68m’3 and the
effective flow area (0.00855i)n determine the effective momentum and the
momentum coming from the simplified opening reliesthe area of this opening
(0.135m x 0.69m=0.93fh and the velocity derived from the airflow rate
(0.315m.5%/0.93n=0.34m.&"). The momentum force of the added source is equal
to 0.13N. As for the source volume, Luo and Row8J2determined an optimum
dimension for this particular case. They recommdritiat the dimension of the
source cell in the streamwise direction should e&veen 0.014m and 0.018m.
Underlying study picks 0.015m by which the souroctume is equal to 0.135m x
0.69m x 0.015m=0.0014nAs a result, the momentum source defined in Eluen
becomes 0.13N/0.0014r93N.m° (x-momentum = 71N.M y-momentum =
59N.n*, z-momentum = ON.f).

The BM is established differently. The procedumatstwith defining the box
size. Just like Heikkinen [288], Ewert et al. [29%}d Srebric [199], this study
relies a box of 1.0m x 1.0m x 0.4m (Figure 4.7)clEaide surface of the box is
defined as a ‘symmetry plane’. This means thatttal diffuser information is
centred on the front surface. What's more, onlybcity profile needs to be
specified while the other parameters can be sem#derm [199]. This detailed
velocity distribution is really necessary: the degities measured by Heikkinen
[300] at x=1.0m under isothermal conditions showat ttine jet has a strong 3-D
feature (Figure 4.11). Coincidentally, aforemergidmata should suffice to define
the velocity distribution at the front box surfd@€9, 318]. After all, Figure 4.4(b)
indicates that the velocity at x=1.0m is primarigented along the x-direction,
which permits the use of the x-velocity magnituBlecondly, the front box surface
is assumed to be in the region where the jets hrrged and the impact of indoor
air and buoyancy forces is still negligible, allogithe use of isothermal data.
Following Srebric and Chen [318], underlying stgiipdivides the front surfaces
into 3x3 patches. Each patch gets a normal averagedity based on Heikkinen’s
data. Further, the turbulence intensity equals I1§é.temperature at the box front
is derived from the mass/heat balance at the bardavies (Eqg. (4.33)) [318]. As
shown in Figure 4.12n,, e, andAr stand for the mass flow rate through the
air supply, the front surface of the box respetyitiee remaining box boundaries.
Tsupand Ty, correspond to the temperature at the air supiytiaa exhaust.

T — (rhsup |:rsup + Arhl:rexh)

ox 4.33
’ ey (439

All the terms on the right-hand side are known mpriothe simulations, except for
the average exhaust temperature. To determine ldismentioned quantity,
underlying study relies on a theoretical heat hadaof the test configuration (Eg.
(4.34)). This equation starts from the idea thateRkhaust temperature equals the
indoor air temperature (ideal mixing). Furthermdtrenakes use of the convection
coefficients of NBN 62-002 [136]. Obviously, thisugh estimate determines to a
large extent the practicability of the BM. Ideallgach iteration the simulator
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calculates the energy balance for the box volunméoftlinately, this requires large
computational resources. Yet, some test simulatwhgh set this T, in Eq.
(4.33) equal to the temperature obtained at théualirbox boundaries in
simulations with the SGM, revealed no significaiffedence.
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Figure 4.12: Sketch of the theoretical mass/hedarice at the box boundaries

Finally, the PVM is a hybrid of aforementioned apgrhes and, thus, needs
little explanation. A simple ‘velocity inlet opermghsimilar to the SGM brings in
the correct ventilative cooling rate while the xedtion velocities measured by
Heikkinen [300] are defined in a plane 1m away fitbwn diffuser (see BM).
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Boundary conditions: exhaust

A ‘pressure outlet boundary condition’ represehts éxhaust. At the opening the
gauge pressure is set as zero using the Diricbteditton. This type of boundary
condition specifies the values a solution needsake on the boundary of the
domain. Luo and Roux [298] also tested the Neunwmdlition, which specifies

the values that the derivative of a solution isake on the boundary. They found
no difference between the predictions. Yet, FIj201] recommends the Dirichlet
condition as it offers better stability and convasrge. In case of backflow, the air
supply temperature of the exhaust equals the \a@btened with Eq. (4.34) while

the turbulence intensity is assumed to be 1% [298].

Boundary conditions. surface boundary

The wall boundary conditions bound fluid and sokdjions. For viscous flows,
Fluent specifies by default the no-slip boundargdition. Meanwhile, this study
imposes a fixed wall surface temperature, in acord with Table 4.3.

Material properties

A final step in setting up the model is defining fhysical properties of the air. In
this case, these properties include: viscosityt bhapacity, thermal conductivity
and density. All are assumed to be temperaturerdiegpe, but not necessarily in a
similar fashion. This study considers viscosity,atheapacity and thermal
conductivity just as piecewise-linear functionst&perature. On the other hand,
things get more complicated when considering thedansity. As previously
mentioned, indoor air behaves like an incompresdibid. This implies that the
pressure variations are so small that the densihams unaffected. However, the
temperature (and concentration) variations do affee density. Therefore, the
conservation equations still need to take a vaiaensity into account. To this
end, CFD provides two approaches: the Boussinegmodmation and the
incompressible ideal gas model. The first one isy ygopular because of its
robustness. This method treats density as a cdristafi equations but one: only
the buoyancy term in the momentum equation incladésear relation between
temperature and density. However, this Boussinpprpaimation is only valid for
cases with (undefined) small temperature differencEherefore, the second
approach gets preference. The incompressible ideal model includes the
influence of temperature (and concentration) viarigt on the density in all
conservation equations while neglecting the efdégressure variations. As shown
by Eq. (4.35), the density relates the universalggastant R, the molecular weight
of the gas M and the temperature T only to theatjver pressure,pand not to the
local relative pressure field. This operating puesg, is equal to the atmospheric
pressure (101325Pa).

_Mp,

4.35
RIT ( )

0
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4.3.3 Results

Grid conver gence study

Every solid CFD study starts with assessing tHeeémice of the computational grid
on the prediction(s) [191]. Because of the largenmatational expense it is
difficult to obtain a grid independent solutionstead, CFD users should trace the
grid convergence. This implies that the solutiogngstotically approaches the
exact solution to the governing equations. A sigfidy fine grid then means that
further refinement only results in a marginal imgment of the solution.
Unfortunately, many CFD users take this (too) dilgr They just compare the
results on two to three randomly chosen grids, higpfor the best. However, there
is a growing body of opinion that CFD users shailtkast try a more systematic
grid convergence assessment like generalized RB, [229]. The resulting
estimates of the discretisation error and of thecegolution are particularly useful
in validation exercises (e.g. code validation) axnparative studies (on e.g.
turbulence modelling, diffuser modelling). Thatily underlying preparatory grid
convergence study initially applies generalized REactually explores — as
previously mentioned — nine grids, making up thriggets, for a single convection
regime, i.e. mixed convection (Table 4.3).

Obviously, generalized RE requires a check on thaicability conditions
beforehand. As explained in section 4.2.1, thet®ols should be first and
foremost in the asymptotic range. This implies tRat (4.14) holds. Yet, in
practice, some relative differences are tolerabités study postulates a maximum
arbitrarily chosen difference of 10%. Another, metgngent condition is that the
solutions should be monotonically convergent. Ssallation behaviour generally
corresponds to a ratio of solution changes betwesmand one. Table 4.4 displays
these two assessment criteria for point variabkesvell as (derived) integral
guantities obtained from the three triplets. Thaireler at the bottom retakes the
classification of the solution behaviour as in Feggd.1 and clarifies when the
solutions are close to the asymptotic range. Rhistdeviant solution behaviour of
triplet 162x99x72 strikes the eye. Almost every timred quantity displays
divergent behaviour, which prohibits generalized . REithout doubt, this
originates more likely from a poor grid distributidhan from insufficient grid
resolution. The grid density near the air supplgignificantly lower in case of
triplet 162x99x72, which causes problems in paldicor the coarse grid(s). By
contrast, triplets 144x81x63 and 171x99x72 — ofchtthe grid distributions are
more alike — exhibit more promising results. Théoraf solution changes of
almost all local air temperatures are between asa one while most integral
guantities show either oscillatory or monotonic \@mgence. Moreover, the
relative differenceA; is usually (much) lower than 10% and, thus, most
(monotonically convergent) solutions are closeht® asymptotic range. However,
attaining monotonic convergence for local velositiproves to be hard.
Considerable velocity fluctuations hinder from ajipd generalized RE. After all,
the outcomes mentioned here (and the ones to caraefot based on averages
over time, but rely on instantaneous readings Isecatfi the unstable behaviour
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and the laborious convergence of the simulationtoandensity grids. Applying
higher grid resolutions was unfortunately impossid the time. Nevertheless, grid
convergence not only depends on the grid resolubah also on the grid
distribution and the selected quantity — as prestiomentioned.

Table 4.4: Ratio of solution changes R and diffeesftom the asymptotic range

144x81x63 162x99x72 171x99x72
R A R A R A
T.@1.4;1.0;0 0.2 0% -0.8 n/a 1.C 0%
T.@1.4;1.0;1.0 0.3 0% 0.2
T.@1.4;2.0;0 0.4 0% 0.8
T.@1.4;2.0;1.0 0.C n/a
T,@3.0;1.0;0 0.2 0%
T.@3.0;1.0;1.0 0.2 0%
T.@3.0;2.0;0 0.5 1%
T.@3.0;2.0;1.0 0.1 0%
u@1.4;1.0;0
u@1.4;1.0;1.0
u@1.4;2.0;0
u@1.4;2.0;1.0
u@3.0;1.0;0
u@3.0;1.0;1.0
u@3.0;2.0;0
u@3.0;2.0;1.0
Ta,avg
(Texh'Tsup) . (TW'TSUF)-l
Qconvceilinq
Qconvﬂoor
Qconv north 0.1 00/0
Qconvsoutr 0.5 11% 0.7
Qconvwes -0.7 n/a -0.1 n/a -0.1 n/a
Ratio of solution changes Interval Behaviour Fill
0<R<1 monotonic convergence

R= (f2 fl) |H >1 divergence [ |

(fs - fz)

R<O oscillatory behaviour

Asymptotic range whe Marking

. £
A <010 in &, =(1J_rAr)E-IrD—’;2 (see Eq. (4.14)) bold
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The above analysis indicates the feasibility of tiivee triplets to provide an
error band and an exact value estimate with thefaggneralized RE. Yet, it does
not show how the solutions on the nine grids atualate to each other. To
explore this, the two graphs part of Figure 4.1piate by way of example,
boxplots (min, 25%, median, 75%, max) of the ainperature along two verticals
predicted by the nine grids. Also the results of timedium grid of triplet
171x99x72 and where possible the corresponding berods defined by the GCI
and the exact value estimates are included. Furtherright-hand side of each
graph sketches the grid distribution of aforemem@bgrid and the position of the
air supply (SGM) and the exhaust. First of all, tiedatively small spread is
conspicuous. The 3575" percentile deviates from the median by at most@.1
At the same time, the minimum outlier stands oulrtiermore, many air
temperatures in the symmetry plane enable to appigralized RE, whereas along
vertical x=3.0m;z=1.0m the applicability conditionsld merely on five grid lines.
Actually, the grid expands pretty fast in the zevdirection, resulting in a too
coarse grid near vertical x=3.0m;z=1.0m. This iat#s that the promising grid
convergence for local air temperatures as obsenv@dble 4.4 is not necessarily
persistent. As a consequence, integral quantisesmaedly have the best chance of
exhibiting grid convergence. Finally, the estimage@ct temperatures are usually
higher than the ones predicted by the respectids.gr

Figure 4.14 examines the matter further by settiveg predicted temperature
and velocity at x=3.0m;y=1.0m;z=1.0m and the cotivecheat flux at the south
wall against the total number of points of the eetiwe nine grids. The predictions
are grouped according to the grid triplet while tlaéouring indicates the solution
behaviour and the line thickness the differencenftbe asymptotic range, as in
Table 4.4 (further note the resemblance with FigluB. At the same time, a
boxplot (min, 25%, median, 75%, max) on every rightder briefly expresses the
spread and the skew of the data and helps to figeh# outliers. Finally, every
graph includes on the right-hand side, when passibé. triplet close to the
asymptotic range and monotonically convergent) efftanated exact value (based
on Eg. (4.10)) and the error band defined by thé &sed on Eg. (4.11) and Eg.
(4.15)) on the medium grid of triplet 171x99x72.Idok at the boxplots reveals
that the spread of the velocity predictions excahdsothers by far, in two ways.
On the one hand, most of the predicted velocitesate more from the median in
relative terms. On the other, the minimum/maximugetogities are not so far off
from the 2%/75" percentile. Again, the use of instantaneous regdis probably
involved. What's more, triplet 144x81x63 mostly sas the outliers. Especially its
coarse grid solution differs from the others, whsré¢he fine grid solutions are
more alike (except for the ones of u@3.0;1.0;1This means that the grid
distribution becomes more important when the gegblution diminishes. Yet, if
generalized RE is possible, the mentioned fined golutions can still deviate
strongly from the estimated exact value. For examiie convective heat flux
prediction on the medium grid of triplet 171x99x&#hibits a considerable GCI.
Unfortunately, this is the maximum feasible gricakation for the sensitivity
analysis to come. Moreover, as this grid does nable to apply generalized RE
for all quantities of interest, the following reifna from stating the error bands.
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Sensitivity analysis

The centrepieces of this section are Figure 4.1bFRgure 4.16. Both assess the
sensitivity of the convective heat flow predicticwsthe simulation approach for
the three studied convection regimes. However, daplire takes a slightly
different approach. On the one hand, Figure 4.@5lights the importance of the
studied simulation categories, i.e. grid (grid);btuence modelling (turb) and
diffuser modelling (diff). To this end, the grapbisly comprise the results of the
reference case (i.e. medium grid of 171x99x72, R\NGnodel and SGM) and the
minimum/maximum predictions. Figure 4.16, on thieeothand, shows full details
on all mentioned simulation choices. The left ysadepicts the total figures
(dashed line bars) while the right y-axis holds ititernal distribution (full line
bars). The marking on the right of each column esgnts the relation to the
reference case. For that matter, the convectiveflosaat the ceiling excludes the
heat transfer at the (virtual) box surface (Figdt&), to enable a consistent
comparison of the diffuser models. Yet, the corivecheat flow at the ceiling
would be at least 1.5 times as large when the wbibtbe ceiling was taken into
account. To help explain the tendencies in aforeiomeed graphs, Figure 4.17
shows for all studied convection regimes how theutation choices influence the
air temperature and the velocity magnitude alontjoa x=3.0m;z=0. Also Figure
4.18 improves understanding, this time by plotting predicted velocity decay of
the jet along horizontal y=2.45m;z=0. Further, Fg4.19 and Figure 4.20 display
the temperature respectively velocity magnitudetamms for convection regime
Ri",.Ri’;'=1.00. In short, the profiles in Figure 4.17 andufé 4.18 assess the
influence of the simulation approach quantitativeljile the contour plots in
Figure 4.19 and Figure 4.20 provide a qualitatieericher inspection.

At first, Figure 4.15 gives the impression thatespective of the convection
regimes, the convective heat flow distribution shdhe following order: @, at
the ceiling at the top, followed by the convectheat flows at the south wall, the
west wall and the floor and finally the one at tteetherly wall. However, closer
inspection reveals various sensitivities. Firste tholution intervals of the
convective heat flows at the ceiling and at thetwwesl clearly increase as the ratio
Ri",.Ri";* approaches 1.00. As a matter of fact, the inangalsiioyancy deflects
the jet from the ceiling, by which the jet actuadiyreads more. So, both turbulence
modelling and diffuser modelling (the grid is nainsidered here) become more
important as the mechanism of fluid flow tends tmgamixed convection (see
min/max). Next to this, the convective heat flovedtictions at the ceiling and at
the south wall exhibit the largest solution intésvaThe diffuser modelling
approach actually influences the predictions mioaa the grid and the — even less
important — turbulence modelling approach do. $as inot surprising that the
convective heat flow at a surface along/on which jét flows/impinges, is
particularly sensitive to the simulation approdabgically, the north wall which is
directed away from the jet, experiences the leagact. Further, the reference
case, with the SGM, usually predicts the lowestveotive heat flow of the
diffuser modelling approaches, except at the agilin
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Figure 4.15: Sensitivity of the convective heawfto the respective studied simulation
approach categories for (a) RiRi’,;'=0.01, (b) Ri}.Ri’;*=0.10 and

(c) Ri’.Ri’;*=1.00
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Figure 4.16 indicates that these last findings alstuhold true for all
simulation cases which comprise the SGM. Anothat gr a different turbulence
model actually matters little. The SGM introducesnaall air jet, which impinges
upon the ceiling with a still high velocity magniei (Figure 4.19, Figure 4.20).
The subsistent high mixing leads to a rapid vejodécay, in all three convection
regimes (Figure 4.18). However, the small jet, sisdi by the Coanda effect,
spreads along the ceiling in the x- and the z-tivrcand reaches the south wall
for then to deflect to the floor and the west wlgure 4.19, Figure 4.20). The
PVM, on the other hand, unexpectedly leads to dasitotal convective heat flow.
Even more striking is the reduced convective heat &t the ceiling (Figure 4.16).
After all, the increased velocity level (Figure A.1Figure 4.18, Figure 4.20)
indicates otherwise. However, the path lines diugir particles released from the
air supply (not shown here) reveal that, next tvaéasing the velocity magnitude,
the x-specification of the velocities in a plane amay from the diffuser also
redirects the jet. Because of this, the jet impinigea larger extent upon the south
wall (higher Qq, at the south wall), yet it leaves some part of direnear the
ceiling undisturbed (lower @, at the ceiling). The cases which exhibit the most
deviant behaviour are the ones with the MM and3ie The convective heat flow
at the ceiling is far less, the distribution of tbenvective heat flows depends
strongly on the convection regime and the totalveotive heat flow is always a
cut above the results of other diffuser models. #slwhile both the MM and the
BM generally outperform (that is to say, in termisaocuracy) the previous two
diffuser models. The BM actually best approximatesHESCO nozzle diffuser —
were it not that the upfront estimate of the ajpy temperature might result in
the wrong cooling power (see section 4.3.2). Tleeeefthe cases with the MM and
the BM merit particular attention. The MM introdggen comparison with the
SGM, a thicker jet (in y- and z-direction) with @der momentum. This leads to
less mixing in the stagnation zone and, thus, dlemeelocity decay (Figure 4.17,
Figure 4.18). Yet, the strong directionality of feelimits the convective heat flow
at the ceiling (cf the PVM). Over and above thig, increasing buoyancy results in
a larger spread in the y- (and the z-)directiorgfé 4.17). The fractions of the
convective heat flow at the ceiling and the onéhatsouth wall then decrease in
favour of the ones at the other surfaces (Figuté)4As a matter of fact, in spite
of the increasing buoyancy, the relative incredsthe total convective heat flow
(in comparison with the reference case) remainhamged at 109%. Similar
causes explain the comparable results obtained thithBM. However, this
diffuser model magnifies the tendencies: an evemiaonvective heat flow at the
ceiling, a larger sensitivity of the distribution the convection regime and a
constant relative increase of the total convechieat flow of 120% instead of
109%.
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Figure 4.16: Sensitivity of the convective heawfto the respective simulation choices

for (a) Ri'.Ri";’=0.01, (b) Ri}.R’;*=0.10 and (c) Ri.Ri’;*=1.00 (black percentages

apply to Qonv,-,anv,m;l; coloured percentages indicate how thg, of the respective
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4.3.4 Conclusions. establishing a proper simulation
approach isdifficult but important

The above grid convergence study showed that w@iogrtestimation based on
generalized RE is anything but easy. First fulfdlithe applicability conditions is
difficult. As a matter of fact, the convergencepeudies depend on more than just
the grid resolution. For example, a proper gricblayhelps to economize on the
grid resolution and consequently multiplies therdes of success. Or derived
integral quantities are less sensitive to an inadteqlocal grid distribution and,
thus, usually exhibit sooner the desired asympsaiation behaviour. And well, if
some quantities fulfil the requirements, the résgltuncertainty estimates are
fairly large. So, it is not surprising that manyttaars rely rather on a qualitative
evaluation of the results on two or three randochlysen grids.

Yet, the subsequent sensitivity analysis revedlatithe grid is not necessarily
the greatest concern. In this study, the diffusedefling approach influences the
predictions considerably more than the grid orttlibulence modelling approach
do. And this holds true as long as the jet dommdie indoor airflow pattern (i.e.
roughly from forced to mixed convection). What's nothe two assumedly most
accurate diffuser models, i.e. the MM and the BM, @articularly sensitive to the
increasing buoyancy. That is to say, the relath@dase of the total convective
heat flow remains unchanged, but the distributibrihe convective heat flows
changes substantially. All things considered, CBEBrsihave to consciously weigh
up the simulation options for the case at handudicg the ones which take
considerable effort to implement (like the BM). Nataking the outcomes of the
literature review and of the sensitivity analyis granted, the simulation study on
how the design of a generic landscape office afféwt convective heat flux during
night cooling can start. This study is describethenext chapter.



Globalsurrogat-based ptimization
of room/system desi

This chapter deals with the extensive simulatiamton a generic night cooled
landscape office. The goals are to provide monglisnto how the room/system
design of a landscape office affects the convectigat transfer during night
cooling and to find optimal design solutions. Tastend, the author deploys
surrogate modelling to drive an optimization praged The first section
introduces the concept of this surrogate-basednartion and explains why it is
so useful for this study. Next, the chapter distothe experimental design. This
includes a description of the simulation experinggitp, an overview of how the
geometry/grid generator, the CFD solver and theogate modelling software all
fit together and details on both the CFD simulatigoproach and the surrogate
modelling. The chapter concludes with an in-dep#tudsion of the simulation
results. This chapter was submitted in adapted feomthe Building and
Environment Journal [319].

5.1 Engineering via surrogate modelling

Experienced CFD users can accurately extract theeotive heat flux from CFD
simulations indeed. Yet the large computational aless of CFD remain a major
stumbling block. As a consequence, even thoughlatord BES with CFD is

technically possible (e.g. [102, 320, 321]), itaisdead letter in rapid building
design. Without doubt, researchers and softwareldpers work hard on ways
out. However, they will probably not succeed owghhi In the meantime,
deploying CFD to investigate the convective heax fh specific case problems
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can provide new insights and might inspire othediss. Yet, still it is necessary to
limit the number of simulations. After all, alreadylimited number of variables
makes the parameter space of a design problem gnmwant (i.e. the so-called
curse of dimensionality). One popular way is tolg@pproximation methods to
produce a model which to some extent comes cloghetqunknown) reference
model. In particular the so-called data-driven agpnation methods are
prevalent: they disregard the dynamics of the detestic simulation model (or
better, simulator) and focus on the input-outpldtienship. The drawback is that
they lack traceability. Data-driven modelling is@loften referred to as black-box
modelling, response surface modelling, metamodglloehavioural modelling or
surrogate modelling and can be subdivided into dmdvand inverse surrogate
modelling. Classic forward surrogate modelling appnates the response of the
simulator to a set of design parameters while Bwesurrogate modelling starts
from the target performance and tries to find tloeresponding input values.
Another distinction of surrogate modelling relies whether the surrogate model
itself is the goal (global) or it is used to dri@e optimization (local). Obviously,
also intermediate forms, taking the best of glabal local modelling, exist. One
such popular example is global surrogate-basedmigatiion (SBO). This
procedure iteratively scans the complete desigoesfar new data points which
provide the greatest information gain. This waygeilthances concurrently the
global accuracy of the surrogate model (exploratiord the accuracy near optima
(exploitation); through fewer simulations. Yet, tgeal of global SBO remains
optimization; the surrogate model is merely a borResaders looking for more
details on surrogate modelling are referred tordierence works of Keane and
Nair [322], Forrester et al. [323] and Gorisser|32

The workflow of surrogate modelling is, according Meckesheimer [325],
always pretty much the same: (1) model formulafjequires defining design
objectives, and identifying input and output parters), (2) design selection
(requires choosing the type of experimental desigB) metamodel fitting
(requires specifying the type and functional forintlee surrogate model), (4)
assessment of the surrogate model (requires spegitye performance criteria as
well as choosing an appropriate validation strgte(3) gaining insight from the
surrogate model (merely to understand the behawbtive reference model or to
redefine the region of interest) and (6) usinggheogate model to explore trade-
offs, to optimize the design... However, interpretatof each step varies from
case to case. The seemingly interminable numbértefdependent possibilities,
having all their merits and demerits, even chaksngxperts in the field; let alone
laymen like engineers. Last-mentioned group of feomerely want a
globally/locally accurate surrogate model as fast ppssible, with minimal
overhead [326]. Guidance on selecting and settinguech techniques or perhaps
even a ready-made computer program is no luxuryhiem. One such convenient
computer tool connecting the two worlds is the Blatlsurrogate modelling
(SUMO) toolbox [327]. Basically, this toolbox drivea simulator to produce a
surrogate model within the accuracy and time cairgs set by the user. It
incorporates for each step of the surrogate modeflirocess numerous plugins
(microkernel design), which are all easily confagple through a central XML file.
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Of course, it allows to add, remove or replace eéhesmponents. Further, the
SUMO toolbox provides extensive logging and profjlicapabilities, which helps
to track the modelling process and to understaadribdelling decisions. At the
latest, a graphical user interface tool enablessally explore the model, assess
its quality and export it for use in other softwagiccessful applications of the
SUMO toolbox are plentiful: e.g. aerodynamic madell[328], automotive data
modelling [329], blood flow data modelling [330]ptomization of microwave
filters and identification of electrical propertiektextile antennas [331].

Underlying study is just another such applicatioow in building engineering.
It intends to find with the aid of a global SBO pedure how the room/system
design of a generic landscape office influencescthrvective heat flux during
night cooling and which design solutions are masffifable. After all, night
cooling is frequently applied in landscape offidescause they are unoccupied at
night and require a limited additional investmeaosts [56]. To this end, a fully-
automated framework of data sampling (SUMO), gegmand grid generation
(Gambit [201]), CFD solving (Fluent [201]) and sagate modelling (SUMO)
generates several surrogate models. These surragadels indicate how the
convective heat flux in the night cooled landscayfice relates to several
room/system design parameters, which are subdividied ventilation concept,
thermal mass distribution, geometry and drivingéofor convective heat transfer.
Strictly speaking, these surrogate models mereigegthe data sampling towards
the global optimum. Yet, they can also provide tadldal rough-hewn insights into
the global behaviour. Where necessary, the anakfs on airflow parameters to
explain the observed tendencies. Next to thisetlsesrogate models can help to
improve BES modelling in two ways. They indicateffiable design solutions for
which new convection correlations can be derivaasgjply with the aid of CFD-
based surrogate modelling). Or derived more glgbadicurate surrogate models
can be coupled with BES.

5.2 Experimental design

5.2.1 Simulation experiment setup

Annex 20 2-D case as a starting point

Landscape offices usually have a large longitudsedtion compared with the
crosscut. This often brings along the use of lin@ped diffusers and band
windows. All in all, this leads, roughly speakinty 2-D airflow patterns,

influenced by 3-D eddies. Meanwhile, 3-D simulasiarender underlying study
computationally infeasible. So, it is not a badicado limit the problem to a 2-D
case. As a matter of fact, this study starts froenwell-elaborated 2-D Annex 20
case [194].



140 CHAPTERS

This simple case dates back to the scale modeliemgmts of Schwenke [332]
in the mid-seventies of the previous century, mitumtil the early nineties it found
acceptance as a valuable benchmark. Since thergrausresearchers have made
use of it. References [268, 271, 273, 333, 334haerely a smattering of examples
found on www.cfd-benchmarks.com [335]. Figure 5ebidts this Annex 20 2-D
setup (note that Schwenke used dimensionless iesidb describe the case).
Basically, it concerns a rather long,/f#,=3.0) and wide (WH,=1.0 or 4.7)
ventilated room having on either side a wall-tofvaglening. The air supply on the
left side is merely a rather high channe| {h,=0.056), which obviously differs
from practical diffusers. However, this simple dgs®on leads to a fully-
developed flow between two walls, which in simwat does not necessitate an
approximating diffuser model (cf chapter 4) andl stilaxes the number of grid
points near the opening [336]. Meanwhile, the heiglthe exhaust opening,his
to the height of the room s sixteen is to one. The air supply conditiomstie
velocity are given by Eq. (5.1). Further, Eq. (58 Eq. (5.3) give the air supply
conditions for the turbulent kinetic energy k arn tdissipation rate, which
correspond to a turbulence intensity | of 4%.

I}
Re=te Yo _ 50 (5.1)
v
3
k=> fug,, 01 F (5.2)
% h
£ = 0097 d(l_ where | = % (5-3)

The case with all enclosure surfaces at 20°C tiegth the so-called Annex 20
2-D1 case: isothermal flow at a Reynolds numbes08f0 in a room with H3.0m
(air change rate n equal to 102hHere, the obvious benchmark focus is the
velocity (at the midplane, i.e. where edge effetsumedly are of little account,
x=H,, x=2H, y=0.5h,,, y=H-0.5h,,). On the other hand, the reference case with a
constant heat flux added along the floor — whichrassed in succeeding
experiments — represents the Annex 20 2-D2 caggegentative of summer
cooling at a range of Richardson numbers and adtgymumber equal to 5000 in
a room with H=3.0m (air change rate n equal to 10)2tCritical factor in this
experimental campaign is the impact of the Richamdsumber (Eq. (5.4)) on the
jet penetration. Now the streamlines at the midplact as a reference. Also
underlying study relies on these data to validaéeQFD simulation approach.
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(b)
Figure 5.1: (a) Picture and (b) blueprint of Ann2@ 2-D experiment setup [335]

Parameterization

This simple reference case enables a straightfdryarameterization for the
global SBO study. Table 5.1 states all consideresigh parameters with their
respective categories/continuous interval. As esly mentioned, this study
identifies among the design parameters four subsetsilation concept, location
of isothermal plane, geometry and driving forcedonvective heat transfer.

Table 5.1 Overview of parameters for global SBO

Parameter Type Min Max
- Ventilation concept Single sided/cross/underifloo
- Location isothermal plane  Floor/ceiling

_ Geometry 4.5 9.0

0+BL 2.6-BL (4.0)
Noprea(m) 0.1 0.5

a(®) 60 120
(Ty-Tsy) (°C)  Driving force 1 10
n (hY) 1.5 10

Where BL = boundary layer
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The first subset, i.e. ventilation concept, whigparently matches its single
input parameter, makes a clear-cut distinctionsgraingle sided or under floor
ventilation (Figure 5.2). Another such subset coriieg with a single variable, is
the location of the isothermal plane. Here, theicghdetween floor and ceiling
means that the surface in question is at a higiepérature than the supplied air
while the remaining surfaces behave adiabatickilyure 5.3). As a matter of fact,
starting from steady-state boundary conditions,afe warm surface represents a
thermally heavy finishing while the adiabatic suga correspond to light
structures. Further, the subset geometry comptieegength of the room the
distance of the air supply to the zero point (®JQ), the distance of the exhaust
opening to the zero point (0,0).HH the height of the air supply/exhausthand
the inclination angle of the air supply(Figure 5.3). Now, continuous numerical
intervals apply, in contrast with the previous tategorical variables (i.e. without
numerical meaning) (Table 5.1). Note that, for paogming simplicity, the bounds
of Hg,p and Hy, are corrected for the boundary layer thickness mBir. that same
reason, K, is limited to 4.0m in case of under floor ventidat Also mark in
Figure 5.3 that underlying study constantly makss of a quite long exhaust
channel, simply to incorporate the possible re@ttan flow. Otherwise, the CFD
solver often stalls [268]. The last subset, i.evidg force for convective heat
transfer takes into account the relative magnitudeghe forced convection
component, defined by the air change rate n, andtsofhatural convection
equivalent, represented by the temperature difterepetween the one warm
surface and the supplied air£Ts,y). The air supply temperaturg,Jequals 15°C
in every simulation. The continuous intervals @fdé last two (quantitative) input
variables determine many different convection regimhese regimes range from
predominantly forced convection over mixed conwettio predominantly natural
convection (Richardson numbers between 0.01 an@®)1Nbte that stating the
type of the variables is not trivial as it indicatevhether or not the variable
involved can be part of the surrogate modellingcess. In this study, the
ventilation concept and the thermal mass distrdouire categorical subsets and
cannot be part of a surrogate model. Therefores $hiidy defines three (cf
ventilation concept) times two (cf thermal masdritigtion) base cases and lets
SUMO built for each one of them a surrogate modhickv incorporates the
subsets geometry and driving force for convectieathransfer. The acronyms
denoting the different base cases, consist of #egdation of the ventilation
concept (cross, single sided, under floor) anchdmae of the surface which is at a
higher temperature (floor, ceiling), separated byghen.

L %q ;‘—

(@ (b) ()
Figure 5.2: Ventilation concepts: (a) cross, (Male sided and (c) under floor
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Figure 5.3: Schematic simulation experiment setup

Mind that many design parameters and boundary tondiare still left
unvestigated. Without doubt, window specificatiozmnditions in adjacent rooms,
(thermal) properties of the surroundings, tempeeatgradients in the walls,
furniture... will influence the airflow. However, trepproach used in this study is
new and there is only a limited simulation time iklde. Therefore, this pilot
study focusses only on primary design parametessftary conditions.

5.22 GAMBIT + FLUENT + SUMO = surrogate model

The SUMO toolbox itself is a set of Matlab [337fipts which by default controls
the whole process and takes care of the data sagrgtid the surrogate modelling.
So, to code the interplay with the simulator(s) M8 users logically end up with
Matlab. Yet, this does not cause any problem. @nctintrary, the complete and
up-to-date documentation is particularly helpfuthet beginning of the coding and
in case of problems the large user community cdo . In particular for this
study, setting up a Matlab function to read in, ipalate and evaluate the journal
files typically used to control Gambit and Flueatrelatively straightforward. All
in all, this enables a fully-automated repeatingkitow of sampling (SUMO),
geometry and grid generation (Gambit), CFD solvifiduent) and surrogate
modelling (SUMO).

Figure 5.4 shows this sequence in more detailelreral, the workflow starts
with SUMO sampling input parameter values. Them tistom-made Matlab
function receives these new specifications andutaties derived quantities. For
example, having the length of the room, the heajhthe air supply and the air
change rate, the Matlab function determines theresponding air supply
turbulence properties. Subsequently, the Matlabtion reads in a generic Gambit
journal file, fills in the geometrical parametersdeevaluates the script. Gambit is
launched, the grid built and, before closing, etgubto a Fluent compatible mesh
file. Once the Matlab function has registered thish file, it reads in the generic
Fluent journal file ‘steady/isothermal’, fills imé parameters involving the subset
driving force for convective heat transfer and ea#ds the script: a first Fluent
simulation takes off. The moment that the Matlaincfion registers the
corresponding saved Fluent file, it reads in a sé@eneric Fluent journal file, i.e.
‘steady/non-isothermal’, fills in the necessarymitges and evaluates it. A first so-
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called steady/non-isothermal Fluent case is lauhchethe end of this simulation,
the Matlab function performs a double check. Fitsterifies whether the number
of iterations performed during the so-called loopgexXceeds 6000. In the second
place, the Matlab function checks, again by meadns @eneric journal file,
whether or not the heat flux imbalance is smaliantthe heat flux at the one warm
surface. If not, the Matlab function extracts, wattother journal file, the simulated
temperature at the exhaust and implements it inteva ‘steady/non-isothermal’
Fluent simulation. On the other hand, once onefafeanentioned conditions is
fulfilled, the Matlab function moves to loop B. Nptie workflow continues with
unsteady RANS simulations (controlled in a simfshion). To advance to loop
C, again one of two conditions needs to be fulfill€ither the number of time
steps in loop B exceeds 6000 or the heat flux iemizd equals at the most 10% of
the convective heat flux at the one warm surfacgopLC introduces solution
adaptive grid refinement, which efficiently reducd® numerical error in the
solution, with minimal numerical cost. At this stagevere convergence criteria
hold. If the convective heat flux at the warm scefés higher than 0.1W:mthe
heat flux imbalance needs to be smaller than 0.653%nd 1% of the surface heat
flux. Otherwise, the heat flux imbalance can gaaf0% of the surface heat flux.
Only then, the final Fluent simulation, now withdutther grid adaptation, starts.
The time-averaged convective heat flux at the omemwsurface obtained from this
last simulation is then used by SUMO to updatestimeogate model. When some
simulation time is left and the sample budget i used up, the sequence starts
over again. For that matter, to speed up the stiooky the Matlab function
enables parallel processing for all Fluent simafediexcept the first one. The first
time Fluent reads in the grid, a single processdsessary. Otherwise, the
partitioning of the grid for parallel processingegovrong.

At first sight, the sequence of different Fluenmsiations looks rather
laborious. However, experience indicates thatphigedure reaches much faster a
converged solution. The preliminary steady-stateukitions provide a reasonable
estimate of the airflow. Meanwhile, loop B correfds unsteadiness before the
grid adaptive simulations of loop C come in. Moregwvadjusting the backflow
temperature is no luxury. After all, a badly chodeckflow temperature often
slows down the convergence rate or leads evenamag solution. Furthermore,
in this study, only the heat imbalance acts asraargence criterion. As a matter
of fact, monitoring residuals and target quantifiesves considerable room for
interpretation while getting to a small heat imbaka proves to be a more severe
target (see section 4.2.1).
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DATA SAMPLING / ] RETURN FINAL
SURROGATE MODELLING  }=—| SURROGATE MODEL
(SUMO) =R

GENERATE GEOMETRY
AND GRID (GAMBIT)

LOOP-A: PERFORM CFD
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steady/isothermal (1x),
steady/non-isothermal

LOOP B: PERFORM CFD
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unsteady/non-isothermal

LOOP-C: PERFORM CFD
CALCULATION (FLUENT)
unsteady/non-isothermal/
adaptive grid

PERFORM CFD
CALCULATION (FLUENT)

unsteady/non-isothermal

Figure 5.4: Flow chart of Gambit, Fluent and SUMO
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5.2.3 CFD simulation approach

Geometry/grid generation

Feeding the geometry into Gambit is a straightfedmarocedure. Drawing up a
proper grid, however, usually involves a great dgdtial and error (see chapter
4). A way to sidestep this handicap in a fully-amébed process is solution
adaptive grid refinement. As a matter of fact, Fig®.4 already sketched the
principle. First, a sequence of CFD simulationsaoigeneric grid provides an
estimate of the airflow. Then, the CFD softwarénes the grid on the fly, which,
in the end, leads to an optimal grid distributibrcidentally, this grid adaptation
procedure also saves on computational resourceq 388, 339]). However, there
are some pitfalls to avoid [201]. For example, lthse grid must be fine enough to
adequately capture the major flow features (cf lagmnd loop B in Figure 5.4). Or
grid adaptation must only start when the prior CB&ilution has reached a
sufficient convergence level (except when convergestalls prematurely; cf
convergence criteria loop B in Figure 5.4). Alse telection of the refinement
variable(s) determines the success of grid adaptatrinally, refining some
regions of the solution domain too much is no-ge:subsequent large gradients in
cell volume reduce without doubt the solution aacyr

This study puts three distinct parameterized Garjthitnal files forward.
These tie in with the investigated ventilation egpis (cross, single sided, under
floor). Once read into Gambit, each one of thenmdwiforth the case-specific
geometry and the corresponding generic grid. Todgamize the resulting grids,
this study opts for a clear zoning (Figure 5.5(@herwise, the few size functions
sometimes mess up the grid. First, size functideit 8om the points connecting
the air supply/exhaust with the room, indicatechwsize function (vertex source)'.
This way, the grid resolution increases near topsaings. Obviously, this implies
the use of an unstructured or pave mesh; whichrégebly limited in space.
Therefore, this study restricts the use of an unired mesh with quadrilateral
elements to the immediate proximity of the air dyfgxhaust (indicated with
‘quad/pave’). However, these zones are sufficienilje so that the enclosed pave
mesh fits the adjoining structured or map meshestitat matter, the inner zone
comprises a structured grid made out of squareazitsifindicated with ‘quad/map
(square)’. The remaining zones include rectangelaments (indicated with
‘quad/map’). On the one hand, this last-mentionedhrtype allows size functions
in the air supply/exhaust to continue the x-wispamsion of the cells (y-wise in
the air supply in case of under floor ventilatio®n the other, the height of the
cells in the middle zones can gradually diminisivarls the surface boundaries.
Here, a dense boundary layer mesh is present, \sitopfulfil the near-wall
modelling conditions ({x4-5 and Rg<200) [201].

Fluent allows to refine (or coarsen) the grid basedeither geometrical or
numerical solution data. This study goes for tremsd option to tune the grid with
the simulated airflow at hand. It makes use ofadignt adaptation function. This
approach assumes that maximum discretisation ewocsir in high-gradient
regions, which, as a result, need refinement. T® ehd, Fluent provides three
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possibilities. However, for the cases at hand, dméyso-called curvature function
does a good job. This approach bases the erraraitedion the Laplacian of the
selected solution variable. In other words, iteglon the rate at which the gradient
of the solution changes, which proves especiallgfbiefor smooth solutions. For
that matter, this Laplacian needs to be normaliZdter all, re-adjusting the
coarsen and refine thresholds during an automatmamdic adaptation process
would be a hopeless task. Further, neighbouring eet¢ not allowed to differ by
more than one level of refinement, simply to aveidcessive cell volume
variations, while the minimum cell volume is boudd&he solution variable used
for all this is the turbulent kinetic energy. Otfifaur tested variables (temperature,
pressure, velocity and turbulent kinetic energy)shiowed the best validation
results. It refines in particular the jet and neatl regions (Figure 5.5(c)).

&% size function (vertex source) E  size function (edge source)
[.]  quad/map (square) [ quad/map
21  quad/pave

©

Figure 5.5: (a)_Scheme of grid, (b) base versiod &) some adapted grid
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CFD solver settings

This study applies virtually the same settingshasbiase case of chapter 4. For that
reason, this paragraph only sketches out the nwmsp First, the pressure-based
solver again takes care of the linearization arel gblution of the discretised
equations. The PISO algorithm is once more resptmgir the pressure-velocity
coupling. Also the same reduced under-relaxatiatofa control the change of
variables throughout the iterations. Meanwhile, $beond-order upwind scheme
guarantees the interpolation of the convection sertine PRESTO! scheme the
interpolation of pressure. Similarly, a time disis&ion scheme is necessary.
After all, this study relies on time-dependent datians. A first-order implicit
time discretisation with a time step of 60s wasdugest simulations with other
time step sizes (like 10s, 30s and 120s) revealesppreciable effect.

Further, to model turbulence, this study reuse$iNE& k€ model. This model
performs best, in terms of accuracy, computingigfficy and robustness, over a
wide range of convection regimes (see chapter ¥ Viersatility is no luxury for
underlying study: the driving forces for convectiveat transfer come in a wide
variety. Meanwhile, the simulations obviously néedesolve the near-wall region.
Otherwise, the prediction of the convective heagfer goes wrong (see chapter
1). In case of the used high-Reynolds number mdiaelfwo-layer approach urges
itself. The RNG ke model then takes care of the fully-turbulent regwehile the
one-equation model of Wolfstein [253] resolves tigrosity-affected near-wall
region.

The boundary conditions depend for the most patherparameter values set
by the SUMO toolbox (Table 5.1). The air supply haary conditions rely largely
on the length of the room,Lthe height of the air supplyBenand the air change
rate n. The air supply velocityy actually comes from Eq. (5.5) which comprises
all aforementioned parameters. The correspondirmulence intensity | relies on
Eq. (5.6) which is an empirical correlation forljutleveloped pipe flows, found in
the Fluent manual [201]. Mind you, the used Reysoltimber definition
resembles the one used in Annex 20 (Eq. (5.1))ewdge, the turbulent kinetic
energy k comes down to Eq. (5.2) and the definibbhe turbulent dissipation
ratee to Eq. (5.3), as suggested by Fluent. MeanwHile alir supply temperature
Tsup€quals 15°C in all simulations. For that matteifarm values of the (derived)
guantities apply to the ‘velocity inlet boundannddion’, located at one end of the
air supply duct. By this, a fully-developed flowcoes at the other end of the air
supply duct (making an approximating diffuser magiahecessary).

L = nC{L, (26m1.0m)
P 3600L{hy e (1.0m) (55)

| = 016[Re 5 (5.6)
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A ‘pressure outlet boundary condition’ represeheséxhaust. The gauge pressure
at the opening is set as zero using the Dirichdatition. In case of backflow, the
air supply temperature of the exhaust equals thdated mass-averaged
temperature near this opening (Figure 5.4) while tbrbulence intensity is
assumed to be equal to the one of the air supplyh&more, all surfaces but one
(floor or ceiling) behave adiabatically. This onsothermal surface gets its
temperature directly from the SUMO toolbox. As timindary conditions remain
constant during each simulation, the walls havenass.

Further, the physical properties of the air neetidalefined. As was the case
with the sensitivity analysis in chapter 4, thecoisty, heat capacity and thermal
conductivity are piece-wise functions of temperatuAs for the variable air
density, the incompressible ideal gas model comes i

Finally, radiation is not included in the simulat®o For, the calculation of
longwave radiation takes a lot of time in Fluend éris believed that during night
cooling radiative heat transfer is of less impargathan convective heat transfer.
Yet, if radiation were taken into account, the temapure of the walls other than
the isothermal plane would be higher and, thusatgrebuoyancy forces would
work against the jet flow.

5.24 SUMO settings

Data collection strategy

Building a surrogate model implies first and forestnpopulating a dataset. The
selection of these specific sets of parameter gataelitionally relies on design of
experiments (DOE). Originally, this umbrella terimtroduced in 1935 by Fisher
[340], covered techniques which aim at getting ashminformation as possible
from a limited one-shot set of physical experimemtee first DOE techniques (e.g.
central composite design, Box-Behnken design) postnsample points at the
extremes of the parameter space. This way, thelttea reliable trend extraction
in spite of the randomness in the physical expertmeReaders interested in more
details on such DOE techniques are referred tos&oik et al. [341]. On the other
hand, the rise of computer-based experimentatioternesearchers develop new
DOE techniques. After all, randomness is no lorgeissue — that is to say, in case
of deterministic simulation models. As a consegegetitese DOE techniques can
sample in the interior of the parameter space (gtgogonal array sampling, Latin
hypercube sampling). Advantageously, this spatiagfifeature helps to minimize
the bias error, i.e. the difference between thetfanal form of the true response
trend and the one of the predicted trend. For nifice on designing computer
experiments, the reference book of Fang et al.][242 the review paper of
Kleijnen et al. [343] prove particularly useful. Npthere is a growing body of
opinion that sequential design, also known as agagampling, is a better way:
the multiple new adaptive sampling methods caneotiénied (e.g. [343-346]).
Adaptive sampling addresses the main shortcomingQ@i: that is, the up-front
number of sample points and their distribution otfer parameter space are not
necessarily appropriate. In adaptive sampling, (tepeating) sequence of (1)
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generating a (multiple) candidate sample pointtglsed on an intermediate
surrogate model, (2) performing a simulation(s),gé@nerating/updating the model
as best one can (i.e. an internal loop) until starget is reached, basically samples
only (more) points where needed and, thus, prevérgsexpensive cost of
oversampling. However, not all adaptive samplimgtspies are equally suited. For
example, for global SBO (used in this study), itigcial that the strategy strikes
the correct balance between exploration (i.e. etihgrthe general accuracy of the
surrogate model) and exploitation (i.e. enhancimg accuracy of the surrogate
model in the region of the (intermediate) optimum).

One such popular strategy is the expected impromerakyorithm, which
underlying study also uses. Kuschner [347] alrezatye up with this concept in
1964, but not until the late 1990s the computesra community picked it up. In
particular the efficient global optimization algbtwin of Jones et al. [348, 349]
popularized it. The expected improvement algorittsoapes the local minima and
usually converges asymptotically to the global roptin (i.e. the absolute
minimum); and, thus, reconciles exploration andl@tation. Another advantage
is that the maximum value of expected improvemesipsh users to track the
progress of the optimization. In addition to ththe expected improvement
algorithm needs no user-defined problem-specifraupater(s) (that is, it is non-
parametric) [350]. To introduce expected improvetnanderlying study relies on
a graphical illustration. Figure 5.6 shows how aterimediate surrogate model,
based on ten sample points, approximates an agbitrae-variable reference
model, which is actually unknown. For that mattke function value at any point
X is treated as the realization of a normally thsted variable Y(x), with mean
$=f(x) and variancé’=c?(x) (i.e. a Gaussian process). Close to the sapyites,
the prediction is accurate. However, the surrogatelel completely misses the
ball in the data-sparse region on the right-hardé f the plot (i.e. where
coincidentally the global optimum lies). The proitighbdensity function (PDF) (cf
¢ in Eq. (5.7)) at e.g. x=2.4 indicates a large uwadgty in the function value.
What's more, the tail of the PDF extends belowlihe y=f.;,, which means that
the function value can improve on the current Bgsulated function valueyf.
The corresponding shaded area under the PDF matehesmulative distribution
P(Y(X)<fmin) (cf @ in Eq. (5.8)), or better, the probability of impemment Pol(x).

PlasY()<b)= | V() ey = ¢[%} 5.7)

a

Poi()= FY(H)< 1)< [ Vi) dly = qa[%j 5.8)

—00

Probability of improvement may then already indicttie possibility of a better
minimum, it does not quantify how large the impnmeat will be. By contrast, the
first moment of the shaded area, better known pea&d improvement, does! For
continuous functions, expected improvement E[l(@§uals every possible
improvement at x, i.e. I(x), multiplied by the assted likelihood (Eq. (5.9)). For
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that matter, the equivalent closed form notatiom. (E5.10)) helps to better
understand the functioning of this expected impnaet algorithm. The first term
on the right-hand side represents the differendevdsn the current simulated
minimum f,;, and the predicted valyetimes the probability that Y(x) is smaller
than f.,. The second term stands for the standard deviafidf(x) multiplied by
the probability that Y(x) equals,f. As a consequence, the expected improvement
is large where Y(x) is likely smaller than,f and/or where there is a high
uncertainty in the prediction value itself. On titber hand, at sample points, the
prediction varianc&® equals zero and, thus, the expected improvementl.is
Readers wanting to see the progress of an expeobpovement-based
optimization of a one-variable test function, slabctheck out Forrester et al. [350].

E[I(x)] = j ITY(x)(tly where | = ma){f... - Y(x)0] (5.9)
(f A) f m|n_A e a2
E1(x)) = | Fmn = V)R =55 ¥ =g | 1 $°>0 (5.10)
if §2=0

0

X
O data points y=f(x) (unknown) reference model
==== surrogate model ====f min
PDF eeeee prediction mean

P(y < f_min)

Figure 5.6: Graphical illustration of expected ingwement
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The optimization procedure normally includes aligmaeters from the start.
However, the CFD simulations in this study are speasive that it is better to
increase sequentially the number of parameterss Haives the opportunity to
check on the intermediate optimization results associated surrogate models.
For that matter, this explains the presence ofreat points in the plots to come.
The sampling actually starts from a Latin hypercdbsign which includes only
two parameters, i.e. the distance of the air supplthe zero point &, and the
distance of the exhaust opening to the zero poit Hrom there on, adaptive
sampling comes in, initially superadding two moeegmeters, the air change rate
n and the temperature difference between the ome warface and the supplied
air (T, Ts,p. Later on, the remaining parameters, i.e. thegtteof the air
supply/exhaustd,exn the inclination angle of the air supplyand the length of the
room L, are also part of the parameter space. To detertméneext sample point in
this iterative process, the competitive dividingtamgles (DIRECT) algorithm of
Jones et al. [351] optimizes the expected improvenatgorithm. When the
DIRECT algorithm fails to find a unique sample, tgimization of the fall back
criterion starts. The model then looks for the pster combination that has the
largest prediction variance.

M odelling strategy

Once the data collection strategy is fixed, itésessary to choose how to build a
surrogate model from the scattered data. Geneiatérpolation surrogate models
approximate best deterministic computer experimeiish a model is usually a
linear combination of polynomial terms, which motled trend over the parameter
space, and special ‘basis function’ terms, whialil“the surrogate model through
the observed data [349]. In particular the formtloé basis function, which
guantifies the correlation of (nearby) points, deiees the usability of the
corresponding interpolation technique. In particul@iging [352] stands out,
because its basis function includes tuneable paeamélhis statistical feature of
the basis function not only allows to compute darjpolator (or ‘predictor’), but it
also enables to estimate the potential error imptleictor. Precisely this bonus is
necessary to apply the expected improvement atgorifTherefore, this study
deploys ordinary kriging — called kriging in themainder.

Basically, kriging tries to construct, from n samlointsx; (wherex; is a d-
dimensional vectoxi=(xj; X ... Xig)’) and the n corresponding function values
yi=y(x), a surrogate model with minimal prediction vadenYet, there is more to
kriging than meets the eye. Kriging assumes thatfainction being studied is a
realization of a Gaussian stochastic process)¥(+Z(x;). The constant mean
(i.e. a constant polynomial) replaces the regresgoms while the zero-mean,
stationary, Gaussian stochastic process)Zith variances® and parametric
correlation function Eg. (5.11), corresponds toliasis function terms.

Corr[Y(xi ),Y(x j )] = exp{— ijlef [|1>gﬁ = Xj,

p’j (5.11)
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This correlation function implies that the randoariables Yx;) and Y;) — and,
thus, the function values ¥} and yk;) — correlate better when their sample
pointsx; andx; are closer, i.e. their Euclidean distance indhimput dimension
of the sample points; and x; is smaller. The first (tuneable) correlation
parameter in Eqg. (5.11), i.8, (>0), indicates the importance of input dimension
¢. the higher9, is, the faster the correlation decreases withades. The other
one, i.e. p determines the smoothness of the function infthiaput dimension.
For example, g1 vields the exponential correlation function; p=2 gives the so-
called Gaussian correlation function. Underlyingdst sets pequal to two. As a
consequence, the behaviour of the function onlyeddp on the parametgrsc?
and@,, of which the (estimated) values should maximiee probability (i.e. the
likelihood) of the sampled data. Whilst derivingetlpredictor value for an
additional pointx* — which is either an old point or a new one, tien is
obviously once again maximizing the — now ‘augmdhte likelihood. The
derivation of this kriging predictor is out of s@pinstead, this work restricts
itself to stating the standard formula, i.e. thestbknear unbiased predictor
(BLUP) (Eq. (5.12)):

y(x*) = u+r"RYy -14) (5.12)

wherer={Corr[Y(x*),Y(x)] ... Corr[Y(x*),Y(x.)]} " is the vector of correlations
betweenx* and the n sample point® is the n x n correlation matrix whose
(i,))" entry is given by Eq. (5.11) ariddenotes the n-dimensional vector with
ones. Now, the generalized least squares (GLS)rdetes the constant process
meanp and the process variane& while the sequential quadratic programming
(SQP) algorithm determindg so that the probability of the sampled data isisit
maximum. For that matter, the predictor is moréaldé when the ‘augmented’
likelihood drops off dramatically as one moves a@yn the optimal value of
y(x*). Note that this closely relates to the mean segdarror of the predictor (or
better, prediction variance), i.6*(x*) (Eq. (5.13)). This last-mentioned formula
has the intuitive property that at any sampled pdiequals zero.

fl—rTR'lr!

o (x*)= o 1-r"RY + TR

(5.13)
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5.3 Resaults

5.3.1 Validation by means of the Annex 20 2-D2 case

To guarantee the reliability of the simulation fesuvalidating the simulation
model(s) is essential. However, there’s no datdhfercase(s) at hand. Fortunately,
the previously described Annex 20 2-D2 case forctvhéxperimental data are
available [332], can take over this validation rdlée larger room height and a
constant heat flux at the floor instead of a fixemhperature actually do not pose
any problem. This Annex 20 2-D2 case was meaneta benchmark for mixed
convection flows. Raising the constant heat fludestl along the floor in
succeeding experiments enabled to determine athwRichardson number the
cool jet deflects from the ceiling. The smoke vimadions of Schwenke [332]
indicated that the jet immediately fell down when &ceeded 0.02. An
intermediate status lacked. The subsequent sironlatudies by e.g. Chen [353],
Lemaire [354], Said [355] and Vogl [356] also petdd a sudden turning punt
indeed, yet at higher Richardson numbers, rangiom 0.12 to 0.20 [194]. Most
likely, this discrepancy resulted from the use amigh grids, inapt wall functions
and simple turbulence models. However, these aptiwere the best they could
get.

Underlying validation study obviously adopts theBCBimulation approach
described in section 5.2.3. However, one thingtils missing: that is, the grid
resolution. After all, determining the grid resabut in advance is impossible.
Hence, this study starts from the work of Voigt §e6He punctually tried three
grid resolutions on the isothermal Annex 20 2-D&ecand suggested using the
intermediate resolution having an overall grid dgnef 682cells.nf. However,
this limited grid resolution is not enough for then-isothermal Annex 20 2-D2
case: the simulations have difficulty convergingefiefore, this validation study
directly switches over to the fine grid resolutininVoigt, i.e. 2730cells.f (equal
to the fourfold of the intermediate grid density).

Now, plotting contours or path lines of the sucdegdsimulations would
enable to determine whether the jet also deflects Richardson number around
0.02. However, a more concise way is to trace ibiamte from the zero point in
the x-direction at which the x-wall shear stresthatceiling becomes negative, x
(i.e. the point of deflection). Figure 5.7 depittis criterion X as a function of the
Richardson number Ri for the simulations perforrimethis validation study. The
graph also gives the measured point of deflectign Szthwenke and, for
comparison’s sake, the ones obtained from simuisitioy the aforementioned
researchers. Clearly, the adopted simulation apprda conjunction with a grid
density of 2730cells.fhapproximates the measured deflection point bttt the
reported works do. For that matter, quadrupling trid resolution again changes
nothing. In other words, the suggested CFD appreachgrid density are apt for
the validation case. The author of this study assuthis is also the case for other
cases.
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Figure 5.7: Location of the deflection point asuadtion of the Richardson number

5.3.2 Pareto optimality

Above all, this study looks for optimal solutiors. particular the design of fan-
assisted night cooling is faced with the tradebeffween the convective heat flux
by night and the nocturnal air change rate. A highie change rate results in a
higher convective heat flow indeed, yet it impléesigher energy use of the fans.
So, it is interesting to assess the accompanyirmgt®aptimality. Figure 5.8
depicts for the six combinations of ventilation cept and thermal mass
distribution the convective heat flux-air changéerRareto fronts. Each Pareto
front is based on one of the six surrogate modets indicates the maximum
attainable convective heat fluxes for the full rraf n and (J-Ts,»=10°C for
each base case. The error bars are derived froprédétion variance and indicate
the 95% confidence intervals (large confidencehanpiredicted optima). Note that
in this and the analysis to come the room lengtis fixed at 4.5m. For, at larger
room lengths the surrogate models exhibit a togelgrediction variance to draw
conclusions. First, the graph confirms that in gehéhe convective heat flux
increases with increasing air change rate. In madifour out of six cases exhibit
roughly a bi-linear relationship. What's more, thidinear relation depends on the
thermal mass distribution: the slope is highemoat &ir change rates in cases with
thermal mass at the floor while cases with a waeiting exhibit a higher slope at
high air change rates. Outsiders are ‘under flam¥f, which shows a peak
convective heat flux at an air change rate lowantthe maximum, and ‘single
sided-ceiling’, which displays a flat course. Whatiore important, the cases with
thermal mass at the floor clearly outperform thesowith a warm ceiling. They
produce convective heat fluxes which are two tdnteign times as high. Among
these cases with thermal mass at the floor, cresslation results in the highest
convective heat flux. Among the others, single didentilation seems superior.
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Figure 5.8: Convective heat flux-air change rate¢ta front

The explanation of aforementioned tendencies gsdsl@ws. Increasing the
air change rate lowers the indoor air temperatme @igments the indoor air
velocity and, thus, leads to an increase of theecdtive heat flux. What's more, it
also changes the ratio of buoyancy to inertia far¢e general, the cool jet falls
down because of gravity — which explains why theesawith thermal mass at the
floor result in the highest convective heat fluxekwever, an increasing air
change rate leads to a higher momentum and, thdeeper jet penetration. This
implies that at some point, the jet no longer jogbacts upon the floor but also
stirs the air near the ceiling. This causes theeafientioned bi-linear relationship
in most cases. The deviant behaviour of ‘under{ftoor’ is because at air change
rates higher than 8.3fthe jet momentum is so high that the supplied aioho
longer spreads over the whole of the warm floog(Fé 5.9). The nearly constant
and high convective heat flux in case of ‘singltesi-ceiling’ is due to the global
SBO itself. The expected improvement algorithm gdidthe optimization
procedure towards cases with a high temperatuierelifce, a high air change rate,
a small air supply/exhaust height and the exhausop of the air supply near the
ceiling. In this case, the exhaust removes theear the warm ceiling while most
of the indoor air approximates the air supply terapge. So it is no wonder that
the air jet does not fall to the ground but turpsvards and impinges upon the
ceiling (Figure 5.10). However, at lower air chamgees, there are too few sample
points to correct this peak convective heat fluzdirted by the surrogate model.
The overall best performance of the cross vertitationcept in case thermal mass
is at the floor is because it usually does not keashort circuits between the air
supply and the exhaust (as with single sided \aitit) and does not necessarily
direct the jet away from the warm floor (as wittdanfloor ventilation).
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Figure 5.9: Streamlines (coloured by velocity maguhe) of case ‘under floor-floor’,
L,=4.5m, Hy=1.93m, Hy=1.97m, Rype,i0.10m, n=10/, (T, Ts,)=10°C

. 0.5m.s*

0.4m.s*

0.3m.s”
0.2m.s”

0.1m.s”

L

Figure 5.10: Streamlines (coloured by velocity magie) of case ‘single sided-ceiling’,
L,=4.5m, Hy,=1.63m, Hyi=2.38M, hyp/exi0.15m, n=8.74H, (T,-Ts,)=10°C

5.3.3 Sensitivity

The above analysis already revealed that the thermass distribution more than
the ventilation concept determines the maximumrgttde convective heat flux.
However, it did not pinpoint the sensitivity to thgeometrical parameters,
including the distance of the air supply to theozgoint H,,, the distance of the
exhaust to the zero point.ld the air supply/exhaust height,fi. and the
inclination angle of the air supply. Therefore, Figure 5.11 depicts for the
respective base cases the minimum and maximum citivereheat flux, with
L=4.5m, (T,-Tsp=10°C and n=10h Also the results of frequently used
geometries are part of the graph. The geometrigedrpeter values determining
these reference cases arg#P.4m (cross)/0.5m (single sided)/1.0m (under jloor
Hexi=2.4m, R pex0.1m anch=90°. The error bars of the minimum and maximum
convective heat fluxes are again derived from tiegliption variance and indicate
the 95% confidence intervals. First of all, thisagm also shows the large
differences due to the thermal mass distributibe:donvective heat fluxes in cases
with a thermally massive floor are usually muchhieigthan the ones in cases with
a warm ceiling. What's more, the base cases witintal mass at the floor are,
relatively speaking, less sensitive to the geomefyong these cases, cross
ventilation is the most robust ventilation conceplijch is actually also the case
when thermal mass is at the ceiling. Single sideatilation, on the other hand, is
particularly sensitive to the geometry. Finallyséems that the frequently used
geometries lead especially to low convective Heaet in case of a warm ceiling.
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Figure 5.11: Sensitivity of the convective heat fluthe geometry
(with L=4.5m, (T, Ts,)=10°C and n=10f)

The reason why the cases with thermal mass aldbedre less sensitive to the
geometry is the same as why they determine morettigventilation concept the
maximum attainable convective heat flux: the cebgenerally falls down because
of gravity — as previously mentioned. Why crosstil&tion is quite robust and
single sided ventilation not is because theretke lithance that cross ventilation
leads to short circuits between the air supplythedexhaust.

5.34 Overall relationships

Resear ch setup

The above Pareto analysis indicated the best peaftce of the respective
ventilation concepts/thermal mass distributions.e Thubsequent sensitivity
analysis further illustrated in which cases thenusystem design matters.
However, neither of the two analyses pinpointedcivhialues of the quantitative
parameters, part of the subsets geometry and driarce, led to the extremes.
Also the overall relationships between the convectheat flux and these
guantitative parameters remained unexplored — dhbel surrogate models allow
to deduce this. Therefore, this section providetetiled view of the surrogate
models of the base cases with thermal mass atiliegcrespectively at the floor.
The predicted convective heat flux as well as $®aiated prediction variance is
part of the analysis. This way, it is easy to chetblether the observed tendencies
truly hold. However, now the author applies a feanfidence interval for the
derived uncertainty, that is 68% instead of 95%eA&ll, the number of sample
points used in the respective optimization procesluranging from 81 to 148, is
insufficient to provide a globally accurate sevémehsional model. The
centrepieces of this analysis are contour plotgufiéi 5.12-Figure 5.23) which
show for the six base cases how the convectivefluegtrediction variance relates
to the distance of the air supply to the zero phip (x-axis of each contour plot)
and the distance of the exhaust to the zero paipt(i#axis of each contour plot).
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Each individual contour plot corresponds to one lmioation of fixed values of the
remaining five quantitative parameters, i.e. thegth of the room |, the height of
the air supply/exhaustsfyen the inclination angle of the air supply, the
temperature difference between the one wannface and the supplied air
(Tw-Tsyp and the air change rate n (i.e. a slice). Thexveaes of the graph itself
include discrete values of fenando while in the y-direction the two axes apply
to (Tu-Tsyy and n. L always equals 4.5m. The black dots in the conptats are
projections of sample points. Their dimension iatks their distance to the slice.
Sample points of which at least one of the parameiieies deviates by more than
40% of the total parameter interval from the cqgoegling parameter value of the
slice, are left out. Finally, note that the surtegaodels rely on the negative of the
convective heat flux. This is because the expeotgdovement algorithm directs
the solution procedure towards the global minimé&the back of this section,
Figure 5.24 enlarges the typical contour plotshaf tespective bases cases (for
Nsuprex=0.1m,a=90°, (T,~Ts,n=10°C, n=10H).

Thermal mass at the ceiling

Figure 5.12 and Figure 5.13 depict the contourspftthe convective heat flux
respectively prediction variance of case ‘crostirggi The slices with a large
temperature difference, a high air change ratesastdall air supply/exhaust height
contain the globally optimal convective heat flThey indicate that in particular
locating the air supply near the warm ceiling paffs The position of the exhaust
seems less stringent. The preferred inclinatioeaofgthe air supply, on the other
hand, remains unclear, because of the large pi@diefariance. This lack of
accuracy actually applies to most of the slices, ahds, prohibits further
investigation of the general relationships. Anyheday the global optimum occurs
at aforementioned parameter combination is logiddle high temperature
difference between the ceiling and the suppliedaait the high air change rate
introduce a high cooling energy while the smallsipply near the warm ceiling
forces up the convective heat transfer (this reagosctually returns several times
in the description to come).

Figure 5.14 and Figure 5.15 reveal for case ‘sisgled-ceiling’ that again the
combination of a large temperature difference,gh ldir change rate and a small
air supply at the top leads to peak convective theets. However, in this instance
the position of the exhaust does matter. Locatimg exhaust on top of the air
supply near the ceiling is particularly beneficldbwever, also putting the exhaust
as far away as possible from this air supply @ethe bottom) results in a
considerable convective heat flux. However, fos thst-mentioned configuration,
the relation between the convective heat flux dddir supply/exhaust height is
predicted incorrectly. Normally the absolute conivecheat flux increases with a
decreasing air supply/exhaust height. By contrdi, surrogate model predicts
otherwise for this last configuration, probably &ese of the lack of data points in
this region (in spite of a small prediction varighcFurther, the impact of the
inclination angle of the air supply once again airive discerned: the prediction
variance is limited indeed, yet this is also beeanfshe limited number of sample



160 CHAPTERS

points for angles other than 90°. Similar genepgdreciations apply to the other
convection regimes with a smaller temperature wdifiee and/or a lower air
change rate. However, the difference in impact betw the geometrical
parameters is less marked. Why the configuratidh thie exhaust on top of the air
supply near the ceiling can produce particularghhtonvective heat fluxes, was
already explained in the previous section 5.3.8:j#t simply turns towards the
ceiling. The second good configuration, i.e. appy at the top and exhaust near
the floor, always leads to a short circuit of thppied air between the air supply
and the exhaust indeed. Yet the jet stirs theer the ceiling and it induces a fair
heat/momentum transfer to the indoor air as iastieto the exhaust at the bottom.

Figure 5.16 and Figure 5.17 show the results oé casder floor-ceiling'.
Again the combination of a high temperature diffiees a high air change rate and
a small air supply/exhaust leads to the overalhédg convective heat fluxes.
However, not the position of the air supply but tre of the exhaust now gets
priority. Putting the exhaust at the top leadsh® optimal convective heat flux.
Yet, these contour plots with the optimal convextieat flux also reveal a second
good exhaust position, that is, near the floor. E\asy, as the air supply/exhaust
height increases, this second optimum disappedss. the absolute value of the
former optimum diminishes with increasing, ., Further, the limited number of
sample points prevents from assessing the impabedhclination angle of the air
supply. The contour plots of the other convecti@gimes (with a smaller
temperature difference and/or a lower air chang®) @o not indicate a different
behaviour, should they be sufficiently accuratee (tnes of the smallest
temperature difference are not). So, putting thbaegt near the ceiling and
minimizing the air supply height is generally tresbchoice. As a matter of fact, in
this case the exhaust at the top removes the yswuatin air near the ceiling and,
thus, prohibits air stratification (remember ‘sigsided-ceiling’). In addition,
limiting the air supply height leads to a highetr fgomentum by which the jet
better stirs the air near the ceiling. Note thaguoh cases, the exhaust may also be
located at the bottom: the chances of turning theng jet directly towards the
exhaust at the bottom are small.

Thermal massat the floor

Figure 5.18 and Figure 5.19 display the contoutspid the convective heat flux
respectively the prediction variance of case ‘cftiss’. The optimal convective
heat flux is where the temperature difference betwthe warm floor and the
supplied air and the air change rate reach thexirman. The air supply/exhaust
height, on the other hand, seems to be of littleoitance while the impact of the
inclination angle is uncertain. In this instande &ir supply is best at the ceiling,
the exhaust can be anywhere. For that matterpgitismum resembles the one of
‘cross-ceiling’. However, the corresponding contplots of convection regimes
with a smaller temperature difference indicate tti@ convective heat flux
diminishes as the exhaust approaches the top. &mhyethe remaining contour
plots do not enable to discern differences becaifsthe air supply/exhaust
configuration. A reasoning somewhat similar to dine of ‘cross-ceiling’ explains
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the observed optimum. First, the large temperadiifference between the floor
and the supplied air and the high air change esaltrin a high cooling energy.
Secondly, in such mixed convection regime, the aildsupplied at the top

accelerates due to gravity and finally spreads dwemwhole of the floor. That is
also why the air supply/exhaust height matteig litlaving in addition the exhaust
near the bottom prohibits the development of ardetg recirculation flow on the

right-hand side of the room.

Figure 5.20 and Figure 5.21 reveal that the cometteat flux plots of ‘single
sided-floor’ bear resemblance to those of its cewpatrt ‘single sided-ceiling'.
Multiple optima occur at a high temperature differe, a high air change rate and
a small air supply/exhaust height. However, thénmptre less distinct. Putting the
exhaust on top of the air supply or locating thesapply in the upper region of the
side wall and the exhaust at the bottom yield latbnsiderable profit. The impact
of the inclination angle of the air supply cannetdeduced, again because of the
limited number of sample points. The remaining oantplots show pretty much
the same. The ones with (T,)=1°C, however, are not accurate enough to
discern notable differences. The above tendenegzsnble the ones of case ‘single
sided-ceiling’, so the explanations must run irefiel. Now, the air jet always falls
to the ground, even in case the exhaust is onfttipecair supply near the ceiling.
So, to profit from the gravitational acceleratidns best to put the air supply at the
top. The position of the exhaust simply determiweether short circuits occur.
Putting it on top of the air supply or as far awssar the bottom increases the
chances of success. For that matter, note the bbmece of this base case to the
setup with a thermally massive floor in the PASLIRSt cell discussed in chapter
3. Unfortunately, a cross-comparison is imposdigleause of the surrogate model
exhibits a too large prediction variance in thdoeg of interest.

The final two graphs, i.e. Figure 5.22 and Figurg35show the results of
‘under floor-floor’. Obviously the optimal conveei heat fluxes occur when the
temperature difference between the floor and tipplead air and the air change
rate are maximal and the air supply/exhaust heaightmal. In this case, putting
the exhaust at the top only slightly enhances thevective heat flux. The air
supply position and its inclination angle are afsfolittle account (now the
prediction variance for angles other than 90° &somably small). What's more, as
the buoyancy force becomes more important, theignmaftion (including b,p/exn
a, Hyypand Hy,) becomes even less influential. These findingdrashto a large
extent with ‘under floor-ceiling’ for which in pacular hypew and Hy, are
important. However, in case of ‘under floor-float\e room is heated from below
by which the cold jet falls sooner to the groundall cases, the jet spreads over
the whole of the floor.
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5.4 Conclusions: optimizing the room/system
design makes a difference

This work partly answered how to engineer bestghtntooled landscape office
and provides rough-hewn insights into the relatietween the convective heat
flux and the room/system design. To this end,dtrit walk the beaten tracks. It
deployed a fully-automated configuration of datampging, geometry/grid
generation, CFD solving and surrogate modellinglétermine optimal sets of
room/system design parameters. The initiating Basgialysis revealed that
increasing the air change rate augments the camedutat flux indeed. Yet, the
degree of change depends on the thermal mas$udi&iri. For example, in case of
thermal mass at the ceiling, considerable air chaates are necessary to lead to
an appreciable effect. What's more, in particulse thermal mass distribution
determines the maximum attainable convective Heat €ases with thermal mass
at the floor produce convective heat fluxes whightevo to eighteen times as high
as the ones in case of thermal mass at the ceiinghermore, these well-
performing cases with thermal mass at the floor estatively speaking, less
sensitive to the geometry. And among these cabespérformance of cross
ventilation surpasses the ones of both single sigedilation and under floor
ventilation. Among the cases with a thermally massieiling, on the other hand,
single sided ventilation seems superior. Howevehjlevcross ventilation is
generally a robust ventilation concept, single gidentilation is particularly
sensitive to the geometry.

The subsequent analysis of the surrogate modetsated that in general it is
not a bad choice to put the air supply at the Hiher the jet stirs the air near the
thermally massive ceiling or it profits from thecateration due to gravity as it falls
to the thermally massive floor. Yet, this pointisich more stringent in case of a
thermally massive ceiling. That is also why it &tgularly important to limit the
air supply height in case of a thermally massiviéince this increases the jet
momentum. The exhaust position, on the other hardf,little importance in case
of cross ventilation. However, single sided vetitkais particularly sensitive to it:
the exhaust must be located on top of the air gyupphs far away as possible at
the bottom to avoid short circuits between thesajply and the exhaust. Finally,
under floor ventilation generally benefits fromexhaust near the ceiling. Only in
case of a thermally massive ceiling, it is alsoessary to limit the air supply
height.

However, this does not mean that everything has beged out. First of all,
the CFD simulations did not include radiation atitys, most likely the inertia
forces were overestimated. So e.g. the jet of aferufloor ventilation system
would not reach the ceiling for a given Richardsamber. Further, the limited
accuracy of the surrogate models hindered a coepteimparison of the
investigated design parameters. For example, iryroases the prediction variance
was too large to assess the impact of the inatinangle of the air supply. Next to
it, this pilot study left many design parametergwestigated. If e.g. furniture were
included, there would probably be a smaller diffiere in convective heat flux
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between the two thermal mass distributions. Andllfin the findings cannot just
be extrapolated to the regimes by day. During tne the predominantly natural
convection heat transfer at the ceiling is usulhger than the one at the floor,
certainly in case of high internal heat loads.t®willd be perfectly possible that in
general a case with thermal mass at the ceilinfpqpes better than one with a
thermally massive floor.

Nevertheless, these CFD-based surrogate modelswarmhate modelling in
conjunction with CFD in general can make a valuabtstribution to the
advancement of BES modelling. Either future studis derive new convection
correlations for the indicated profitable desigriusons. Or a perhaps better
approach is to derive more globally accurate sategnodels which can be
coupled with BES. To this end, the global SBO pdote used in this study can be
continued or can be used for other typical casesuOre studies can rely on co-
kriging to come more rapidly to usable surrogatelet® This co-kriging strategy
implies that many low-resolution simulations anéew high-res simulations are
combined.
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6.1 Conclusions

Night cooling, especially in offices, attracts giogrinterest. For, it can improve
the summer comfort and can lower the cooling neledvever, the extent to which
building designers succeed in finding an optimahnicooling design depends
strongly on the simulation tool they use. Todagndtalone BES programs are
quite popular, but the way they model the convechieat transfer raises questions.
They model this complex heat transfer by a CHTCcivhisually relies on case-
specific experimental data. Therefore, this thes@uated whether this modelling
approach suffices to accurately predict the nigiling performance and further
investigated the impact of the room/system desigtthe convective heat transfer
during night cooling.

The work began with a literature review which highted the limitations of
using convection correlations in BES. First of #fle review revealed that the
methodology used to derive the convection coreatatinarrows the limits of
application. Secondly and more importantly, theréiture review indicated that the
correlations merely apply to specific cases. Asaiten of fact, the researchers
involved successively filled the major gaps: theyaloped correlations for distinct
cases which had not been studied yet. A pragmaticoach to use convection
correlations in BES nonetheless — as already stegtjpg a number of people, is to
categorize all situations into a discrete numberegfiimes for which specific
correlations apply. The subsequent BES-based sdtysdnalysis in this thesis
confirmed that such an approach is no luxury. hoestrated that the choice of
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the convection correlations can be of the same litapce as the choice of design
parameters.

The above approach, however, does not enable éstigate the influence of a
parameter (value) other than the ones considerdtieirexperimental setup on
which the convection correlations rely. The experal study in the PASLINK
cell nicely substantiated this. These experimesiealed that especially in case of
heterogeneously distributed mass the air supplgesth configuration has a
profound influence on the convective heat tranafet that convection correlations
should not be used when the setup and the conmestgime differ a lot from
those of the corresponding experiments. So, iecessary to further investigate in
detail how room/system design parameters affecttineective heat transfer. To
this end, researchers can perform more experimdotgever, experiments alone
are perhaps not sufficient to study many paramethish apply to a wide range —
even though they will always be needful. Fortunat€FD can be a valuable
supplement to experiments as it provides muchrfastere complete results, at a
reduced financial cost; on condition that CFD useake sure that the simulation
tool can accurately represent reality and know bhowddress the inherent error
sources.

Setting up CFD simulations properly is not an e@sk. The IEA Annex 20
project already indicated that the largest contdbto numerical solution error is
the one caused by an inadequate grid resolutionidendified as key modelling
error sources turbulence modelling and the desoniglf the air supply opening(s).
The literature review in underlying thesis revealeat many researchers support
the use of generalized Richardson extrapolatioastomate the error due to the
grid, in spite of the many shortcomings. HoweMee, ¥arious viewpoints on which
safety factor to use have not converged yet. Adudiulence, researchers have
developed models which are able to cope with diffemdoor airflow features, but
no single turbulence model can handle all flowdeast not in an economic way.
Nevertheless, many CFD users put forward the liR& k€ model because it
would provide reasonably accurate results at arepable computing effort.
Furthermore, to avoid the costly direct simulatioh air supply diffusers,
researchers have come up with a range of modelse¥, all can be brought
down to four fundamental approaches, of which &y are truly promising. The
momentum model should be used as much as posSihlg.for diffusers with
complex mixing such as nozzle, slot and valve défs, the box model would
perform better. And especially this diffuser moubgjl deserves the attention of
CFD users. The CFD-based sensitivity analysis, gfanhderlying thesis, revealed
that the diffuser modelling approach influences ghedictions considerably more
than the grid and the turbulence modelling apprafchAnd this holds true as long
as the jet dominates the indoor airflow patterg. (ioughly from forced to mixed
convection).

Having discussed the materials of a good CFD sitionlathe thesis eventually
described the extensive simulation study on how rdwm/system design of a
landscape office affects the convective heat teandtiring night cooling. The
surrogate models obtained indicated that the themmaas distribution rather than
the ventilation concept determines the maximumirgttde convective heat flux.
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Cases with thermal mass at the floor usually resula significantly higher
convective heat flux. Next to it, this study rewshithat cross ventilation is the
overall best performing and most robust ventilattoncept if the thermal mass is
located at the floor. For cases with a thermallyssia ceiling however, single
sided ventilation leads to the highest convectigattlux; on condition that the
geometry of the room does not result in a shodudibetween the air supply and
the exhaust. As a matter of fact, in case of sisgled ventilation the exhaust is
generally best located on top of the air suppla®srar away as possible at the
bottom. The air supply should be at the top, and #iso holds for cross
ventilation. Under floor ventilation usually bertsfifrom an exhaust near the
ceiling and in case of a thermally massive ceifitogn a limited air supply height.
However, this does not mean everything has bedgadsout. The limited global
accuracy of the surrogate models hindered a comptanparison. Next to it, this
study left many design parameters uninvestigateld famally, the findings cannot
just be extrapolated to the regimes by day.

6.2 Perspectives

In particular with the global surrogate-based opation study, this work
contributes to the advancement of BES modelling.ti@none hand, the derived
CFD-based surrogate models can help to refineimgisorrelations or develop
new ones. As a matter of fact, these surrogate Imau® only highlight the
optimal design solutions, they also roughly demmstthe importance of the
room/system design parameters. On the other hamertaps more profitable
application is to couple such surrogate models B#S. To this end, the surrogate
models derived in this study can be refined by icoing the global SBO
procedure. This will lead to globally more accuraterogate models. Also new
surrogate models can be derived for different s#tsroom/system design
parameters (e.g. inclusion of a heat source, dediffizser types), perhaps with the
aid of more complex CFD simulation models (e.g.,3alth longwave radiation
modelling). In this case, the framework developedhis work can be deployed.
Or these future studies can rely on co-kriging ¢one more rapidly to usable
surrogate models.
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