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#### Abstract

In this work we present a prototype multiview projection display that combines high-spatial and high-angular resolution with low complexity, compact form factor and potentially low-cost design. The system consists of a single projector and an image steering projection screen. It is based on beam steering using decentered microlens arrays in the projection screen and time-sequential rear-projection of the view images. The prototype has a 25 in . screen, a total of 27 viewing zones with XGA resolution and a horizontal fiel of view of $30^{\circ}$.
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## 1. Introduction

Multiview displays show many view images of an object to perceive depth [1]. Unlike stereoscopic displays [2] they do not require special eyeglasses. This is made possible by generating many viewing zones: a region in which only one view image is visible. These viewing zones are sufficientl narrow in order that the left and right eye see a different image. The parallax between both images is used to perceive depth. In addition, motion parallax depth cues are available. When the viewer moves from left to right, the eyes will pass adjacent viewing zones and see the object from a different direction. This is often referred to as look-around capability and can be experienced by multiple viewers at the same time. Multiview displays have the potential to be as realistic as holograms. For this, the viewing zones have to be extremely narrow in order that more than one view image is incident on each eye pupil [3, 4, 5]. This solves the accommodation-vergence conflic that causes visual discomfort in many stereoscopic and autostereoscopic systems. This type of multiview displays is often called super multiview.

The view images can either be simultaneously or time-sequentially generated by a fla panel display, one or many projectors or a combination of both. Firstly, a lenticular sheet or parallax barrier can be added to a fla panel display $[6,7,8]$. This approach provides a compact solution using widespread technology but with limited performance. The view images are spatially multiplexed over the display surface and shown at the same time. Because of this, the spatial resolution of the object will decrease when the number of viewing zones is increased.

By slanting the viewing optics, the resolution loss is divided over the horizontal and vertical directions. So, a full HD panel ( $1920 \times 1080$ pixels) will enable a 9 -view system with a spatial resolution of $640 \times 360$ pixels. Other issues are the reduced image brightness of parallax systems, the occurrence of many copies of the view images, crosstalk between viewing zones and the non-uniform angular distribution of the viewing zones. In 2009 Takaki [9] proposed and demonstrated a slanted sub-pixel arrangement instead of a slanted lenticular sheet that has a uniform angular distribution without crosstalk. Secondly, projectors can be used to create multiview displays. One single projector with a configurabl slit aperture in the projection lens [10] or a directional illumination of the light modulator [11] can realize this. All view images are time-sequentially modulated by the same device. Therefore, a high-speed projector is necessary. Kanebako [11] reported a digital light processing (DLP) projection system with directional illumination of the micromirrors by 15 monochrome light emitting diodes (LEDs). This approach can be interpreted as image steering at the light modulator level. DLP technology is considered because of its high-frame-rate capability [12]. 50 Hz monochrome operation with 15 viewing zones was achieved in 5-bit gray scale. To show full-color images, the number of viewing zones or the number of gray scales have to decrease. The main advantage of these single-projector systems is that the spatial resolution of the view images is the same as that of the light modulator irrespective of the number of viewing zones and that the system can be potentially low cost. On the other hand, the brightness of the images decreases when the number of viewing zones is increased because the useful étendue of each view image is limited to the total system étendue divided by the number of viewing zones. Multiview projection systems also exist that use the same number of projectors [13] or light modulators [5] than viewing zones. This has the advantage that the light modulators do not have to operate time-sequentially and so high-resolution low-speed light modulators can be considered. Takaki [5] reported a $64-$ view system using 64 transparent color liquid crystal light modulators. Kikuta [14] reported a 128 -view system using 128 reflect ve liquid crystal light modulators. Such systems are large, complex and expensive, but the high number of viewing zones can enable super multiview operation. A fina approach combines the spatial multiplexing of fla panel displays with multiple projection systems. Takaki [15] reported a system using 16 liquid crystal displays with each 16 viewing zones enabled by a lenticular sheet. All images are combined to form a 256 -view system with a lower cost than a 256 -projector system, but with reduced spatial resolution.

When designing a multiview display one has to take into consideration the desired spatial and angular resolution, brightness, system dimensions, operational speed and cost. We want to develop a multiview system with high spatial resolution. Therefore, we consider a projection approach. Additionally, the system should be potentially low cost and compact. For this reason, we use only one projector that time-sequentially modulates the view images. We also want to show high-brightness images with high-angular resolution. This requirement is not compatible with the discussed state-of-the-art single-projector systems because the brightness of the view images decreases with the number of viewing zones. We have developed an image steering projection screen that time-sequentially steers images into different viewing zones. Each image is created using the entire system étendue of the projector. In this way, the image brightness does not decrease with the number of viewing zones. The screen is based on the concept of beam steering using decentered microlens arrays [16]. This concept has strictly been applied for the steering of coherent light in telescopes [17], infrared countermeasures, optical switches and laser radar.

In this paper, we will discuss a prototype multiview display using a single projector and an image steering projection screen. Moving microlens arrays have already been reported in 3D displays [18]. To our knowledge, this is the firs time that decentered microlens arrays are implemented in the projection screen of such systems. In Sec. 2 we overview the working
principle of our multiview display. In Sec. 3 we discuss the design and implementation of the projector and the image steering projection screen. In Sec. 4 we calculate the number of viewing zones the system can show and experimentally characterize the prototype system. Finally, we discuss system modification and enhancements in Sec. 5 and conclude in Sec. 6.

## 2. Image steering projection screen

### 2.1. Beam steering

The multiview display is based on time-sequentially projecting the view images onto a screen that steers each image into a different direction. This concept is illustrated in Fig. 1. The projector is located behind the projection screen because the image steering results from refraction of light propagating through a microlens system implemented in the screen. This microlens system consists of three microlens arrays as is shown in Fig. 2. To explain its operating principle, let us consider one beam steering element which consists of three microlenses one after the other. The light is steered in different directions by equally changing the decenter $\delta$ between the firs lens and the second lens, and the firs lens and the third lens. The second lens is placed at the back focal plane of the firs lens and at the front focal plane of the third lens. Ideally, the firs lens focuses a collimated light beam to a point at the second lens which is again transformed to a collimated light beam by the third lens. If the second and third lens are decentered with respect to the firs lens, the focused light point at the second lens will appear as an off-axis point for the third lens, and the direction of the collimated light beam will change. The second lens is necessary to ensure a high fil factor of the third lens at large steering angles and to avoid crosstalk between adjacent beam steering elements which leads to undesired beam directions


Fig. 1. Schematic illustration of the time-sequential operation of the multiview display.


Fig. 2. Beam steering using decentered microlens arrays.
[16]. We consider that the second lens has the same optical properties as the third lens.

### 2.2. Screen dimensions

The microlens arrays cover the entire screen surface in order to steer the entire image. In total, there are as many beam steering elements on the screen as pixels in the image. Each beam steering element changes the propagation direction of one pixel. We consider a projector with DLP technology [12]. This choice is based on the high-frame-rate capability of DLP projection systems which is crucial for time-sequential multiview systems [11]. For example, 20 viewing zones and a refresh rate of 50 frames per second necessitate a frame rate of 1000 images per second. Furthermore, we consider a projection architecture with only one digital micromirror device (DMD) light modulator to limit the cost of the multiview display. This implies that the spatial light modulator has to color-sequentially modulate the images. Such high frame rates are not possible with transmissive or reflect ve liquid-crystal-based spatial light modulators [19, 20]. DLP projection systems rely on electrostatic actuation of micromirrors by voltage differences between the mirror and the underlying memory cell. Each pixel on the screen is modulated by a single square-shaped micromirror. It can switch between two orientation states by tilting $12^{\circ}$ about hidden diagonal hinges. The switching time is about $5.5 \mu \mathrm{~s}$ (DMD Discovery 3000 ). Another $8 \mu$ s are needed for the micromirror to reach a stable state. When a micromirror is in the on state, light will be reflecte to the projection lens and a bright pixel is seen on the projection screen. When a micromirror is in the off state, light will be reflecte to a light absorber and the pixel is dark. By varying the on and off time, during each image frame, gray levels are obtained.

We use a DMD light modulator with XGA resolution (1024 x 768 pixels). The projection setup is shown in Fig. 3. The micromirrors have a pitch of $13.68 \mu \mathrm{~m}$ and a fil factor of $85 \%$. They are imaged by the projection lens and form pixels with a pitch of $500 \mu \mathrm{~m}$ on the projection screen. The width of the image is 51.2 cm and the height is 38.4 cm . Consequently, the microlens arrays have to cover a surface with a 25 in . diagonal ( $1 \mathrm{in} .=2.54 \mathrm{~cm}$ ).

### 2.3. Microlens specifications

We have designed the microlenses to enable horizontal parallax images. For this, we use vertically-oriented cylindrical microlenses in combination with horizontal decenter. The microlenses have a footprint of $500 \mu \mathrm{~m}$ which is equal to the pixel pitch. We consider a maximal decenter of $225 \mu \mathrm{~m}$ to steer the light ( $90 \%$ of half the footprint of the microlenses). We work


Fig. 3. Schematic illustration of the projection setup using a DLP projector with a single DMD light modulator.
with two lens sheets: one which contains the firs microlens array and one which contains both the second and the third microlens array on opposite sides of the lens sheet. The lens sheets are made out of glass with polymer microlenses on its surface [21]. In front of the firs lens sheet, we place a large Fresnel lens to collimate the light rays of the projected image. Behind the second lens sheet, we place a diffuser to spread the steered light beam in the vertical direction.

The microlenses are optimized to obtain a broad steering range and minimal divergence of the steered light beam. The latter is essential to achieve many viewing zones. For this, we used the nonsequential ray-tracing program ASAP from Breault Research Organization. The input light distribution of each microlens on the firs lens sheet has a square-shaped spatial distribution of $461 \mu \mathrm{~m} \times 461 \mu \mathrm{~m}$ and a cone-shaped angular distribution with a half-angle of $0.328^{\circ}$. The latter corresponds to the illumination light cone of the DMD light modulator divided by the magnificatio of the projection lens (étendue conservation). In Fig. 4, we show the optimized design of the lens sheets. Both lens sheets are separated by a distance equal to 1 mm . The firs lens sheet is $400 \mu \mathrm{~m}$ thick and the second lens sheet $1200 \mu \mathrm{~m}$. Their thickness is sufficien to provide stability for the considered screen size. When the decenter is zero, the light beam propagates straight on. When the decenter is maximal $(225 \mu \mathrm{~m})$, the light beam is steered $15.4^{\circ}$. For negative decenter values, the magnitude of the steering angle is the same as for positive decenter values, but the direction is opposite.

The numerical values of the steering angle and the divergence of the outgoing light beam for different horizontal decenter values are shown in Fig. 5. We see that the steering angle linearly increases as a function of the decenter and that the beam divergence slightly increases for larger steering angles. The latter is caused by system aberrations when the focused light spot at the second lens moves away from the optical axis of the second and third lens for larger decenter values. On average, the full-angle divergence of the light beam is $1^{\circ}$.

## 3. System architecture

### 3.1. DLP projector with LED light sources

The projector, using only one DMD light modulator, has to time-sequentially modulate the three color components of all view images. For this, the DMD light modulator is consecutively illuminated by red, green and blue (RGB) light. Due to the required high frame rate of the


Fig. 4. Horizontal cross section of one beam steering element on both lens sheets. One pixel of the image is traced through the lens system with no decenter (top) and with maximal decenter (bottom).


Fig. 5. The simulated steering angle and full-angle divergence of the steered light beam throughout the decenter range.
projector, we decided to use high-power LEDs as projection light sources because they can be rapidly switched on and off, and because they are available in the primary colors of the display [22, 23, 24].

We have reengineered the optical module of a 0.7 in . XGA DMD Discovery 3000 development kit, for RGB LED illumination [25]. We designed a compact illumination system that collects and combines the light of one red, green and blue PT54 PhlatLight LED [26]. This light output is made uniform by a rod integrator and then imaged onto the DMD light modulator. The projector has a light output of 80 ANSI lumen and a contrast ratio of 680:1. The LEDs have an average power consumption of 20 W .

### 3.2. Vibrating projection screen

We want to operate the multiview system at a refresh rate of 50 Hz to avoid flic ering images. This implicates that 50 images are directed into each viewing zone per second. For this, the second lens sheet is moved from the outmost right position $(225 \mu \mathrm{~m})$ to the outmost left position $(-225 \mu \mathrm{~m})$ while the view images are time-sequentially projected and steered into the respective viewing zone. Next, the second lens sheet is moved back to its starting position and the view images are shown in opposite order. This process is repeated 25 times per second to achieve a 50 Hz refresh rate.

The mechanism that moves the second lens sheet, back and forth, has to operate at a frequency of 25 Hz and a travel range of $450 \mu \mathrm{~m}$. Furthermore, it has to be sufficientl powerful (push-pull force) and it has to move with high accuracy and repeatability. The 1.2 mm thick glass lens sheet weighs 730 g and it is held in an aluminum frame that weighs 350 g . Additionally, the vertical diffuser is attached to the moving lens sheet which increases the weight with 215 g . We considered using a linear translation stage with a servo motor, but the required mechanical transmission to enable the push-pull force did not allow 25 Hz operation. This is also valid for piezoelectric actuators. Furthermore, the relative large travel range would require a very long piezoelectric stack. We solved the force-frequency issue by implementing the screen motion as a mass-spring system that oscillates at its natural frequency. In this way, a low-power motor can be used because the motion is self-sustaining.

To create the mass-spring system, leaf springs are attached on both sides of the aluminum frame and connected to a f xed structure which is also used to position the firs lens sheet. This is shown in Fig. 6. The spring constant of these leaf springs is chosen in order that the natural frequency of the screen equals the desired oscillation frequency of 25 Hz . We use a DC-motor that operates at 1500 rpm . It has a magnetic encoder to determine the screen position during the


Fig. 6. CAD drawing of the moving mechanism. The moving lens sheet is part of a massspring system.
motion. An excenter is connected to the motor shaft which initiates the oscillating motion. The excenter is in contact with a cantilever which has a f xed connection to the aluminum frame of the second lens sheet. During half the rotation of the motor shaft, the excenter pushes the screen away ( $225 \mu \mathrm{~m}$ to $-225 \mu \mathrm{~m}$ decenter). During the other half of the rotation, a set of two springs in the motor setup ensures that the excenter remains in contact with the cantilever while the screen returns to its start position ( $-225 \mu \mathrm{~m}$ to $225 \mu \mathrm{~m}$ decenter). In this way, the amplitude of the oscillation is perfectly $450 \mu \mathrm{~m}$. When the motor is powered off, the motor springs ensure that the screen stops at the start position. The screen motion is sinusoidal with both a horizontal and vertical component. The horizontal component is the desired decenter between both lens sheets that controls the beam steering direction. The vertical component does not impact the beam steering because the lens sheets consist of vertically-oriented cylindrical microlenses.

The screen structure has several alignment features to position both lens sheets with respect to each other. Firstly, it is possible to change the orientation of the second lens sheet in order that the cylindrical lenses are parallel to those on the firs lens sheet. Secondly, the distance between both lens sheets can be adjusted. Finally, the horizontal starting position and the amplitude of the motion can be fine-tuned

## 4. Implementation of a 27-view system

### 4.1. Number of viewing zones

The image steering projection screen moves continuously back and forth while images are color-sequentially and view-sequentially projected onto it. Because the red, green and blue color components of each view image are not shown at the same time, their steering direction will be different. This has to be kept minimal in order to perceive the three colored light beams as one light beam with the correct color information; the steering range of each viewing zone has to be about the same size as the divergence of the steered light beam. If the steering range is much larger, the viewing zone will be split into three separate parts with different colors and the eye will not see the correct color information.

We used the ALP-3 high speed controller board to access the DMD light modulator. The number of image frames it supports per second is given in Table 1. We see that in 8-bit gray scale a total of 250 image frames can be modulated per second. Three image frames are needed to modulate one full-color image. To show one viewing zone, a total of 150 image frames are

Table 1. Overview of the number of image frames the DMD can modulate and the number of viewing zones this corresponds to.

| Gray scale <br> (bit) | Max. switching rate <br> (frames/sec) | Number of view- <br> ing zones |
| :--- | :--- | :--- |
| 1 | 13333 | 88 |
| 2 | 5319 | 35 |
| 3 | 3546 | 23 |
| 4 | 2315 | 15 |
| 5 | 1462 | 9 |
| 6 | 864 | 5 |
| 7 | 476 | 3 |
| 8 | 250 | 1 |

needed. This corresponds to the refresh rate of 50 Hz and full-color operation. Because of this, the DMD projector can only show one viewing zone with 8 -bit images. By decreasing the bit depth, the modulation time becomes smaller and the number of image frames increases. 5bit images already enable 9 viewing zones, but within a steering range of approximately $30^{\circ}$ and a full-angle divergence of $1^{\circ}$ this is not sufficien to obtain a uniform angular distribution. Therefore, we further decreased the bit depth to 2-bit which enables a maximal number of 35 viewing zones.

The sinusoidal motion of the screen has to be taken into account to determine the number of viewing zones. In Fig. 7, we show the calculated angular distribution of 35 images modulated in a time period of $20 \mathrm{~ms}(50 \mathrm{~Hz}, 225 \mu \mathrm{~m}$ to $-225 \mu \mathrm{~m}$ decenter). We see that the steering angle changes sinusoidally. This is because the change in decenter, during the fi ed time period to modulate each 2-bit full-color image, is not constant, but sinusoidal. In the beginning of the motion ( $225 \mu \mathrm{~m}$ decenter), the velocity of the screen is minimal resulting in a small steering range $\left(0.06^{\circ}\right)$. The steering range then gradually increases while the velocity of the screen increases until halfway the motion ( $0 \mu \mathrm{~m}$ decenter) where the steering range is maximal $\left(1.36^{\circ}\right)$. Next, the steering range decreases until the end of the motion ( $-225 \mu \mathrm{~m}$ decenter). This process is repeated while the screen returns to its start position. Thus, the steering range of the images with large steering angles (begin and end) is smaller than the images with small steering angles (middle). For images 1 to 4 and 32 to 35 , the steering range is less than half the divergence of the steered light beam. These images will largely overlap and the image information will be distorted by crosstalk. This can be solved by repeating the image information during consecutive images and thereby combining several images into one viewing zone with sufficien steering range. We will show the same image information during images 1 to 4,5 and 6,30 and 31 and, 32 to 35 . In this way, we obtain 27 viewing zones with a minimal steering range of $0.75^{\circ}$ and a maximal steering range of $1.36^{\circ}$. On average, the steering range is $1.12^{\circ}$ which is slightly more than the beam divergence.

### 4.2. Synchronization and timing

The screen has to be perfectly synchronized with the projector to steer the image information into the correct direction. For this, we have implemented a synchronization module based on a field-programmabl gate array (FPGA) that instructs the projector to show two sets of view images each time the screen is in its start position ( 25 Hz ). Each set consists of 35 2-bit fullcolor images (105 image frames). The firs set of images is time-sequentially directed into


Fig. 7. Calculated angular distribution of 35 2-bit full-color images. The steering angle (a) and steering range (b) of each image during the sinusoidal motion of the screen.
viewing zone 1 to 27 ( $225 \mu \mathrm{~m}$ to $-225 \mu \mathrm{~m}$ decenter), the second set of images into viewing zone 27 to 1 ( $-225 \mu \mathrm{~m}$ to $225 \mu \mathrm{~m}$ decenter).

Every $190 \mu \mathrm{~s}$ an image frame is modulated. For this, the FPGA triggers the DMD to show the next image frame and turns on the LED with the color of the image information. The DMD is configure to modulate the image frame in $189 \mu \mathrm{~s}$. During the firs $114 \mu \mathrm{~s}$, the two bit planes of the image frame are modulated. The remaining $75 \mu \mathrm{~s}$ is used to upload the firs bit plane of the next image frame in the memory cells beneath the micromirrors. The LED illuminates the DMD during the firs $114 \mu \mathrm{~s}$. We remark that the $1 \mu \mathrm{~s}$ difference between the image frame time and the image modulation time is used by the DMD controller board to detect the next rising edge of the trigger signal. The prototype system is shown in Fig. 8

### 4.3. Experimental characterization

We have demonstrated the multiview projection display for still images. We created a 27 -view image set of a virtual object taken from different camera positions that correspond with the direction of the viewing zones. The viewer perceives a 3D image without special eyeglasses from a viewing distance between 1 m and 4 m with look-around capability. For smaller viewing distances, the entire image is not visible because of the limited steering range. For larger viewing distances, only two-dimensional images are seen because the viewing zones are expanded to


Fig. 8. Picture of the prototype system. The projector is located on the left and the image steering projection screen on the right. The 3D images are seen on the other side of the projection screen (Media 1).
the extent that both eyes see the same image.
To characterize the operation of the entire system, we measured the angular distribution of the viewing zones. For this, we projected a black image with a white spot in the middle, and investigated the position of the steered light spot at a viewing distance of 1 m . The spot is only a few pixels wide in order not to contribute to the width of the viewing zones at the detection plane. In Fig. 9, we show a picture of the steered light spot using an image set that consists of the black image with the white spot in all odd viewing-zone positions and a plain black image in all even viewing-zone positions. The picture is taken with a shutter speed of 1 s and therefore consists of 50 traces of the image steering. Each light spot corresponds to one viewing zone with odd numbering. It can be interpreted as the print of all directions in which light is steered during the time that the red, green and blue color components of that viewing zone are modulated. The angular distribution of the viewing zones is shown in Fig. 10. Both subfigure are based on a different image set; in Fig. 10(a) we examine the odd and even viewing zones separately and in Fig. 10(b) we use the black image with the white spot for all viewing zones to examine the uniformity of the steered light throughout the steering range. We fin that the intensity of the firs and last viewing zone, and the second and second last viewing zone are respectively four and two times larger than the other viewing zones. This can be explained by the fact that in these viewing zones, respectively, four and two images are used to form the viewing zone (Section 4.1). Therefore, the intensity is higher than in the other viewing zones that appear by steering one image only. The global U-shaped angular intensity distribution also shows spikes of about $10 \%$. These correspond to the angular intensity distributions of the viewing zones that do not form a fla intensity distribution when summed. To achieve this, the angular intensity distribution of each viewing zone should be a flat-to distribution. We also fin that the steering range corresponds to the simulated range of the lens sheets (Section 2.3) and that the color components of each viewing zone do not perfectly overlap: red is visible on the left and blue on


Fig. 9. Picture of the odd viewing zones at a viewing distance of 1 m (from left to right, numbers: $1,3,5,7,9,11,13,15,17,19,21,23,25$ and 27).


Fig. 10. Measured angular distribution of the viewing zones (a) and the uniformity of the steered light (b).
the right. Because of the overlap of adjacent viewing zones, we still perceive the correct color information.

### 4.4. Image artifacts

Every view image is repeated 50 times per second, yet the viewer does not perceive flic erfree images from all viewing positions. We fin that in the center of the viewing space the refresh rate is 50 Hz whereas toward the sides the refresh rate decreases to 25 Hz . This can be explained by considering the time between two images that are directed by the screen into the same viewing zone. This is shown in Fig. 11. Because both directions of the sinusoidal-screen motion are used to show images, the time between two consecutive images is not the same for all viewing zones. For the outmost viewing zones (1 and 27), the images follow immediately one after the other. The eye integrates these images and only sees one image each 40 ms . Therefore, the refresh rate is perceived to be 25 Hz instead of 50 Hz . On the other hand, in the center (viewing zone 14), the time between two consecutive images is exactly 20 ms and the refresh rate is perceived correctly ( 50 Hz ).

The images that are visible on the vibrating screen are distorted by Moiré patterns as is visible in Fig. 12. These image artifacts result from the optical sampling of the images, projected onto the screen, by the periodic elements in the screen. These are the Fresnel lens, the vertically-


Fig. 11. The time between consecutive images in viewing zones 1,14 and 27 ( $225 \mu \mathrm{~m}$, $0 \mu \mathrm{~m}$ and $-225 \mu \mathrm{~m}$ decenter, respectively).


Fig. 12. Picture of the Moiré patterns on the vibrating screen. Outmost left viewing zone (a), center viewing zone (b) and outmost right viewing zone (c).
oriented cylindrical microlenses and the holographic vertical diffuser. They can cause radial, horizontal and vertical sampling, respectively. The pitch of the Fresnel lens structures is about f ve times smaller than the pixel pitch. Therefore, the radial sampling frequency is high enough to avoid aliasing. On the other hand, the pitch of the cylindrical lenses is designed to be the same as the pixel pitch. Small variations of the lens pitch and the pixel pitch introduce Moiré patterns. The pitch of the holographic diffuser is much smaller than the pixel pitch and does not contribute to the Moiré patterns.

## 5. Discussion

We have demonstrated a multiview display capable of showing horizontal parallax images by means of image steering. To progress toward higher angular resolution or larger fiel of view or horizontal and vertical parallax images combined, even more images will have to be modulated. This requires modification and enhancements of the DMD projector as well as the image steering projection screen.

Showing more images is limited with the current DMD projector because it would imply a further decrease of the bit depth of the images from 2 bit to 1 bit. A possible solution is to use three DMD light modulators instead of only one. The color components of the view images can then be shown at the same time instead of color sequentially. This has the advantage that each DMD light modulator has to modulate three times less images compared to a single DMD light modulator approach and that the color components of each viewing zone will perfectly overlap. In our demonstrator system, this approach would enable 4-bit images, an improvement of the number of gray scales with a factor four. Also, the brightness of the images would increase. Nevertheless, the increase of the number of images is not sufficien to allow systems with the envisioned multiview characteristics. This will also require a significan increase of the
performance of the DMD controller board, the DMD driver electronics and the DMD chip itself. Furthermore, innovative modulation techniques can be used to maximize the frame rate. For example, by intensity modulation of the LED illumination in order to show the same bit depth in a shorter time. Other spatial light modulators such as liquid-crystal-on-silicon devices cannot currently be considered because they are not fast enough. On the other hand, in most cases, they do have the benefi of being an analog technology and thereby providing full bit depth.

Higher angular resolution will require the viewing zones to be narrower. For this, it will be necessary to decrease the divergence of the steered light beam. This is possible when the étendue of the light processed by each microlens decreases. A DMD projector based on laser illumination could be appropriate for this. A larger fiel of view will require microlenses with a smaller f-number and additional vertical parallax will necessitate microlenses with a square footprint and also vertical screen motion.

The optical and mechanical implementation of the image steering projection screen can be improved in several ways. We experienced that it is difficul to set the distance between the lens sheets to 1 mm over the entire screen surface. Deviations result in larger beam divergence and consequently the view images overlap. This can be improved by increasing the necessary distance between both lens sheets in order to make the relative errors smaller. Also, we experienced that the lens sheets are fragile and that they can slightly be bent. This can be improved by making them thicker. The Moiré patterns can be eliminated by making the pitch of the microlenses at least two times smaller than the pixel pitch. Furthermore, antireflectio coatings will improve the transmission efficien y of the rear-projection screen; currently, the transmission is $66 \%$ (Fresnel lens $92 \%$, lens sheet $192 \%$, lens sheet $292 \%$ and diffuser $85 \%$ ). The mechanical part of the screen can be improved by adding a feedback control system to compensate for frequency fluctuation of the motor. Also, the oscillation frequency has to be increased in order to obtain flic er-free images for the entire fiel of view. A firs approach is to double the oscillation frequency of the screen ( 25 Hz to 50 Hz ) and to show images only in one direction of the motion ( $225 \mu \mathrm{~m}$ to $-225 \mu \mathrm{~m}$ decenter). This has the advantage that the refresh rate of all view images will be equal to 50 Hz , but the disadvantage that the brightness of the system will decrease with $50 \%$ because only half of the screen motion is used to show the images. Another approach is to continue showing the images during both directions of the motion. Because of this, the refresh rate will not be the same for all viewing zones, but it will be high enough to ensure flic er-free operation for the entire fiel of view (outmost viewing zones 50 Hz and center viewing zone 100 Hz ). We remark that both approaches, again, increase the number of images that have to be shown. The angular spread of the viewing zones can be decreased by implementing a stepwise motion instead of a continuous motion. The screen moves to its new position and then images are projected onto it. Because of this, the angular spread of each viewing zone will be equal to the divergence of the steered light beam. Also, the color components of each viewing zone will perfectly overlap. Finally, the entire system can be made more compact by folding the optical path from the projector to the screen.

## 6. Conclusion

We have implemented the concept of beam steering using decentered microlens arrays for multiview displays. We designed and demonstrated a rear-projection system using a single projector and an image steering projection screen. The latter consists of two lens sheets covered with vertically-oriented cylindrical microlenses. The horizontal decenter between the microlenses on both lens sheets determines the horizontal steering direction. The view images of a 3D object are time-sequentially projected onto the screen and steered into the respective viewing zone by changing the relative position of the lens sheets.

The screen has a diagonal of 25 in . and contains microlenses with a footprint of $500 \mu \mathrm{~m}$ which corresponds to the pitch of the pixels in the images that are projected onto it. The decenter between the microlenses ranges between $225 \mu \mathrm{~m}$ and $-225 \mu \mathrm{~m}$. This enables beam steering from $15^{\circ}$ to $-15^{\circ}$ with a full-angle beam divergence of $1^{\circ}$. The projector shows all view images in full-color at a refresh rate of 50 Hz . To accomplish this, we have designed a DLP projector with LED light sources. The moving lens sheet in the projection screen is implemented as a mass-spring system that oscillates at 25 Hz . The resulting prototype shows a total of 27 viewing zones with XGA resolution within a horizontal fiel of view of $30^{\circ}$. The bit depth of the images is reduced to 2 bit. This is required to modulate the high number of image frames.

The demonstrated system can show high-brightness multiview images with high-angular resolution using a single projector. The spatial resolution of the images is determined by the projector. The system has the potential to progress toward super multiview with both horizontal and vertical parallax by significantl increasing the frame-rate capability of the DLP projector and by adapting the projection screen to steer narrower beams of light.
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