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Abstract

In this paper, we present a basic discrete-time queueing model whereby the service
process is decomposed in two (variable) components: the demand of each customer, ex-
pressed in a number of work units needed to provide full service of the customer, and the
capacity of the server, i.e., the number of work units that the service facility is able to
perform per time unit. The model is closely related to multi-server queueing models with
server interruptions, in the sense that the service facility is able to deliver more than one
unit of work per time unit, and that the number of work units that can be executed per
time unit is not constant over time.

Although multi-server queueing models with server interruptions - to some extent -
allow us to study the concept of variable capacity, these models have a major disadvan-
tage. The models are notoriously hard to analyze and even when explicit expressions are
obtained, these contain various unknown probabilities that have to be calculated numer-
ically, which makes the expressions difficult to interpret. For the model in this paper,
on the other hand, we are able to obtain explicit closed-form expressions for the main
performance measures of interest. Possible applications of this type of queueing model
are numerous: the variable service capacity could model variable available bandwidths in
communication networks, a varying production capacity in factories, a variable number
of workers in an HR-environment, varying capacity in road traffic, etc.
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1 Introduction

In classical queueing models, it is generally assumed that some kind of customers require some
kind of service from a given service facility, containing one or multiple servers, which are each
able to provide service to one customer at a time. A large body of work exists especially
on the analysis of single-server queues with various types of arrival processes, service times,
queueing disciplines, storage capacities, etc., both in continuous-time and (to a lesser extent)
discrete-time settings. The study of multiserver queues, however, has traditionally received
much less attention, one important reason being that multiserver queues are notoriously hard
to analyze. In addition, even when expressions are obtained, these contain various unknown
probabilities that have to be calculated numerically, which makes the expressions difficult to
interpret ([1, 13, 18]).

An important subclass of queueing models consists of queues with server interruptions,
whereby these server interruptions may be either driven by external processes (such as break-
downs or higher-priority customers demanding service) or they may correspond to vacations
deliberately taken by the servers (e.g. when the system becomes empty after a busy period).
Here, again, the case of one single server subject to interruptions has been the most commonly
studied setting [16, 37, 31, 39, 27], although some work has also been reported on multiserver
systems with server breakdowns [18, 28, 38, 13]. The current paper1 is related to the latter
type of models in the sense that we consider a system whose service facility is able to deliver
more than one unit of work per time unit (as in other multiserver models) and that the number
of work units that can be executed per time unit is not constant over time (which is typical for
systems with server interruptions). The key feature of the model under investigation is the de-
composition of the service process in two components: service capacity and customer demand.
More specifically, we consider a model in which the so-called service capacity, i.e., the number
of work units that the service facility is able to perform, changes randomly from time slot to
time slot. Customers demanding variable amounts of work (as specified by the service-demand
distribution) enter the system and are served in First-Come-First-Served (FCFS) order, i.e.,
during each slot the service facility executes as many work units as possible (as specified by
the momentary service capacity) to the customers present in the system, in their order of ar-
rival. The service of a next customer is only started when the previous customer has received
complete service.

The model we study is relevant in many application areas. For instance, it is closely related
to the “effective bandwidth” or “effective capacity” concepts in telecommunication networks, to
model the time-varying capacity of stations in wireless networks/LANs [26, 14, 25]. A wireless
station can indeed be regarded as a server with varying capacity, due to rate fluctuations of the
physical channel or at the MAC layer. Another potential application domain is the modeling
of varying production capacity of a production system with a single product line, in order to
estimate the influence of this variability on the holding times. Machines deteriorate gradually so
that their production rate decelerates automatically or artificially to extend the life span of the
machines. Ultimately, machines have to be repaired or replaced due to defects [2, 20, 21, 40]. In
addition, in road traffic, the capacity of roads or railways is subject to factors such as accidents,

1This paper is an extended version of our conference paper [12].
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defects, weather conditions, et cetera [34, 24].
It turns out that, although the model dealt with in this paper is related to the category of

very hard multiserver-type queues with server interruptions, it allows for a completely analytic
solution of the problem: no numerical calculation of unknown probabilities is required anymore.
Remarkably simple explicit expressions can be derived for most quantities of interest, such as
the probability generating functions (pgf’s) and mean values (and, in some special cases, also
the complete probability mass functions (pmf’s)) of the unfinished work, the queueing delay
and (with some restrictions) the buffer occupancy.

The structure of the remainder of this paper is as follows. First, we describe the model
in detail in section 2. Section 3 then presents the analysis of the (steady-state) unfinished
work in the system, resulting in an explicit expression for the pgf of this quantity. In section
4, we derive the pgf of the (steady-state) delay of an arbitrary customer from the pgf of the
unfinished work. All these results are valid for arbitrary service-demand distributions. It turns
out that the derivation of the pgf of the (steady-state) buffer occupancy is much harder. This
is the topic of section 5. Section 6 is devoted to the special case where the service-demand
distribution is geometric; in this case, we do succeed to derive an explicit expression for the
pgf of the buffer occupancy. In section 7, we focus on two special arrival processes (Bernoulli
and geometric), for which the whole distributions of all relevant performance measures can be
obtained in explicit closed form. We discuss the results both conceptually and quantitatively
in section 8. Some conclusions are drawn and directions for future work are given in section 9.

2 Mathematical model

We consider a discrete-time queueing system with infinite waiting room and a service facility
(henceforth also referred to as the “server” of the system) which can deliver a variable amount of
service as time goes by. As in all discrete-time models, the time axis is divided into fixed-length
intervals referred to as time slots, time units or, simply, slots, in the sequel. New customers may
enter the system at any given (continuous) point on the time axis, but services are synchronized
to (i.e., can only start and end at) slot boundaries.

The arrival process of new customers in the system is characterized by means of a sequence
of i.i.d. nonnegative discrete random variables with common probability mass function (pmf)
a(n) and common probability generating function (pgf) A(z) respectively. More specifically,

a(n) , Prob[ n customer arrivals in one slot ] , n ≥ 0 ,

A(z) ,
∞
∑

n=0

a(n) zn .

The mean number of customer arrivals per slot, in the sequel referred to as the mean arrival
rate, is given by

λ , A′(1) .

Although the whole analysis discussed in the next sections is valid for completely arbitrary
arrival distributions, we will consider further in the paper two specific choices of the arrival
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process for which very explicit results can be obtained. We now also introduce these two
special cases. The first case, referred to as “Bernoulli arrivals” (with mean λ), concerns the
situation whereby at most one customer can arrive in the system per slot, implying a(n) and
A(z) to be given by

a(0) = 1− λ ; a(1) = λ ,

A(z) = 1− λ+ λz .
(1)

The second special case is the one of “geometric arrivals” (with mean λ), characterized by

a(n) =
1

1 + λ

(

λ

1 + λ

)n

, n ≥ 0 ,

A(z) =
1

1 + λ− λz
.

(2)

The service process of the customers is described in two steps. First, we characterize the
demand that customers place upon the resources of the system, by attaching to each customer a
corresponding service requirement or service demand, which indicates the number of work units
required to give complete service to the customer at hand. The service demands of consecutive
customers arriving at the system are modeled as a sequence of i.i.d. positive discrete random
variables with common pmf s(n) and common pgf S(z) respectively. More specifically,

s(n) , Prob[ service demand equals n work units ] , n ≥ 1 ,

S(z) ,
∞
∑

n=1

s(n) zn .

The mean service demand of the customers is given by

1

σ
, S ′(1) .

In some of our derivations further in the paper, we will restrict ourselves to the case whereby
the service demands are geometrically distributed with mean value 1/σ, such that

s(n) = σ(1− σ)n−1 , n ≥ 1 ,

S(z) =
σz

1− (1− σ)z
.

(3)

Next, we describe the (variable) resources of the server, by attaching to each time slot a
corresponding service capacity, which indicates the number of work units that the server is
capable of delivering in this slot. We assume that service capacities are nonnegative random
variables, independent from slot to slot and geometrically distributed, with common pmf r(n)
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and common pgf R(z) respectively. More specifically,

r(n) , Prob[ service capacity equals n work units ] =
1

1 + µ

(

µ

1 + µ

)n

, n ≥ 0 ,

R(z) ,
∞
∑

n=0

r(n) zn =
1

1 + µ− µz
.

(4)

The mean service capacity of the system (per slot) is given by

µ = R′(1) .

Note that in traditional queueing models, the terms service demand and service capacity
are usually not used in the sense defined here. Instead, the term service time is used to indicate
the total time needed to serve one customer, i.e., the service time is the time a server (with an
unspecified service capacity) needs to serve a customer (with an implicit service demand). Since
service time is an ambiguous concept in our model, we do not use this term in the remainder.

The operation of the queueing system is as follows. Customers arrive in the system according
to an uncorrelated arrival process, characterized by the pgf A(z), as described above, and take
place in the queue in their order of arrival. The amount of service required by each customer
(expressed in work units) is given by their corresponding service demand, described by the pgf
S(z), defined above. The server serves customers from the queue one by one in FCFS order,
spending no more work units in each slot than the available service capacity for that slot, which
is described by the pgf R(z). If the server disposes of less work units than needed to complete
the service of the customer being served in a slot, the service of that customer continues in
the next slot. If, on the contrary, the service capacity of the server in a slot is higher than
the remaining service demand of the customer in service, then the server starts the service of
the next customer in the queue (if any) or (else) becomes idle. We assume that service of a
customer can start during the slot following his arrival slot at the earliest.

3 Unfinished work

3.1 System equations

We start the analysis by defining a number of important random variables. Specifically, let uk

denote the unfinished work, i.e., the total number of work units “present in” the system at the
beginning of the k-th slot, and hk the total amount of work entering the system during this
slot. Furthermore, let rk denote the service capacity during the k-th slot. Then, the following
recursive system equations can be established:

uk+1 = hk , if uk ≤ rk ,

uk+1 = uk + hk − rk , if uk > rk .

The two above cases can be summarized in one single system equation

uk+1 = hk + (uk − rk)
+ , (5)
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by introducing the notation (. . .)+ to indicate the quantity max(0, . . .).
In equation (5), the rk’s are a sequence of i.i.d. random variables with (known) common

pgf R(z), as defined in equation (4). The random variables {hk}, on the other hand, can be
obtained as

hk =

ak
∑

i=1

sk,i ,

where ak indicates the number of customers entering the system during slot k (with known
pgf A(z)), and the sk,i’s are the service demands (with common pgf S(z)) of these customers
(expressed in work units). It is easily seen that the hk’s are i.i.d. with pgf

H(z) = A(S(z)) . (6)

3.2 Analysis of the unfinished work

For all k, let Uk(z) denote the pgf of uk. Then, from equation (5) we can derive

Uk+1(z) = H(z) · E
[

z(uk−rk)
+
]

, (7)

with E[·] the expectation operator. The second factor in the right hand side of (7) can be
expanded further by means of the law of total probability (using also the mutual independence
of uk and rk):

E
[

z(uk−rk)
+
]

=

∞
∑

n=0

r(n)

∞
∑

i=0

uk(i)z
(i−n)+ ,

where, for all i ≥ 0,

uk(i) , Prob[uk = i] .

Removing the (.)+ operator and introducing the explicit form of the pmf r(n) as defined in
equation (4), we get

E
[

z(uk−rk)
+
]

=
∞
∑

n=0

1

1 + µ

(

µ

1 + µ

)n
(

n
∑

i=0

uk(i) +
∞
∑

i=n+1

uk(i)z
i−n

)

=

∞
∑

i=0

uk(i)

∞
∑

n=i

1

1 + µ
(

µ

1 + µ
)n +

∞
∑

i=1

uk(i)z
i

i−1
∑

n=0

1

1 + µ

(

µ

(1 + µ)z

)n

=
∞
∑

i=0

uk(i)

(

µ

1 + µ

)i

+
1

1 + µ

∞
∑

i=1

uk(i)z
i
( µ

(1+µ)z
)i − 1

( µ

(1+µ)z
)− 1

= Uk

(

µ

1 + µ

)

+
z

µ− (1 + µ)z

[

Uk

(

µ

(1 + µ)

)

− Uk(z)

]

.

(8)
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Combination of equations (7) and (8) then leads to

[µ− (1 + µ)z]Uk+1(z) = H(z)

(

µ(1− z)Uk

(

µ

1 + µ

)

− zUk(z)

)

. (9)

Now, let us assume that the queueing system at hand is stable, i.e., that the stability
condition [11, 36] is fulfilled. It is not difficult to see that the system is stable if and only if the
mean number of work units entering the system per slot, given by H ′(1), is strictly less than
the mean service capacity per slot, given by R′(1), i.e., if and only if

H ′(1) < R′(1) ,

or, expressed in the basic parameters of our system,

λ

σ
< µ . (10)

We now let the time parameter k go to infinity. Assuming the system reaches a steady
state, then both functions Uk(·) and Uk+1(·) converge to a common limit function U(·), which
denotes the pgf of the unfinished work at the beginning of an arbitrary slot in steady state. As
a result, equation (9) translates into a linear equation for U(z), with solution

U(z) = µU

(

µ

1 + µ

)

(z − 1)H(z)

µ(z − 1)− z[H(z)− 1]
.

This expression is fully determined, except for the unknown quantity U( µ

1+µ
), which, in turn,

can be obtained by invoking the normalizing condition of the pgf U(z), i.e., the condition
U(1) = 1. It is not difficult to obtain

U

(

µ

1 + µ

)

= 1−
λ

µσ
. (11)

As a final result, we then get the following closed-form expression for the pgf of the steady-state
unfinished work in the system:

U(z) =
(µ− λ

σ
)(z − 1)A(S(z))

µ(z − 1)− z[A(S(z)) − 1]
, (12)

where we have also used equation (6).
Various performance measures of the system, related to the unfinished work, can be derived

in explicit form from the above result. For instance, the probability that the system is empty
can be obtained as

U(0) =

(

1−
λ

µσ

)

A(0) . (13)
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The mean unfinished work in the system is given by

E[u] = U ′(1) =
2λ[(µ+ 1)σ − λ] + A′′(1) + λσ2S ′′(1)

2σ(µσ − λ)
. (14)

Higher-order moments of the unfinished-work distribution can be obtained similarly, by com-
puting higher-order derivatives of U(z).

3.3 Amount of work performed per slot

The quantities rk indicate the maximum amount of work the server can perform during the
consecutive slots, i.e., the amount of work the server would perform if the system had an
unlimited supply of work at its disposal. Of course, during the operation of the system, the
actual amount of work performed per slot depends on the availability of customers as time goes
on. In this subsection, we therefore study the characteristics of the latter quantity.

It is clear that the amount of work performed by the server during slot k is given by

wk = min {rk, uk} ,

where, as before, uk denotes the total unfinished work at the beginning of slot k. It easily
follows from this that the (steady-state) pgf of wk can be computed as follows:

W (z) =
∞
∑

n=0

r(n)
∞
∑

i=0

u(i)zmin {n,i}

=

∞
∑

n=0

r(n)

(

n
∑

i=0

u(i)zi +

∞
∑

i=n+1

u(i)zn

)

,

where
u(i) , lim

k→∞
uk(i) .

Introducing the specific form of r(n) (see equation (4)), we get

W (z) =
∞
∑

i=0

u(i)zi
∞
∑

n=i

1

1 + µ

(

µ

1 + µ

)n

+
∞
∑

i=1

u(i)
i−1
∑

n=0

1

1 + µ

(

µ

1 + µ

)n

zn

=

∞
∑

i=0

u(i)zi
(

µ

1 + µ

)i

+
1

1 + µ− µz

∞
∑

i=1

u(i)

(

1−

(

µz

1 + µ

)i
)

= U

(

µz

1 + µ

)

+
1

1 + µ− µz

(

1− U

(

µz

1 + µ

))

.
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Amongst other performance measures, the mean amount of work executed per slot can be
calculated from this and is given by

W ′(1) = µ

(

1− U

(

µ

1 + µ

))

,

or, in view of equation (11),

W ′(1) =
λ

σ
.

The latter result simply confirms that the queueing system has reached a steady state, so that
the average amount of work leaving the system per slot, i.e., W ′(1), is in balance with the
average amount of work entering the system per slot, i.e., H ′(1) = λ/σ.

4 Customer delay

We now turn to the analysis of the probability distribution of the delay (expressed in slots)
customers incur in the system. More specifically, let C denote an arbitrary customer entering
the system in steady state, and let J denote the slot during which C arrives. In the sequel,
customer C will be referred to as the “tagged customer”. We define the (discrete) delay d of
customer C as the total number of (full) slots between the arrival instant of C in the system
and the departure time of C from the system, i.e., d indicates the number of slots between the
end of slot J and the end of the slot during which the last work unit of the service demand of
C is actually being executed.

Owing to the FCFS queueing discipline used in the system, the delay d of the tagged
customer C is equal to the time needed to execute the unfinished work present in the system
just after slot J , but to be performed before or during the service of customer C. In the next
subsections, we first compute the pgf of this amount of work. Next, from this, we derive the
pgf of d.

4.1 Work to be performed before the service of the tagged customer

Let ũ denote the unfinished work at the beginning of slot J , r̃ the available service capacity
during slot J (with pgf R(z) as defined in (4)), and f the number of customers entering the
system during slot J but to be served before C. Then, the total amount of work to be performed
before the tagged customer C, still “present in” the system just after slot J , i.e., at the moment
when the delay d of customer C starts running, is given by

v = (ũ− r̃)+ +

f
∑

i=1

s̃i ,

where the quantities s̃i refer to the service demands of the f customers entering the system
during slot J , but to be served before the tagged customer C.
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It is well-known from many previous papers e.g. [3, 28, 17, 30] that the pgf of the random
variable f is given by

F (z) , E
[

zf
]

=
A(z)− 1

λ(z − 1)
. (15)

On the other hand, the independent nature of the arrival process (from slot to slot) implies
that the probability distribution of ũ, i.e., the unfinished work at the beginning of the arrival
slot of the tagged customer C, is identical to the probability distribution of the unfinished work
at the beginning of an arbitrary slot in the steady state. This implies that the pgf of ũ is equal
to the function U(z) determined earlier (see equation (12)). For the same reason, the random
variables f and ũ are mutually independent. Putting all these elements together, we conclude
that the pgf of v can be obtained as

V (z) , E[zv] = E
[

z(ũ−r̃)+
]

· E
[

z
∑f

i=1
s̃i

]

=
U(z)

A(S(z))
· F (S(z)) ,

where, in the last step, we have used equation (6) and the steady-state version of equation (7),
i.e., equation (7) for k → ∞.

Using equations (15) and (12), we can derive from the above result the following explicit
expression for V (z):

V (z) =
(µ− λ

σ
)(z − 1)[A(S(z))− 1]

λ[S(z)− 1] {µ(z − 1)− z[A(S(z)) − 1]}
. (16)

4.2 Analysis of the delay

The delay d of customer C is nothing else than the number of slots required to perform the
remaining service demands of the customers in front of C just after slot J (which takes v work
units) together with customer C itself (which requires one full service demand s̃). That is, the
delay d of customer C is equal to the time needed to perform v + s̃ work units. If we denote
by r̃j the available service capacity in the j-th slot following slot J , and by qi the total service
capacity available during i consecutive slots (just after slot J), then it is not difficult to see
that

qi =
i
∑

j=1

r̃j ,

with corresponding pgf
Qi(z) = (R(z))i ,

with R(z) as defined in equation (4).
The distribution of the delay d can then be obtained as follows. First, we express the tail

distribution as

Prob[d > i] = Prob[qi < v + s̃] =
∞
∑

n=0

Prob[qi = n] Prob[v + s̃ > n] , i ≥ 0 .
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The reasoning behind this equation is that more than i slots are required to remove v + s̃
units of work from the system, if and only if at most v+s̃−1 work units can be performed during
i slots. We now z-transform the above equation and represent Prob[qi = n] as a derivative, i.e.,

Prob[qi = n] =

[

1

n!

dn

dxn
Qi(x)

]

x=0

=

[

1

n!

dn

dxn
(R(x))i

]

x=0

to obtain an equation for the pgf D(z) of the delay d:

D(z)− 1

z − 1
=

∞
∑

i=0

zi Prob[d > i] =

∞
∑

n=0

1

n!
Prob[v + s̃ > n]

[

∂n

∂xn

∞
∑

i=0

zi(R(x))i

]

x=0

. (17)

In the above equation, the partial derivative can be expressed as

[

∂n

∂xn

∞
∑

i=0

zi(R(x))i

]

x=0

=

[

∂n

∂xn

1

1− zR(x)

]

x=0

or, using equation (4),

[

∂n

∂xn

∞
∑

i=0

zi(R(x))i

]

x=0

=

[

∂n

∂xn

1 + µ− µx

1− z + µ− µx

]

x=0

.

This can be further simplified into

[

∂n

∂xn

∞
∑

i=0

zi(R(x))i

]

x=0

= δ(n) +
n!µnz

(1− z + µ)n+1
, (18)

where δ(n) is the well-known Kronecker delta-function, which equals 1 for n = 0 and 0 for all
n > 0.

Introducing (18) in (17) then leads to

D(z)− 1

z − 1
= 1 +

z

1− z + µ

∞
∑

n=0

(

µ

1− z + µ

)n

Prob[v + s̃ > n]

= 1 +
z

1− z + µ

[

V (y)S(y)− 1

y − 1

]

y= µ
1−z+µ

.

Using the formula we obtained earlier for the pgf V (·) in equation (16), the above result
translates into the following explicit expression for the pgf of the queueing delay:
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D(z) =
µσ − λ

λµσ

z(z − 1)S( µ

1−z+µ
)
[

A(S( µ

1−z+µ
))− 1

]

[

S( µ

1−z+µ
)− 1

] [

z − A(S( µ

1−z+µ
))
] . (19)

Formula (19) expresses the pgf of the delay of an arbitrary customer in terms of known
quantities only. This result is valid for arbitrary arrival distributions (with pgf A(z)) and
arbitrary service-demand distributions (with pgf S(z)).

Various delay-related performance measures of the queueing system can be derived from
(19) in explicit form. For instance, the mean delay can be obtained as

E[d] = D′(1) = 1 +
λσ + (µσ − λ)

µσ(µσ − λ)
+

µA′′(1) + λ2σS ′′(1)

2λµ(µσ − λ)
. (20)

Higher-order moments of the delay can be obtained by computing higher-order derivatives of
D(z) at z = 1.

5 Buffer occupancy

The buffer occupancy is defined as the number of customers present in the system. In this
section we try to find an expression for the pgf and/or the mean value of the buffer occupancy
from the results obtained in the previous sections.

Let us define bk as the buffer occupancy at the beginning of the k-th slot. Then, clearly,
the following relationships can be established between bk and the unfinished work uk, defined
in section 3:

uk = 0 , if bk = 0 ,

uk = ŝ1 + s2 + . . .+ sbk , if bk > 0 ,
(21)

where ŝ1 indicates the remaining service demand of the customer in service at the beginning
of slot k and s2, . . . , sbk denote the (full) service demands of the other bk − 1 customers in the
system at the beginning of slot k.

It is not straightforward to derive from the above equations a relationship between the pgf’s
of the unfinished work and the buffer occupancy. There are two main reasons for this. First,
it is not obvious how to find the distribution (or pgf) of the random variable ŝ1: the classical
results from renewal theory [33, 10] on the distribution of the residual lifetime in a sequence of
i.i.d. random variables are not applicable here, as the remaining service demand of an ongoing
service does not simply decrease by one unit per slot in the system under study (because the
service capacities are variable). Second, the random variables ŝ1 and bk, appearing in equation
(21), are not necessarily independent. In the next section, however, we shall see that these
obstacles do not exist if the service demands have a geometric distribution, and we shall be
able to determine the pgf of the buffer occupancy completely in that case.
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It should also be noted that the mean buffer occupancy can always be derived from the
mean delay, by applying (the discrete-time version of) Little’s result [15]:

E[b] = λE[d] = λ+
λ2σ + λ(µσ − λ)

µσ(µσ − λ)
+

µA′′(1) + λ2σS ′′(1)

2µ(µσ − λ)
,

where E[d] was taken from equation (20).

6 Geometric service demands

In all the previous sections, we have made no specific assumptions as to the precise nature of
the service-demand distribution, i.e., the pgf S(z) was arbitrary. In this section, we explore the
special case where the service demands are geometrically distributed with mean value 1/σ, as
defined in equation (3).

6.1 Unfinished work

The pgf of the unfinished work in the system at the beginning of an arbitrary slot in steady
state, given in general by equation (12), cannot be much simplified in case of geometric service
demands, i.e., the assumption of geometric service demands does not seem to have much impact
on the form of this pgf. The result reads

U(z) =
(µ− λ

σ
)(z − 1)A( σz

1−(1−σ)z
)

µ(z − 1)− z[A( σz
1−(1−σ)z

)− 1]
. (22)

The corresponding expression for the mean unfinished work can be obtained from this as
E[u] = U ′(1), or, equivalently, by the substitution

S ′′(1) =
2(1− σ)

σ2
(23)

in equation (14). The result is given by

E[u] =
2λ(1 + µσ − λ) + A′′(1)

2σ(µσ − λ)
. (24)

6.2 Delay

The general expression of the pgf of the customer delay, given in equation (19), simplifies
considerably in case the service demands are geometrically distributed. Substitution of equation
(3) in (19) yields

13



D(z) =
(µσ − λ)z[A( µσ

1+µσ−z
)− 1]

λ[z − A( µσ

1+µσ−z
)]

. (25)

The mean delay can be found from this result as E[d] = D′(1), or, from equation (20) by
the substitution (23):

E[d] = 1 +
2λ+ A′′(1)

2λ(µσ − λ)
. (26)

6.3 Buffer occupancy

With reference to the analysis of the buffer occupancy in section 5, the assumption of geometric
service demands brings about very substantial simplifications. The main reason for this lies in
the memoryless nature of the geometric distribution [33, 35], which implies that the distribution
of the remaining service demand (ŝ1) is identical to the distribution of a full service demand
(such as s2, . . . , sbk), i.e., the remaining service demand is also geometrically distributed with
mean 1/σ. Also, the distribution of ŝ1, in this case, is not influenced by the value of bk: although
bk may be correlated with the received amount of service of the customer in service (at the
beginning of slot k), this does not determine in any way the distribution of the remaining service
demand, owing to the memoryless property of the geometric distribution. As a consequence,
equations (21) are equivalent to

uk =

bk
∑

i=1

si ,

where the si’s are i.i.d. random variables with geometric distribution (with mean 1/σ), which,
in addition, are independent of the random variable bk. It then simply follows that the (steady-
state) pgf of uk is given by

U(z) = B

(

σz

1− (1− σ)z

)

. (27)

The relationship

x =
σz

1− (1− σ)z

can be easily inverted into

z =
x

σ + (1− σ)x
,

so that equation (27) leads to
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B(x) = U

(

x

σ + (1− σ)x

)

.

Replacing x by z again and using equation (12), we then get the following explicit expression
for the pgf of the buffer occupancy:

B(z) =
(µσ − λ)(z − 1)A(z)

µσ(z − 1)− z[A(z) − 1]
. (28)

The probability of an empty buffer easily follows from this as

B(0) =

(

1−
λ

µσ

)

A(0) ,

which is in accordance with (13) and (21). The mean buffer occupancy is easily derived as

E[b] = B′(1) = λ+
2λ+ A′′(1)

2(µσ − λ)
. (29)

It is not difficult to see that the same result can be obtained by applying (the discrete-time
version of) Little’s result [15], i.e., E[b] = λE[d], to equation (26), which further supports our
confidence in the results of our analysis.

6.4 Geometric invariance property

We conclude this section on geometric service demands with the observation that, in this
particular case, the distributions of the buffer occupancy and the delay depend on the service
capacities and the service demands only through the product µσ, as can be clearly seen from
equations (25), (26), (28), (29). This is not true for the distribution of the unfinished work,
though. We will refer to this remarkable property with the term “geometric invariance” in
the sequel. This result implies that, for instance, doubling the mean service demands of the
customers (i.e., dividing σ by 2) and at the same time doubling the mean per-slot service
capacity of the system (i.e., multiplying µ by 2), does not alter the delay and the buffer
occupancy of the system, but it does double the mean unfinished work in the system. Intuitively,
this is very acceptable, because higher service demands appear to be compensated by the
proportionally higher service capacity, and hence, the effective service times of the customers
(expressed in time slots) basically remain the same. The average amount of work in the system,
of course, doubles, as all work-related quantities scale up. The geometric invariance property
can also be interpreted as follows: if we replace the geometric service demands (with mean 1/σ
work units) with deterministic service demands equal to 1 work unit each and we slow down
the server from an average service capacity of µ work units per slot to µσ work units per slot,
the delay and the buffer occupancy remain the same. Further, we will discover that all these
conclusions are not necessarily true for non-geometric service-demand distributions.
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7 Special arrival processes

The analysis in this paper did not assume any specific form for the distribution of the number
of arrivals per slot. In this section, we treat the special cases of “Bernoulli arrivals” and
“geometric arrivals”, as introduced in section 2. It turns out that considerable simplifications
of the results are possible in these two cases, especially when the service demands have a
geometric distribution. We therefore only treat the latter case here.

7.1 Bernoulli arrivals

Introducing A(z) = 1− λ+ λz in equations (22) and (24) respectively, we obtain the following
results related to the unfinished work:

U(z) =
(µ− λ

σ
)[1− λ− (1− λ− σ)z]

µ− [λ+ µ(1− σ)]z

and

E[u] =
λ(1 + µσ − λ)

σ(µσ − λ)
.

In this case, the pgf U(z) can be easily inverted; the pmf of the unfinished work is then given
by

u(0) =

(

1−
λ

µσ

)

(1− λ) ;

u(i) =

(

1−
λ

µσ

)

λ

µ
[1 + (µσ − λ)]

(

1− σ +
λ

µ

)i−1

, i ≥ 1 .

Similarly, the following results can be obtained with respect to the delay, from equations
(25) and (26):

D(z) =
(µσ − λ)z

µσ − λ+ 1− z

and

E[d] = 1 +
1

µσ − λ
.

In this case, the distribution of the delay turns out to be (positive) geometric with parameter

1

1 + µσ − λ
,
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i.e., the pmf is given by

d(i) =
µσ − λ

1 + µσ − λ

(

1

1 + µσ − λ

)i−1

, i ≥ 1 .

Finally, the pgf and mean value of the buffer occupancy, following from equations (28) and
(29), are

B(z) =
(µσ − λ)(1− λ+ λz)

µσ − λz
(30)

and

E[b] = λ+
λ

µσ − λ
.

The pmf of the buffer occupancy can be easily derived from (30) and is given by

b(0) =

(

1−
λ

µσ

)

(1− λ) ;

b(i) = (1 + µσ − λ)

(

1−
λ

µσ

)(

λ

µσ

)i

, i ≥ 1 .

7.2 Geometric arrivals

Introducing

A(z) =
1

1 + λ− λz

in equations (22) and (24) respectively, we obtain the following results related to the unfinished
work:

U(z) =
(µ− λ

σ
)[1− (1− σ)z]

µ(1 + λ)− [µ(1 + λ− σ) + λ]z

and

E[u] =
λ(1 + µσ)

σ(µσ − λ)
.

In this case, the pgf U(z) can be easily inverted; the pmf of the unfinished work is given by
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u(0) =
µσ − λ

µσ(1 + λ)
;

u(i) =
λ

σ

1 + µσ

µ(1 + λ− σ) + λ

µσ − λ

µ(1 + λ)

(

1−
µσ − λ

µ(1 + λ)

)i

, i ≥ 1 .

Similarly, the following results can be obtained with respect to the delay, from equations
(25) and (26):

D(z) =
(µσ − λ)z

1 + µσ − (1 + λ)z
(31)

and

E[d] =
1 + µσ

µσ − λ
. (32)

Again, the distribution of the delay is (positive) geometric, in this case with parameter

1 + λ

1 + µσ
,

i.e., the pmf is given by

d(i) =
µσ − λ

1 + µσ

(

1 + λ

1 + µσ

)i−1

, i ≥ 1 . (33)

Finally, the pgf and mean value of the buffer occupancy, following from equations (28) and
(29), are

B(z) =
µσ − λ

µσ(1 + λ)− λ(1 + µσ)z

and

E[b] =
λ(1 + µσ)

µσ − λ
.

In this case, the distribution of the buffer occupancy is (nonnegative) geometric as well, more
specifically with parameter

λ(1 + µσ)

µσ(1 + λ)
,

i.e., the pmf is given by
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b(i) =
µσ − λ

µσ(1 + λ)

(

λ(1 + µσ)

µσ(1 + λ)

)i

, i ≥ 0 .

8 Discussion of results and examples

In this section, we discuss the results obtained in the previous sections, both from a qualitative
perspective and by means of some examples.

The first interesting result obtained is the stability condition (10), which can be rewritten
in the form

λ < µσ . (34)

This inequality says that the supremum of the achievable throughput of the system, expressed
in customers per slot, is given by µσ. Here λ denotes the mean number of customers entering
the system per slot, µ indicates the mean number of work units that the server can deliver per
slot, and σ can be viewed as the average number of customers that can be served per work
unit, so that the product µσ indicates the mean number of customers that can be served per
slot, which gives an intuitive interpretation of the equilibrium condition.

Next, we investigate the behavior of the system when one of the parameters s (, 1/σ), µ
and λ is varied. In order to make for a fair comparison, we scale one of the other parameters
to keep the load ρ (ρ = λs/µ) constant.

First, we examine the influence of varying the mean service demand s and the mean service
capacity µ while keeping their ratio constant. In Fig. 1(a), the mean delay E[d] is depicted
versus the load ρ, for the case of Poisson arrivals, s/µ = 0.5, s = 1, 5 and 50 and for three
possible distributions of the service demand, namely deterministic, geometric or “bursty”. Here,
“bursty” refers to the case where the service demand of a customer is either 1 work unit or 5·s
work units, i.e., where

S(z) =
4s

5s− 1
z +

s− 1

5s− 1
z5s . (35)

When ρ → 0, the mean delay tends to the constant value 1 + s/µ, irrespective of the absolute
values of s and µ, or of the service-demand distribution. This can be understood as follows:
when ρ → 0, an arriving customer arrives in an empty system. He therefore has to wait 1 slot
extended with, on average, an extra 1/µ slots per work unit, for a total of s/µ slots. Further,
the mean delay increases with increasing load ρ, as expected. For s = 1, the service demand
is deterministically equal to 1, by definition. Because of the geometric invariance property
discussed in subsection 6.4, the mean delay does not depend on the absolute values of s and µ
for geometric service demands, if s/µ is kept constant. For these two reasons, the curve for s = 1
in Figure 1(a) is identical to the curves for other values of s and geometric service demands, as
well as for s = 1 and the two ‘other’ service-demand distributions (which are, in fact, all the
same for s = 1). When the service demands are not geometric and s > 1 on the other hand,
we see a completely different picture; the mean delay can differ drastically when s varies, both
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Figure 1: Mean delay E[d] for Poisson arrivals and s/µ = 0.5

in positive and in negative sense. For service-demand distributions with less variance than the
geometric distribution (e.g., deterministic), larger service demands and larger service capacities
are beneficial, while for more bursty demands, it is favorable to keep the service demands small.
So, the geometric distribution seems to be a turning point. These conclusions can also be drawn
from Figure 1(b). Here, we depict the mean delay versus the mean service demand s, for a
constant load ρ = 0.5 and, otherwise, the same assumptions as in Figure 1(a). The geometric
invariance property is nicely illustrated by the constant line, while it is demonstrated that less
bursty (more bursty, respectively) distributions for the service demand lead to lower mean
delay decreasing with s (higher mean delay increasing with s, respectively).

Second, the impact of a change in the mean arrival rate λ and the mean capacity µ is
studied while maintaining their ratio constant. In Fig. 2, the mean delay and the mean buffer
occupancy are plotted versus the mean service capacity µ, for deterministic service demands
equal to s = 50, load ρ = 0.5 and three possible distributions for the number of per-slot arrivals,
namely Poisson, geometric or “bursty”. In the latter case, the number of arrivals is either 1 or
10 times the arrival rate 10 · λ:

A(z) = 0.9 + 0.1z10λ.

From Fig. 2, we observe that the mean delay goes to infinity when the service capacity µ and
the mean arrival rate λ go to 0, while the mean buffer occupancy tends to 0. This is logical,
since an arriving customer (requiring s = 50 work units) needs a high number of slots to be
served completely when the capacity is low (even an infinite number of slots when the service
capacity goes to zero). However, the rate of arriving customers is small and, therefore, the
mean buffer occupancy is small as well (and zero if λ goes to zero). So, for low µ and λ, the
mean delay is almost entirely a result of one customer in the system not having enough service
capacity, rather than other customers being present that have to be served before this customer.
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Figure 2: Mean delay E[d] and mean buffer occupancy E[b] versus the mean service capacity
µ for Poisson, geometric and bursty arrivals, deterministic service demands s = 50 and load
ρ = 0.5

When the service capacity µ increases a bit, most of the customers are still waiting ‘alone’ in
the system, so the mean delay decreases (dramatically). For even higher µ, the positive effect of
increasing µ is reduced by increasing λ. For increasing λ, the mean buffer occupancy, therefore,
increases, while the mean delay evolves to a constant value for µ going to ∞. We further note
that a higher variance of the number of per-slot arrivals leads to higher mean delays and mean
buffer occupancies.

Third, we keep the mean capacity µ constant and vary the mean arrival rate λ and the mean
service demand s, so as to keep the product λs constant. In Fig. 3, we depict the mean delay
as a function of s, when the number of arrivals in a slot has a Poisson distribution, the service
demands are deterministic, geometric or bursty (according to formula (35)), for ρ = 0.5 and for
two values of µ, namely 0.2 (Fig. 3(a)) and 10 (Fig. 3(b)). We perceive that the mean delay
increases dramatically when the mean service demand s increases, even when the mean arrival
rate λ decreases inversely proportionally. This is easily explained intuitively; increasing s and
decreasing λ entails less customer arrivals and a larger number of work units per customer. As
a result, the work-arrival process (i.e., the sequence of work units that enter the system during
consecutive slots) is burstier and thus leads to larger delays. We also notice that a higher
variance of the service demands leads to a higher increment of E[d] when s increases.

Finally, we turn our attention to the complete distribution of the delay. In Fig. 4, the
distribution of the delay is shown in case both the service demands and the number of customer
arrivals per slot have geometric distributions, for a load ρ = 0.5. In Fig. 4(a), we keep s constant
and vary µ, while in Fig. 4(b) the converse is shown. We conclude that, for a given load ρ,
the mean service capacity µ and the mean service demand s have a strong influence on the
entire delay distribution; d(i) decreases (much) more rapidly for low s and for high µ. This is
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in complete accordance with the discussion on the mean delay.

22



9 Conclusions and future work

In this paper, we have obtained a large number of explicit expressions for the main performance
measures of an elementary discrete-time queueing model with variable service capacity. These
expressions allow us to study the behavior of a variable service-capacity system in conceptual
terms. On the other hand, for the closely-related multi-server models with server interruptions,
this is not the case: the obtained expressions always contain various unknown probabilities that
have to be calculated numerically, which makes the expressions difficult to interpret. We have
discovered the remarkable “geometric invariance” property for this kind of system, when the
service demands are geometrically distributed. Our results demonstrate, however, that in more
general conditions, changing one of the system parameters can have an undeniable impact on
the system performance, even when one of the other system parameters is scaled so as to keep
the system load constant.

The model examined in this paper can be generalized in various directions. To start with,
more general service-capacity distributions can be considered than the geometric distribution.
In fact, some literature exists on similar models whereby the number of work units that can
be performed per slot is variable and not geometrically distributed. E.g., in [23, 22, 19], a
discrete-time queueing model is examined with deterministic service times of 1 slot each and
a constant number (say, m) of servers, of which a variable number is available from slot to
slot. In terms of our present model, this comes down to assuming that the pgf S(z) is given
by S(z) = z and the service-capacity distribution has finite support, i.e., the pgf R(z) is a
polynomial of degree m. For this model, the buffer occupancy (equivalent to the unfinished
work, in this case) is examined for m = 1 in [23] (at arbitrary slot boundaries) and in [22] (at
service-completion times), and for arbitrary m ≥ 1 in [19] and [6], for R(z) = 1− σ+ σzm and
general R(z) respectively. For the latter (most general) model, the delay analysis was performed
in [28]. Although these papers consider non-geometric service-capacity distributions, they are
not more general than the present study: the analysis in all these papers relies heavily on the
polynomial nature of R(z) and on the deterministic (single-slot) nature of the service times (two
restrictions that the present model does not have). Future work may focus on a generalization
to more general or even completely arbitrary distributions for the service capacity. On the other
hand, the assumption that service capacities are i.i.d. (and, hence, independent) from slot to
slot, may also be relaxed in future investigations. Again, some attempts in this direction have
been made for the special case of single-slot service times, such as in [4, 5, 9, 32, 29] for m = 1,
and in [7, 8] for general finite m ≥ 1. But more general correlated models for the sequence of
service capacities (from slot to slot), combined with arbitrarily distributed service times, are
yet to be analyzed.
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