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Abstract

Automated Assembly Sequence Planning (ASP) is a crucial task for robotic systems in
manufacturing settings as it increases flexibility and efficiency. However, ASP is still
largely performed manually, which can be time-consuming and prone to errors. The
ASP process consists of two main steps: determining possible assembly sequences and
confirming the feasibility of these sequences with the capabilities and restrictions of
the target robot system. While several methods have been developed to automate ASP
in recent years, they have limitations such as a lack of flexibility with regard to the
properties of the assembly, a long training process, and a dependence on both positive
and negative examples for feasibility detection.

To address these issues, we propose a graph-based approach that divides the ASP
problem into two tasks: Sequence Prediction and Feasibility Prediction. For the
Sequence Prediction task, we model assemblies as graphs of part surfaces and apply
a Graph Neural Network (GNN) to efficiently extract meaningful information from
the input. An expert demonstrator guides us through the sequence prediction process,
step-by-step, predicting which parts can be placed in their position at each state of the
assembly. Our method is flexible and able to transfer knowledge between different
assembly tasks.

For Feasibility Prediction, we frame the task as an Anomaly Detection (AD) problem
and use our GNN as a feature extractor to create latent representations for each
assembly graph. We train a Normalizing Flows (NF) model to model the distribution
of feasible assemblies and detect infeasible assemblies as Out-of-Distribution (OoD).
Although our method performs better than a baseline one-class classifier, it still lags
behind a binary classifier trained on both feasible and infeasible assemblies. However,
it is not trivial to obtain a sufficient amount of infeasible assemblies for training. To
better understand the limitations of our approach, we conduct ablation studies.

Our approach requires only a few seconds to derive a feasible assembly sequence
and could be integrated into future ASP frameworks to dramatically reduce planning
time while using fewer computational resources compared to previous methods. To
our knowledge, we are the first to use NF for graph-level Anomaly Detection. Overall,
our method has the potential to significantly improve the efficiency and effectiveness of
ASP in manufacturing settings.
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1. Introduction

1.1. Motivation

Recent disturbances to global supply chains following the COVID-19 pandemic and
the war in the Ukraine are requiring manufacturers to become agile, for instance by
relocating their production lines to other countries in order to mitigate shortages in
resources (Shih, 2020). To cut down costs, producers are introducing automation
at a greater pace, but rapid changes in market needs also demand often adaptions
and customization of product design (Shih, 2020). These changes translate to often
modifications in assembly lines, requiring their time-consuming and resource-intensive
re-planning.

Automated assembly planning is one of the most important objectives of robotic
systems to increase manufacturing flexibility since decreasing planning time and
eliminating errors can facilitate greater product customization. Though product design
is commonly executed with the assistance of Computer-Aided Design (CAD) systems,
robotic assemblies are still mostly planned manually by experts (Rodriguez et al., 2019).

Figure 1.1.: A two-arm robotic system, similar to the one simulated by our environment,
assembling a metal structure (Rodriguez et al., 2020).

Robotic Assembly Sequence Planning (ASP) includes two major steps which are
interconnected. First, generate all possible assembly sequences, meaning, the order in
which individual parts are put in place. This step is affected first and foremost by the
geometrical properties of the assembly structure, i.e. how the different parts relate to
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Figure 1.2.: Traditional (a) vs. our (b) method for Assembly Sequence Planning (ASP).
In (a), multiple geometrically possible sequences are given to planners and analyzers,
which verify their feasibility with the help of a simulation environment and can provide
feedback. In (b), our Graph Assembly Network is trained on expert demonstrations and
provide a known to be feasible sequence to the planners, reducing the overall planning
time. Our Normalizing Flow (NF) model predicts the feasibility of the assembly based
only on feasible examples.

each other. Second, confirm the feasibility of the candidate assembly sequences with the
capabilities of the target robotic system. For instance, the Degrees of Freedom (DoF),
the size of the working environment and the number of arms influence the capacities of
the system. The system with two robotic arms in Fig. 1.1 can assemble a larger variety
of products than one with a reduced skill-set since it can hand over parts from one
gripper to the other (Rodriguez et al., 2020).

Fig. 1.2a depicts the planning process: the Sequence Planner provides geometrically
possible sequences to downstream planners and analyzers, such as motion and grasp
planners, inverse kinematics and workspace analyzers. These, in turn, reject infeasible
sequences with the help of a simulation environment, potentially provide feedback to
guide the sequence planners (Thomas et al., 2015) and finally derive an assembly plan.

Each of these two planning stages has its share of challenges. Finding candidate
assembly sequences is an NP-hard combinatorial problem since the amount of possible
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solutions grows with the factorial of the assembly parts (Rashid et al., 2012). Feasibility
checks, confirming if an individual assembly sequence can be successfully executed on
a specific robotic system, are also computationally expensive, as they require the plan
to be executed in the robotic system or at least in its simulation (Rodriguez et al., 2019).
In the work by Sudrez-Ruiz et al. (2018), 11 minutes were required for the assembly
motion planning of an IKEA chair, more time than the actual execution of the plan.
A fully automated assembly planner will likely require testing of many candidate
sequences, accumulating potentially to hours.

Recently attempts have been made to automate the tedious planning process by using
Neural Networks (NN) to directly predict feasible assembly sequences (Watanabe &
Inada, 2020; M. Zhao et al., 2019) or to infer the underlying rules guiding their creation
(Rodriguez et al., 2020). However, these methods suffer from several limitations. First,
they use representations that do not support complex structures or are dependent on
the number of parts in the assembly, therefore they could not generalize the knowledge
gained. Second, they are dependent on multiple pre-processing steps (e.g. graph
matching). Another line of works aims at predicting if a structure is feasible at all in
a given robotic system (Bouhsain et al., 2022; Driess et al., 2020; Noseworthy et al.,
2021; Wells et al., 2019; L. Xu et al., 2022), yet they require the inclusion of infeasible
assemblies in the training set, demanding extra efforts in data collection.

1.2. Approach

We propose to divide the ASP problem into two sub-tasks. The first, Feasibility Prediction,
classifies the feasibility of the assembly structure, and the second, Sequence Prediction,
infers a known to be feasible assembly sequence. Aiming at addressing the limitations
of existing methods, this thesis employs a graph-based approach for solving these two
tasks.

Graph representation is intuitive for assemblies, as it is used to depict complex
structures in many other domains, for instance, chemistry (Lim et al., 2019) and physics
(Battaglia et al., 2016). We refined an existing representation of assemblies as graphs,
suggested by Rodriguez et al. (2020), such that it will include a full specification of the
structure parameters and its assembly state, i.e. which parts are in their target position.
We set the assembly part surfaces as graph nodes and encode their corresponding
geometrical distances as graph edges. This representation supports the depiction
of assemblies with a varying number of differently shaped parts. In contrast to
representations that use absolute part positions, ours is agnostic to rotations and
mirroring of the assembly structure. The graph also contains part nodes, which encode
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the current state of the assembly, instead of using an external data structure for this
purpose.

To extract useful information from the graph input, a Graph Neural Network (GNN)
(Scarselli et al., 2008) is a popular and appealing method, as it allows for high com-
putation-space efficiency (Wu et al., 2020). We train our Graph Assembly Network to
follow an expert demonstrator (Lin et al., 2022) and solve the Sequence Prediction task
in a step-by-step setting, predicting in each state of the assembly which parts could be
placed in their target position. We can employ this setting since assembly sequences
exhibit the Markovian property (Bellman, 1957), in which each step is independent
of all previous ones, given the current state. Apart from its simplicity and training
efficiency, this approach allows our model to be independent of the number and length
of predicted sequences. Indeed, we demonstrate that it can transfer knowledge between
different assembly tasks.

We frame Feasibility Prediction as an Anomaly Detection (AD) problem, allowing
us to detect infeasible assemblies in a single-class setting. We employ our Graph
Assembly Network as a feature extractor and use its output graph latent as an input to
a Normalizing Flows (NF) (Dinh et al., 2014) model, which models the distribution of
feasible assemblies. Since we assume infeasible assemblies are drawn from a different
distribution, we can use an Out-of-Distribution (OoD) detection setting to identify
them (Yang, Zhou, et al., 2021), since the NF assign them with a lower likelihood. We
conducted ablation studies to investigate the intrinsic driving factors that contribute to
the performance of our model.

1.3. Research Scope

The scope of this work is developing a method to solve the two presented ASP tasks
using GNN and NF models.

Fig. 1.2b presents how our approach could be integrated into an Assembly Planning
framework. Our Graph Assembly Network and NF models are first trained on expert
demonstrations of feasible sequences represented as Assembly Graphs. Given a query
assembly, the feasibility of its graph latent is predicted by our NF model. If it’s feasible,
an assembly sequence is derived from our Graph Assembly Network by traversing the
assembly state tree and provided to downstream planners and analyzers in order to
derive an assembly plan.

We define the following three research questions:
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1. Can we represent assemblies in a way that is flexible and supports differently-
sized structures?

2. Can we generalize knowledge and correctly predict assembly sequences?

3. Can we predict the feasibility of an assembly only based on positive examples, i.e.
other feasible assemblies?

1.4. Thesis Structure

This work includes six other chapters. Chapter 2 covers related work in robotic
Assembly Sequence Planning, the way graphs are used in the field of Task Planning and
previous methods for graph-level Anomaly Detection. Chapter 3 presents the theoretical
background required for the development of our method. Chapter 4 describes our
approach, the architecture of the model and its implementation. In Chapter 5, we
present the experimental setting, the experiments we conducted and their results. We
summarize our approach and key contributions in Chapter 6. Finally, in Chapter 7, we
discuss the limitations of our work and present directions for future research.




2. Related Work

The focus of this work is Assembly Sequence Planning (ASP), a variant of the Task
and Motion Planning (TAMP) problem. In Section 2.1, we review previous approaches
to ASP. In section Section 2.2, we discuss recent advancements in TAMP, mainly the
use of GNNs, which inspired our approach. Finally, in Section 2.3, we present current
approaches for graph Anomaly Detection (AD) for feasibility prediction.

2.1. Assembly Sequence Planning (ASP) in Robotics

Assembly Sequence Planning (ASP) is a process that receives a geometric description of
a final assembly product and derives a sequence of operations, according to which the
target product can be assembled step-by-step. A principle problem for robotic assembly
sequence planning is that the number of parts orderings is factorial in the number of
parts, making it an NP-hard problem (Rashid et al., 2012).

We define a feasible sequence as an ordering of all assembly parts which is possible
in a specific robotic system and will put the structure together without collision while
considering geometrical restrictions and ones originating from the motion planners
(Jiménez, 2013). A second question concerns the optimality of the assembly sequence,
which could be defined in terms of the overall assembly time, the number of required
tool changes and more (Jiménez, 2013). In this work, we focus on feasibility, though we
believe our approach could be extended to incorporate optimality as well!. Nonetheless,
we mention here works considering the question of optimality for completeness.

Traditional approaches for ASP incorporate the following steps (Jiménez, 2013):

1. Definition of the precedence constraints between parts.
2. Generation of all feasible assembly sequences.
3. Searching for the optimal solution.

Commonly, a graph depicting the assembly process is created in which nodes represent
individual assembly steps. Finding a solution in this setting means searching a path

n order to classify assemblies as feasible, our method learns to follow expert demonstrations. These
could potentially be restricted only to optimal ones (see more in Chapter 7).




2. Related Work

Figure 2.1.: An example of an AND/OR Graph (Thomas et al., 2015). The root of the
graph is the complete assembly and the leaves are the individual parts.

between nodes representing initial assembly states to the one representing the final
product.

2.1.1. Graph Search Algorithms

A popular assembly graph representation is the AND/OR Graph (De Mello & Sander-
son, 1990) (Fig. 2.1), in which the root is the full assembly structure and the leaves
are the individual parts. Each node represents a state of the assembly and an edge
connecting two nodes means a single disassembly operation? leading from one state to
its predecessor.

The AND/OR Graph could be created using the Disassembly For Assembly strategy
(De Fazio & Whitney, 1987), which converts the task of finding how to assemble a
given product to a simpler equivalent problem- finding how it could be disassembled.
Starting from a single complete target assembly, it recursively removes parts till an
initial state is reached, in which all of the assembly parts are disconnected. In an
alternative strategy, in which the graph is built bottom-up from the set of individual
parts, there are numerous target configurations that could be reached, meaning an
infinite branching factor® (De Mello & Sanderson, 1990), making the former strategy
simpler.

As an example of an application of this method, Thomas et al. (2003) inferred the
AND/OR Graphs out of product CAD files. Later they devised a method to prune the

2Note that assembly operations are not necessarily reversible (e.g. drilling a part). The expression
Disassembly Operation refers to a reverse of an assembly operation.

3The Branching Factor of a graph node is the number of its children or out-degree. High branching factors
make search algorithms that follow every branch computationally expensive, potentially leading to
combinatorial explosion (Edelkamp & Korf, 1998).
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geometrically infeasible paths out of these graphs using computer vision techniques
(Nottensteiner et al., 2016, Thomas et al., 2015). Nevertheless, their method still
requires validation with a grasp planner to enforce the restrictions of the robotic system,
considerably increasing the time required for finding a feasible sequence. This is a
major disadvantage in comparison to our approach, which requires detailed planning
only for a single, known to be feasible, sequence.

Work Graph Representation Method Limitations

Thomas et al. (2015)
Nottensteiner et al. (2016)

Iwankowicz (2016)
Ab Rashid (2017) N/A Heuristics No actual learning
B. Li et al. (2022)

Sinanoglu and Borkli (2005)
Chen et al. (2008)

M. Zhao et al. (2019) N/A Deep RL Inflexible internal representations
Watanabe and Inada (2020)  Complete assembly process P Limited application to other problems

Complete assembly process Graph search Prolonged validation with planers

N/A NN Inflexible internal representations

Rules Inference,
NN,
Graph matching

Complete assembly process
Assembly structure

Inflexible internal representations

Rodri 1. (202
odriguez et al. (2020) Limited application to large structures

Table 2.1.: Discussed approaches for Assembly Sequence Planning (ASP)

2.1.2. Heuristics

Although exhaustive search is the simplest strategy ensuring the detection of the
optimal sequence, it is impractical for larger assemblies. Therefore, multiple meta-
heuristic methods have been proposed to reject infeasible sequences and find ones close
to the optimal (Jiménez, 2013). These include Ant Colony Optimization (ACO) (Ab
Rashid, 2017), Genetic Algorithms (GA) (B. Li et al., 2022) and Evolutionary Algorithms
(EA) (Iwankowicz, 2016). Though these approaches reduce the search time, they still
have to be executed separately per assembly, since no actual learning from experience
is performed.

Few works (Chen et al., 2008; Sinanoglu & Borklii, 2005) suggested NN as a heuristic,
using Supervised Learning to infer a mapping from the geometric features to a complete
assembly sequence and as such, they are early predecessors of our work. Nevertheless,
they input feature vectors and thus do not scale to assemblies with different sizes and
different objects. Also, they are evaluated only on a few samples and are dependent on
multiple pre-processing steps.

More recently, M. Zhao et al. (2019) and Watanabe and Inada (2020) applied deep
Reinforcement Learning (RL) for ASP, to learn a policy for assembly sequencing.
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Though both methods initialize the policy with results from past solved tasks, they
still require retraining for every new structure. This is the case since their internal
representations are based on feature vectors which are dependent on the number of
parts in the assembly and its specific characteristics. Though they can gain insights
from known past sequences, their learning is limited and they can not be easily applied
to other problems.

2.1.3. Rule Inference

In a recent work, motivating ours, Rodriguez et al. (2020) suggested inferring assembly
rules (e.g. a specific part type should be assembled before another), thus allowing
knowledge transfer of workspace limitations between different assemblies (Fig. 2.2a).
They define a concept of an assembly Topology, a graph representation of the assem-
bly layout, depicting its parts and corresponding surfaces as nodes. Edges in this
graph mean either association of a surface to a part or relations between surfaces (e.g.
touching, screwed). The topology graph does not include any specific geometrical
characteristics of the assembly (e.g. distances between surfaces), and therefore many
different assemblies, or instances, could be associated with the same topology. Using
graph sub-matching, they associate each specific assembly with its matching topologies
from a predefined database of known ones. Finally, a topology-specific classifier is used
to predict the assembly rules given the instance-specific geometrical parameters.

The presented approach has several limitations. First, it is highly coupled to the
number of parts in the assembly, as training a different rules classifier is required per
topology. In addition, for larger assemblies, the sub-graph matching step would likely
result in pairing with multiple smaller topology classes. As mentioned by Rodriguez
et al. (2020), it may be hard to consolidate these and infer rules covering the constraints
of the larger assembly.

2.2. Graphs for the Task Planning Problem

ASP can be seen as a variant of the Task Planning problem (in itself a sub-task of TAMP),
which plans robot operations in an environment with complex, often long-horizon,
objectives, involving different objects and manipulators (Garrett et al., 2021). Although
this problem setting is more general than ours, we draw inspiration from works in this
field.

Task Planning algorithms define symbolic rules for the states, actions and constraints
used by the planners. Their output action sequences are usually provided to a motion
planner which checks the kinematic feasibility in the geometric world (Thomas et al.,
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Figure 2.2.: Overview of methods by Rodriguez et al. (2020) (a) and S. Nguyen et al.
(2020) (b). In (a), graph matching is used to infer a higher level topology for an assembly.
A classifier then predicts assembly rules given the specific instance parameters. In (b),
graph search is performed to find steps leading from a source to target graphs.

2003). Unfortunately, motion planning is computationally demanding and its usability
as a feasibility checker is restricted in the real world.

A vast body of task-planning approaches were suggested over the years (Garrett et al.,
2021). We will focus here on approaches that represent the environment where the
robot operates as a graph since this representation is scalable and can take advantage
of relational priors between environment objects (Y. Zhu et al., 2021). In this setting,
the graphs commonly incorporate nodes for manipulated objects (Bapst et al., 2019;
S. Nguyen et al., 2020; Y. Zhu et al., 2021), their target positions (Funk et al., 2022;
Lin et al., 2022) and the robot gripper (Ye et al., 2020). Edges can represent high-level
relations between objects (S. Nguyen et al., 2020; Y. Zhu et al., 2021).

2.2.1. Sampling and Optimization

Classical methods for task planning incorporate sampling or optimization (K. Zhang et al.,
2022). Given a task with a description of an initial and a goal state, sampling methods
sample possible intermediate states leading to the goal state from a continuous infinite
state space. Later, searching algorithms or heuristics are used to find a sequence of
feasible actions between these intermediate states.

A recent trend in these approaches is to directly work on visual input instead of
specifications of the environment. This has its benefit in a TAMP setting, in which
robots are expected to interact with a dynamic and ever-changing environment. In our
setting, though, a static specification of the end product could be provided from CAD

10
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Figure 2.3.: Overview of methods by Bapst et al. (2019) (a) and Lin et al. (2022) (b). In
(a), a graph is fed to a GNN, producing updated edge embeddings. The output action
is obtained with an argmax across all edges coordinates, each defines the probability of
performing an action between the source and target nodes. In (b), GNNs select the next
object and its corresponding goal position, by applying softmax on the respective node
embeddings.

tiles. Moreover, working with structured inputs presents substantial advantages in the
number of computational resources required*.

Y. Zhu et al. (2021) created a geometric graph representing the positions and poses
of objects in the environment before and after a robot manipulation from two input
images in a fully-supervised setting. Node features for this graph originate in a pose
estimation pipeline. Next, they use heuristics to convert this graph into a symbolic
scene graph, in which edges represent high-level relations between objects (On, In
etc.). Starting from the graph representing the goal state, they let a GNN act as a task
planner, predicting a series of states leading back to the initial state (Backward Search).
Then, they sample some of these candidates and provide them to a second GNN, which
predicts which of these would be feasible in the current state of the environment.

Working in a similar setting, Ye et al. (2020) use sampling on their graph represen-
tations, starting from an initial state and enumerating possible next steps (Forward
Search). As part of their training, they fit a multi-dimensional Gaussian on sequences
of actions in the training set, allowing them to sample feasible action sequences during
inference. However, this limits their applicability to same-length sequences.

In optimization-based methods, solutions are found by minimizing a constrained
cost function and enforcing the geometrical constraints of the robotic system. Similarly
to the previous method, S. Nguyen et al. (2020) infer from two input images a graph
representing objects in an environment before and after a robot manipulation. They

*Our GNN pipeline has a 50K parameters vs. many millions required by ones processing images.

11
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then perform sampling and a search to find action sequences that will transform the
source graph to the target (Fig. 2.2b). Finally, they let a non-linear program eliminate
sequences that do not adhere to environment constraints.

The major difference between the problem setting of these works to ours is the fact
they operate in an infinite state space, making them dependent on external components,
such as optimizers, to retrieve feasible action sequences. This in turn restricts them to
simplified environments, made of identical manipulated objects. In our setting, the
state space is finite, though factorial, and known, allowing us to model it directly and
also incorporate complex objects with intricate relations.

2.2.2. Learning

Reinforcement Learning methods learn policies that map the current state of the
environment to a projected next state by maximizing a numerical reward signal (K.
Zhang et al., 2022). Bapst et al. (2019) (Fig. 2.3a) and follow-up work by Funk et al.
(2022) and R. Li et al. (2020), use GNNs to learn policies for the construction of target
structures using given building blocks. Bapst et al. (2019) graph representation includes
nodes for each object, while Funk et al. (2022) differentiate between placed and unplaced
objects nodes and also add nodes that define the target structure layout. The graphs
are forwarded to GNNss and the output policy action is obtained through edges (Bapst
et al., 2019) or node-pair embeddings (Funk et al., 2022).

The main disadvantage of RL methods is their long training time and the vast amount
of data required. For instance, the model by Funk et al. (2022) required 5000 epochs to
converge and R. Li et al. (2020) needed hundreds of millions of training samples. Our
model is trained on a few thousand examples for as little as 35 epochs.

As a direct inspiration to our work, instead of using RL, Lin et al. (2022) (Fig. 2.3b) use
learning from demonstrations (or Imitation Learning) to train two GNNs, one that selects
objects in the scene and another that selects a suitable goal state from a set of possible
goal positions. Their graph representation holds nodes for objects as well as goal
positions and the network predictions are obtained by applying softmax over the nodes
embeddings. Imitation learning reduces the amount of training data required, however,
their graph representations lack geometrical information about manipulated objects.
They assume an environment made of identical blocks with simplified relationships,
therefore their ability to take motion planning feasibility into account is limited. We
aim to incorporate knowledge of the restrictions of the robotic environment into our
model.

12
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Work Graph Representation Method Limitations

Y. Zhu et al. (2021) Sampling, heuristics

Ye et al. (2020) Separate graphs for source & Sampl%ng, search Simplified, unscalable
target environment states Sampling, search,

S. Nguyen et al. (2020) optimization

Bapst et al. (2019)
R. Li et al. (2020)
Funk et al. (2022)

Single graph with nodes for

. . Prolonged training
objects, gripper, targets etc.

Single graph with nodes for

Lin et al. (2022) objects & their goal positions

Imitation Learning  Simplified

Table 2.2.: Discussed approaches for Task and Motion Planning (TAMP)

2.3. Graph Anomaly Detection for Feasibility Prediction

We represent assemblies as graphs and frame the feasibility prediction problem as
graph-level Anomaly Detection. This setting allows us to detect infeasible assemblies
based only on feasible ones and thus eliminate the effort required in collecting a dataset
of infeasible assemblies.

2.3.1. Plan Feasibility

We start by presenting several previous methods, centered around the question of plan
feasibility. Rodriguez et al. (2019) show how the order of expensive feasibility checks
executed with a planner could be optimized, for instance by pruning sequences that are
expected to fail and performing time-consuming evaluations only if quicker ones have
passed successfully. Wells et al. (2019) trained a feature-based Support Vactor Machines
(SVM) (Cortes & Vapnik, 1995) model to directly predict the feasibility of an action
sequence based on experience, but it can not be scaled to scenes with a different number
and types of objects. Driess et al. (2020) (Fig. 2.4) and two recent follow-up works
(Bouhsain et al., 2022; L. Xu et al., 2022) use a NN to predict if a mixed-integer program
can find a feasible motion for a required action based on visual input. Noseworthy et al.
(2021) take an active learning approach to this problem, guiding the dataset acquisition
step. Their method choose action sequences that are deemed most informative (reduce
the entropy the most) and learns from their successes or failures.

Interestingly, all these methods work in a fully-supervised setting, requiring failing
action sequences to be included in the training set and then use binary classifiers.
We devise a single-class method by modeling the distribution of feasible assemblies
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with Normalizing Flows, thus feasibility prediction translates to Out-of-Distribution
detection (see Section 4.1.2).

input image I

-
N

scene S

o, ®"

(™

depth image I

object mask I ° .
200 x 100 x 2 .
(a,0) € AO(S) o;zlolgt I
acA encoding fully connected

Figure 2.4.: Overview of method by Driess et al. (2020). A NN predicts the feasibility
of an action on a specific object in the scene input image. The object in question is
specified using a mask.

2.3.2. Graph-Level Anomaly Detection

Graph AD is a widely researched topic, though most works focus on identifying
anomalous nodes and edges in a single graph, while only a few methods tackle the
graph-level setting (X. Ma et al., 2021), i.e. identifying graphs abnormal to the ones seen
during training. Moreover, when it comes to the graph-level problem, many studies
aim to detect abnormal changes in sequences of time-dependent graphs (Cui et al.,
2019; Eswaran et al., 2018; Lagraa et al., 2021), yet these are difficult to generalize to
settings with large variations in structure between non-related graph instances.

Considering AD in static graphs, some approaches (H. T. Nguyen et al., 2020; L.
Zhao & Akoglu, 2021) suggested first acquiring graph embeddings, for instance with
Graph2Vec (Narayanan et al., 2017) or Weisfeiler-Leman graph kernel (Shervashidze
et al., 2011), and then apply existing anomaly detectors, such as Isolation Forest (Liu
et al., 2008), Local Outlier Factor (Breunig et al., 2000) or One-class SVM (OC-SVM)
(Scholkopf et al., 1999), to derive an anomaly score. The main problem with these
methods is that they are dependent on the quality of the graph embeddings, which
were inferred in the previous step, and may not be optimal for the AD task.

Few methods utilize GNNSs for frameworks optimized end-to-end. L. Zhao and
Akoglu (2021) suggested a model consisting of a Graph Isomorphism Network (GIN)
(K. Xu et al., 2018), a node pooling layer and a Deep Support Vector Data Description
(SVDD) (Ruff et al., 2018) one-class classifier. A different approach is followed by R. Ma
et al. (2022), who use Knowledge Distillation for capturing the training data patterns.
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Work Graph Embeddings Classifier Limitations
Graph2Vec Isolation Forest
H. T. Nguyen et al. (2020) Graph Kernels Local Outlier Factor Graph embeddings not optimal
P 0C-SVM
L. Zhao and Akoglu (2021) GNN Deep SVDD No exact density estimation

Difference between Predictor
and Random networks

Predicted likelihood
of Auto-regressive model

R. Ma et al. (2022)

Gomes-Selman and Demir (2019) GNN Limited to simplified graphs

Table 2.3.: Discussed approaches for Graph Anomaly Detection

They train a Predictor GNN to follow the output embeddings of another Target GNN,
fixed with random weights. Finally, their anomaly score is defined as the difference
between the two networks’ predictions.

Generative models and especially Generative Adversarial Network (GAN) (Goodfel-
low et al., 2014) are commonly used for AD in other domains (Kwon et al., 2019; Rani
et al., 2020; Yang, Xu, et al., 2021). These methods are based on the idea that anomalies
cannot be generated since they do not exist in the training data. In this setting, a
NN learns the patterns of the training data by reproducing it from its corresponding
latent representation. The anomaly score is derived from a Reconstruction Error, which
compares the original and reproduced data instances.

Unfortunately, generative models for graphs are quite limited in their reconstruction
abilities from a latent representation, especially in complex settings such as ours (i.e.
heterogeneous graphs with a varying number of nodes) (Wu et al., 2020). Gomes-Selman
and Demir (2019) use Graph Auto-regressive models (You et al., 2018) to compare the
predicted scores of training and anomalous graphs. However, their experiments are
limited to highly simplified synthesized graphs.

All the methods presented so far use their anomaly score as a rough approximation
of the true density of the abnormal samples. As a direct inspiration to our method,
several works have explored the usage of Normalizing Flows (NF) (Dinh et al., 2014) for
AD in other domains (Nachman & Shih, 2020; Rudolph et al., 2021; Wellhausen et al.,
2020). Similar to the two stages approach above, a latent representation of the sample is
first obtained from a feature extractor. Then, this latent is transformed through a flow
to obtain its density. A major advantage of this approach is its capability to compute
the density of a sample directly, without approximation. However, as mentioned before,
it is dependent on the ability of the feature extractor to extract semantics relevant to the
task (Kirichenko et al., 2020). To the best of our knowledge, we are the first to apply
NF to the graph-level AD problem.
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3. Background

This chapter presents the theoretical background required for the development of
our method. We elaborate on the principles of Graph Neural Networks (GNNs)
(Section 3.1), Heterogeneous Graph Neural Networks (Section 3.2) and Normalizing
Flows (NF) (Section 3.3), as these are fundamental to our approach. In addition, we
briefly describe the Task Planning formulation (Section 3.4), as we use it in our problem
definition.

3.1. Graph Neural Networks (GNNs)

Let ¢ = (V, &) be an undirected graph with nodes ¢ and undirected edges &, where
every node v € ¥ is assigned with a feature vector ¢(v). Graph Neural Networks
(GNNSs) (Scarselli et al., 2008) are neural networks operating on graphs, capable of
updating node features by exchanging information between neighboring nodes. This
is done using a Message Passing layer (Gilmer et al., 2017), where commonly multiple
message-passing layers are used. For every message passing layer [, a three-step process
to update the features of node v € V is defined:

1. Gather the feature vectors, or messages, of neighbouring nodes: {h;‘l} JEN;-
2. Aggregate the neighbouring nodes messages: m! = gw({héfl} JEN:)-

3. Update the features of the node: it = f}(hi™1, ml).

Where N; are the neighbours of node v;, the function g, can be learned during training
or constant (e.g. sum) and fy is a NN with learned weights 6. f, and g, are shared
across all nodes in the graph, making GNNs efficient and independent of the number
of nodes in the graph. We set h) = ¢(v;), i.e. the input features.

Numerous GNN architectures were proposed in recent years (Wu et al., 2020),
suggesting different ways to aggregate neighbor features, combining message-passing
layers with activation functions and more. We will present here the two most prevalent
architectures which incorporate a notion of edge weight or features into the formulation'
since these are required in our setting (see Section 4.2).

1Both of these assume the graphs include self-edges.
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3. Background

Graph Convolution Networks (GCN)

In Graph Convolution Network (GCN) (Kipf & Welling, 2016), the neighbor’s contribu-
tion to the node features is convoluted using the weight of the edge connecting the two
nodes:

I €i,j -1
- -K 3.1
m1 ]EZNI ( /rld] j ) ( )
h= WS W] (3.2)
1

Where W is a learned weight matrix, e;; is the weight of the edge connecting the edge
v; to vj and d; is an edge weight normalization term: d; = 1+ ZjeNi € j-

Graph Attention Networks (GAT)

In Graph Attention Network (GAT) (Brody et al., 2021; Velickovié et al., 2017), the
neighbor’s contribution to the node features is a relative weight, learned using an
attention mechanism:

mj = ) ("‘i,j'h;'_1> (3.3)

JEN;

exp (a o (Wz (1 h;-*l | 31‘,;']))
St oxp (a-o (Walk = [ K |[e4)))

le‘,]‘ = (35)

Where W1, W, and a are learned, ¢ is a Leaky ReLU activation function (Maas et al.,
2013) and || is a vector concatenation operator.

3.2. Heterogeneous Graph Neural Networks

A Heterogeneous Graph (Sun & Han, 2013) ¢ = (¥, ) generalizes graphs to multiple
types of nodes and edges. Each node ¢ € ¥ belongs to one particular node type (v)
and analogously each edge ¢ € & to an edge type ¢(e). We further define for each node
¢ a set of distinct node and edge types connected to it ®(v) = {(P(v), ¢(e))}.

Both GCN and GAT models were extended to a heterogeneous graph setting (Wang
et al., 2019; C. Zhang et al., 2019). This is accomplished by obtaining for each node a
different updated representation per group of specific neighboring source node and
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3. Background

edge types, and aggregating the different representations to obtain a single result, for
instance using a sum. This formulation is essential, as every type of neighbouring node
may have a different dimension.

For example, Eq. 3.2 is replaced for Heterogeneous GCN with:
h =g (1)) (3.6)

qu)(U,')

€ij -1
(hHk = Wk -l (3.7)
Z jeZN:’.‘ Vvidid;

Where g is an aggregation function (sum, average etc.), N¥ is a sub-set of v; neighbours
with a specific node type and connected to v; with a specific edge type. Notice how
the general weight matrix W in Eq. 3.2 is replaced here with W¥, to match the specific
feature dimensions of the nodes N¥.

3.3. Normalizing Flows

Normalizing Flows (NF) (Dinh et al., 2014) are transformations of simple base probabil-
ity distributions into complex ones using a sequence of invertible and differentiable
transformations. Given data samples from an unknown distribution we can map them
into a simple distribution (e.g. Gaussian) in which it is possible to evaluate their
densities.

Change of Variables Formula

Let X, Z € RP two random variables such that Z has a known and tractable probability
density function pz : RP — R, called the base distribution. Let f : RP — RP an
invertible and differentiable (valid) transformation such that f(Z) = X. Using the
change of variables formula, one can compute the probability density function of the
random variable X:

_ af (X
(0 = pa(r () e (2L 25 ) 68)
_ Ui
Where det(A) is the determinant of the square matrix A and J(f) = % € RP*D js
the Jacobian matrix of partial derivatives such that J(f);; = aJ;(ZZ/)i. The requirement for

f(-) to be invertible and differentiable ensures that the Jacobian matrix has an inverse
and its determinant is tractable.
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Figure 3.1.: Transformation Stacking (a) and Affine Coupling Flows (b). In (a), stacking
of multiple flows transforms a simple distribution py(Zy) to a complex one px(Zx)
(Weng, 2018). In (b), the coupling function h(-|6) applies "scale-and-shift" to the upper
part of the input Z4, while its parameters depend on the output of the NNs @5 and
Or on the lower part 7B,

Transformation Stacking

Given an arbitrary complex transformation f, one can generate any distribution px from
any base distribution pz with Eq. 3.8 (Bogachev et al., 2005). However, constructing
these mapping such that they are convenient to compute, invert, and calculate the
determinant of their Jacobian is a difficult task. Instead, we can stack multiple simple
transformations to create arbitrary complex ones (Fig. 3.1a).

Let f1,..., fk a set of K valid transformations, we denote Z; = fio---o f1(Z2),
i € [1,K], and Zx = X. We also define Z; ~ p;(Z;). The stacking, or composition,
f = fxko---o f1 can be shown to be valid and has the following determinant of the
Jacobian (Kobyzev et al., 2020):

det](f) =]

K
i=1

afjil(zi)
det (azi> | (3.10)

Substituting this term into Eq. 3.8 we get:

p(X) =po(Zo) [ ]

K
i=1

of; 1 (Zy)
det (azi> ‘ 3.11)




3. Background

Coupling Flows

Given an input Z € RP, we define its disjoint partition (24, Z) € RY x RP~9, d < D.
Let the coupling function h(-|0) : R* — R? be a valid transformation parameterized by 6.
We define the coupling flow (Dinh et al., 2014):

X4 = h(z4|0(28))

B _ b (3.12)

Where & is parameterized by a conditioner function ®(ZP), an output of some function
on Z? alone. Assuming  is invertible, one can show that the coupling flow is a valid
transformation (Dinh et al., 2014).

For increased complexity, it is common practice to use transformation stacking
(Eq. 3.11) and compose several coupling flow blocks. However, in every coupling flow
layer, D — d input dimensions remain unchanged. Therefore, the ordering of input
dimensions is reversed after each block; Z4 is alternately replaced with ZB.

Affine Coupling Flows

Several methods were proposed in regards to () and h(). In the RealNVP architecture
(Dinh et al., 2016), it is suggested to use Affine Coupling (or "scale-and-shift") (Fig. 3.1b):

n(z4) = 24 o exp (05(27)) + 01(2") (3.13)

Where Og, ©7 : RP~% — R? are scale and translation NNs and © is an element-wise
product.
Density Estimation with Normalizing Flows

Let fy be a transformation parameterized with 6 and let pz a given base distribution pa-
rameterized with ¢. Given a set of samples D = {X'}M, from an unknown distribution,
we can perform likelihood-based estimation of the parameters © = (6, ¢):

M .
log p(D|©) = ) _log px(X'|®) (3.14)

<1

= Y log pz(fi ' (X')[g) +log |det (J(f; (X)) (3.15)

Il
—_

During training, the parameters of the transformation 6 and of the base distribution ¢
are updated to maximize the log-likelihood.
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3. Background

3.4. Task Planning Formulation

Task Planning specifies a tuple {$, A, 0p, i} to describe the environment in which a
robot operates. The tuple is comprised of a set of environment states & and a set of all
possible actions, or transitions, 4 C & x &, describing changes leading from one state
of the environment to the next. Each action « =< ¢,7 >¢€ A moves the environment
from state ¢ to state ¢. In addition, an initial state ¢y € & and a set of possible goal
states &, C & are defined.

The objective of the Task Planning problem is to find a policy 7r, which is a sequence
of ordered actions, that moves the initial state oy into a goal state o, € ..
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4., Method

Given an input assembly, we consider two tasks:

* Sequence Prediction: Infer sequences of possible placement actions, leading to the
complete assembly.

e Feasibility Prediction: Infer the feasibility of the assembly in the target robotic
system.

For this purpose, we encode the assemblies as graphs and design a pipeline comprising
of two major components: a GNN, predicting the assembly sequence in a step-by-step
setting, and an NF model, which uses a latent representation created by the GNN
pipeline to predict the assembly’s feasibility likelihood.

This chapter is structured as follows. We start by describing the formal problem
setting for both tasks in Sections 4.1.1 and 4.1.2. We continue and present our Assembly
Graph representation (Section 4.2) and Graph Assembly Network pipeline (Section 4.3)
and show how we use these for Sequence Prediction in Section 4.4. Finally, we present
our NF model for Feasibility Prediction in Section 4.5.1.

4.1. Problem Setting

4.1.1. Sequence Prediction

Our objective is to predict an ordering, or a sequence, of the assembly parts, such
that it can be followed by a robotic system. Meaning, this predicted sequence should
be feasible, i.e. take into account the kinematic constraints of the system. We use a
simulator to generate a training set consisting of expert demonstrations, where each
assembly is accompanied by all its possible feasible sequences.

Assemblies

We follow Rodriguez et al. (2020) and describe assembly A as a finite set of N parts
P = {p1,...,pn}, where each part is composed of a set of K; surfaces S; = {s’i, .. .,S}Q}.
Both parts and surfaces are specified by their type and an additional unique numeric
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4. Method

identifier. Surfaces are further characterized by their relationship to each-other R(s, s]l;),

with s}, € S; and s]é € §;. The surface distance relationship defines the relative position
of parts in the assembly.

Decision Process

Following Lin et al. (2022) and using Task Planning formulation (Section 3.4), we
describe the Sequence Prediction task for assembly A as a Markov Decision Process
(MDP) (Bellman, 1957) {S, A, p}':

8§ = {0 € {0,1}N} is the state set. State 0; defines which parts are already in their
target position (i.e. assembled), while the rest are pending their placement:

(4.1)

i {1 if part p; is in its target position
Oi|tl| =

0 otherwise

A = {a € N} is the part placement action set. The action «a place the part p, in its
target position.

The transition function p defines the probability that action « in state 0; will lead to
state 0y41:

p(0r11) = Pr(opy1|ow, at) (4.2)

p satisfies the Markov property (Bellman, 1957), since given (03, a;), the state 0341 is
conditionally independent of all previous states and actions.

Starting from the initial state oy, multiple different sequences of placement actions
leading to the final state or, in which all N parts are in place, might be possible.
However, for some assemblies, no sequence of actions can successfully lead to the
final state due to the constraints of the robotic system. We refer to these assemblies as
infeasible. Our objective is to learn a policy 719 : 0y — {a1,...,4;}, j < N which maps
each state to a set of placement actions leading to a final state by following an expert.

Expert demonstrations

The expert demonstrations are given as trajectories 7 for each assembly A in the dataset.
The trajectory 7 defines a set of possible placement actions for each of the states
01,...,0T:

T(A); = {Ui,{ocf]ip}f;l}, Ki <N, Vi€ [1,T] (4.3)

1We omit the definition of rewards R, as these are redundant in our setting.
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In this setting, our objective is to minimize the fully-supervised loss between the
expert action set and the predicted action set:

T

K; d K
I [CHE NPT g vl H] @4)
i=1

min [E
0
Where E is the expectation over all training samples and \ is the set difference operator.

As we will see later, our method is able to generalize and predict placement actions
leading to the successful construction of unseen assemblies.

4.1.2. Feasibility Prediction

Our second objective is to predict the feasibility of a given assembly. For this purpose,
we use Anomaly Detection (AD), which aims to detect anomalous samples by scoring
their deviation from the normal instances observed during training (Yang, Zhou, et al.,
2021). In our setting, the normal samples are the feasible assemblies and the abnormal
are the infeasible ones.

Our underlying assumption is that abnormal samples are drawn from a distribution
different from the training sample distribution and therefore could be detected using
likelihood estimation (OoD detection) (Yang, Zhou, et al., 2021). We model the feasible
assemblies distribution Pfesipre, and then given an assembly A we can confirm if
Preasipie(A) < 6 for some threshold ¢ > 0.

4.1.3. Assumptions

Similar to Rodriguez et al. (2020), we exploit the fact that related products are typi-
cally comprised of parts from a shared catalog. In our setting, this catalog is made
of just a few metal atomic sub-types that could be assembled to create numerous
structures. Consequently, reusing knowledge acquired by assembling specific products
can expedite planning for future related products comprised of parts from the same
catalog.

We consider metal assemblies positioned on a 2D plane (i.e. on a flat surface) and
assume their parts to be mutually aligned. Assembly parts surfaces are either orthog-
onal or parallel to each other and geometrical distances are defined between parallel
surfaces. We only consider relationships defined by the notion of distance between

surfaces, excluding more advanced interactions such as "screwed" or "inserted'?.

2Thus simplifying the representation used by Rodriguez et al. (2020), though these advanced interactions
may introduce additional restrictions on the sequencing of the assemblies.
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......................................... [surface-type=2, surface-id=10]

[assembled-flag=0, part-type=1, part-id=1] e

Legend

Surface Nodes O O O
Part Nodes ‘ ‘ O
Surface-to-Part Edges ...

Surface-to-Surface Edges

Figure 4.1.: A 3-part assembly (left) and a matching assembly graph (right) with
example feature vectors for two nodes. Best viewed in color.

4.2. Assembly Graphs

We represent the overall structure of an assembly using distances between its part
surfaces. Using only relative distances instead of absolute positions in the plane makes
this representation agnostic to the rotation and mirroring of the assembly structure.

Given an assembly A, we represent it at state ; as an undirected heterogeneous
graph ¢; = (V,8) (Section 3.2) containing two types of nodes: part nodes ¥ and
surface nodes V%, and two types of edges: ', connecting all surface edges in the
graph to each other and &7, connecting each surface node to its respective part
node. Nodes and edges are optionally associated with additional multi-dimensional
feature vectors ¢(v) € R% and ¢(e) € R% respectively>. An example assembly graph
is depicted in Fig. 4.1.

3We abuse the notation and reuse ¢() to symbolize the input feature vectors of different graph entities.
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Part Nodes

Part nodes are the ones responsible for encoding the current state of the assembly. A
part node ¢/ € {7 is associated with a matching vector ¢ (o) € R® comprising of the
features [assembled-flag, part-type, part-id]:

* assembled-flag: a 1d binary value, indicating if the respective part is placed in its
target position at the current state of the assembly. For example, in the initial
state of the assembly graph, oy, all these flags are set to zero, while in the final
state ot all are set to one.

* part-type: numeric value field which is assigned with one of the following 1d
values: 0 for short-profile, 1 for long-profile and 2 for angle-bracket.

* part-id: natural numeric value in the range [0, N — 1], uniquely identifying a part
in the given assembly.

Surface Nodes

A surface node ¢f € V° is associated with a matching vector ¢(vf) € R? comprising of
the features [surface-type, surface-id]:

e surface-type: assigned with with 1d natural numeric value in the range [0, 4]
according to the following keys: short-profile-short-surface, short-profile-long-surface,
long-profile-short-surface, long-profile-long-surface, angle-bracket-lateral-surface. We do
not distinguish between parallel surfaces of the same part (for instance, the two
lateral surfaces of the bracket), to make our approach agnostic to mirroring of
individual parts.

* surface-id: similar to part-id, each surface is assigned with an identifier in the range
[0, number-of-surfaces-in-assembly — 1].

Positional Encoding

Both the part-id and surface-id fields are encoded with a d-dimensional Sinusoidal
Positional Encoding (Vaswani et al., 2017). Let ¢ be the desired part or surface id, we
define its encoding p; € RY as:

. . fio
Vie [d): pli) = 4 St =2k 5)
cos(wy-t) ifi=2k+1

1
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We number surfaces clockwise, starting from the top surface, while we number parts
from the one closest to the environment origin.

0 50 100 150 200 250
e R L ™ i T e 2
] < =

16 -r

Depth

Position

Figure 4.2.: Sinusoidal Positional Encoding (Vaswani et al., 2017) used by our model.
Each column represent a single 164 embedding.

Surface-to-Surface Edges

The set of surface nodes V° is a complete graph. Meaning, each surface node pair
(vf,o]?‘) € ° x ° is connected with a surface-to-surface edge ef]-'to's € &' This edge
is assigned with a 1d feature vector ¢(¢;) € R, indicating the relation between the two
surfaces (color coded in Fig. 4.1). If the two surfaces belong to the same part, the value
of this feature is 1 (blue edges). If the two surfaces are orthogonal, the value of this
feature is —1 (light red edges). Otherwise, the surfaces are parallel and the value is
their respective geometric distance in centimeters (black edges). Surface nodes also

have self-loop edges with a feature of 0 (removed from the figure for brevity).

Surface-to-Part Edges

Each surface and part node pair (of, v]’.g ) € U° x VP, where surface o} belongs to the part

vf , is connected with a surface-to-part edge e?j'to'p € &P, This edge is not associated

with a feature vector.

4.3. Graph Assembly Network

Our model inputs an assembly A at state o; represented as a graph G; (Fig. 4.3). Inspired
by Lin et al. (2022), we model the long-horizon assembly sequencing problem as a
step-by-step binary classification per each part in the assembly. At each step, the model
outputs a score per part, reflecting the probability of placing it in its target position in
the current state of the assembly.

Surface and Part Blocks

The architecture is made of identical blocks, which are applied sequentially to obtain
updated node representations. Each block is made of a GAT GNN (Brody et al., 2021;
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1. Surface Block

GNN
Instance Norm
Tanh

°-% o -7 <
o e
BRI N7
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O

2. Part Block

GNN
:
Tanh

Instance Norm

N -7
NSNS e

. Prediction Head
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Sigmoid

Figure 4.3.: The Graph Assembly Network. First, the Surface Block (1) is applied on the
surface nodes (gray box). Next, the Part Block (2) is used to pool information from the
surface nodes into the part nodes (purple boxes). Finally, the Prediction Head (3) is
applied on the part nodes (light red boxes) to obtain a probability score per part.

Velickovi¢ et al., 2017) (Section 3.1), an Instance Normalization layer (Ulyanov et al.,
2016) and a Tanh function.

Surface Blocks are applied on surface nodes and surface-to-surface edges and output
updated surface node features. Then Part Blocks are applied on surface nodes, part
nodes and surface-to-part edges to obtain updated part node features.

Instance Normalization is computed as follows:

x — E[x]

Y= Narld] + e A 7
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Where x and y are the input and output node features respectively, the mean and
variance are computed per dimension of the nodes in the particular graph of the batch,
v and B are learned parameters and € a small constant.

As an additional regularization mechanism, we apply Dropout (Srivastava et al., 2014)
to prevent the network from over-fitting the training set during knowledge transfer
experiments. This is performed by letting a Bernoulli distribution randomly set the
GNN weights to zero during training.

Prediction Head and Loss Function

To obtain a score per part, a fully-connected layer followed by a Sigmoid function is
applied on each part node.

During training, we compare the network output to the expert trajectories using
binary cross-entropy. Our objective function (Eq. 4.8) includes an additional regulariza-
tion term (Eq. 4.9) aimed at encouraging the network not to predict the placement of
parts that are already in their target position (as reflected in the part nodes assembled-flag
input feature).

=z

Lo = (93 - Log(yij) + (1 — 9ij) 1og(1 — yij)) + OLreg (4.8)

M=

Il
—
-
Il
—

Zz

Lieg = ajj - Yij (4.9)

o

Il
—

]

Il
—

Where N is the number of graphs in the dataset, N is the number of nodes in the i-th
graph, y;; and 7;; the output probability score of the model and the ground-truth for
the j-th node in the i-th graph respectively, 6 a weighing coefficient and lastly 4;; the
value of the assembled-flag in the input features of the t-th node of the i-th graph.

Training Setting

As described in Section 4.1.1, we collected M demonstrations of the expert solving
assembly sequencing problems. At each state of the assembly oy, we gather the
set of placement actions performed by the expert a; = {a;""}X | across all of its
demonstrations. We assemble a dataset made of assemblies, their state and the matching
expert action ground-truths:

D= {g}}, 5= {(A o, a)}, (4.10)
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In the training stage, we randomly sample a batch of these T tuples and build their
matching assembly graph G}, representing the state of assembly A at state 0;. We also
create a ground-truth one-hot vector § = 1[f; € a;] based on the expert actions, in
which 1 is assigned to all parts chosen by the expert in a; and 0 for all others. Finally,
we compare the model predictions to the ground-truth using the objective in Eq. 4.8.

We used PyTorch Geometric (PyG) (Fey & Lenssen, 2019) to build the model and
PyTorch Lightning (Falcon & The PyTorch Lightning team, 2019) to train it. Our model
includes 51.7K trainable parameters. Table 4.1 specifies the hyper-parameters we used
for training.

Parameter Value
Batch Size 256
Learning Rate 0.002182
Optimizer Adam
Training epochs 33
Regularization § 0.3
Positional Encoding Length 16
Hidden Channels 94

# Surface Blocks 3

# Part Blocks 1

Surface/Part Blocks Leaky ReLU Slope  0.15
Surface/Part Blocks Dropout Probability  0.02
Surface/Part Id Positional Encoding Size 16d

Table 4.1.: Hyper-parameters used for model training.

4.4. Sequence Prediction

In the setting presented in Section 4.3, our model predicts in each state of the assembly
the possible next placement actions. To infer complete assembly sequences (i.e. of
length N), we apply the model on the initial-state assembly graph while repeatedly
placing parts in their target positions following the model predictions. We define this
process in Algorithm 1 in which we traverse the assembly state tree using Depth First
Search (DFS).

For each assembly A in the test set, we execute Algorithm 1 on the graph in its initial
state Gy, meaning, when all part nodes assembled-flags are set to zero. First, we check the
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Algorithm 1 Assembly State Tree Traversal

function TRAVERSE-TREE(Model M, Assembly Graph ¢; = (v, 8), Threshold A)
S < list()
if (Vo € U : v.assembled-flag == 1) then
return S > Exit: all parts assembled
end if
Ypred < M(Gt)
fori < 1to|V| do
if Ypred[i] < A then
continue
end if
Gry1 < copy(Gh)
[Vi41]);.assembled-flag < 1 > Set part node i as assembled
S, < TRAVERSE-TREE(M, G111, A) > Recursion call
forsin S, do
S« < [i]+s > Add current part at the head of the sequence
S.append(s)
end for
end for
return S
end function

exit condition of the recursion, if all parts are already in place. Next, we call the model
on the graph to retrieve its prediction per part node y,,; > 0. We then iterate over the
part nodes while skipping ones for which the score is lower than a predefined threshold
A. This threshold helps reduce the overall run-time; as we only follow promising paths.
For each node v, we follow the model prediction and set it as assembled. We then
call the recursion on the altered graph to retrieve possible sequences starting with the
chosen node. Finally, we add v to the head of each returned sequence.

We define the set of predicted complete sequences as:
8§ = { s € TRAVERSE-TREE(M, G, A) | |s| = N } (4.11)

Where N is the number of parts in A.
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4.4.1. Sequence Score

For a given sequence s predicted by the algorithm, we define its Sequence Score 7y, as
the minimal step probability along the predicted sequence:

¥, = min(y,) (4.12)

This score measures the confidence in the "weakest link" along the predicted sequence;
the action about which the model is least certain. This quantity is appropriate in our
setting since its magnitude is independent of the sequence length, allowing evaluation
of the model performance on differently sized assemblies®.

For example, let s = [4,2,3,1,5] a predicted assembly sequence. Let the respective
probabilities for each of the actions y, = [0.9,0.87,0.84,0.81,0.95]. The Sequence Score
is then 7, = min(y,) = 0.81.

4.5. Feasibility Prediction

4.5.1. Normalizing Flows

As outlined in Section 4.1.2, our second objective is to predict the feasibility of as-
semblies. Since we frame this task as AD and our input is represented as graphs
(Section 4.2), we take a graph-level AD approach (X. Ma et al., 2021). We propose a
model trained on feasible assembly graphs that can identify infeasible ones as abnormal.
For this purpose, we used NF (Section 3.3) in an OoD (Kirichenko et al., 2020) setting
to model the distribution of feasible assemblies.

Feature Extractor

We use our Graph Assembly Network (Section 4.3), pre-trained on feasible assemblies,
as a graph-level feature extractor by applying a channel-wise mean pooling on each
graph part node’s embeddings. This setting creates a single latent graph representation
whose number of dimensions is independent of the number of assembly parts.

NF model

We used the common RealNVP NF architecture (Dinh et al., 2016) (Section 3.3) compris-
ing multiple layers of affine coupling flows. We pass feasible assemblies latents through

4We experimented with other aggregation functions as well, see Section 5.4.1 for more details.
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these flows to reach a multivariate Gaussian distribution with a diagonal covariance
matrix, parameterized using learned mean and variance.

During training, we optimized the log-likelihood objective in Eq. 3.15. The validation
set was comprised of both feasible and infeasible assembly graphs latents, allowing us to
select a model which maximized the Area Under the Receiver Operating Characteristic
Curve (ROC AUC) score (see Section 5.2.2), i.e. optimized class separation on this set.
This is still an AD setting since although the validation set includes both classes, it was
only used for model selection.

The NF model predicts for a given test assembly its log-likelihood score. If LL(A) < ¢
for some threshold § > 0, we predict A is infeasible. The model includes 16.8 M trainable
parameters. Table 4.2 specifies the hyper-parameters we used for training.

Parameter Value
Batch Size 32
Learning Rate le—5
Training epochs 32
Optimizer Adam
Hidden Channels 94

# Flows 749

Shift & Scale network layers 4
Shift & Scale hidden channels 94

Table 4.2.: Hyper-parameters used for the Normalizing Flows model training.

4.5.2. Baseline Classifier: Sequence Set Size

As a reference to our proposed NF-based OoD detector, we used our Sequence Predictor
(Section 4.4) trained on both feasible and infeasible assemblies to derive the feasibility
of assembly graphs, making this a binary classifier (in contrast to the single-class NF
model). In this setting, the size of the predicted Sequence Set indicates the assembly
feasibility.

We let our Graph Assembly Network pipeline predict the set of sequences &7 for
a given test assembly A. If no sequence was predicted, i.e. |S7| = 0, the assembly
is predicted Infeasible, otherwise, it is predicted Feasible. We use the Sequence Score
(Section 4.4.1) as a threshold controlling the size of the predicted set: Vs € & require
v, > 6 for some § > 0.
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5. Experiments and Results

In this chapter, we present the details of our experimental setup and summarize
our results. We first describe the dataset we created (Section 5.1) and the evaluation
metrics we employed (Section 5.2). We then present the results of our experiments
on the Sequence Predictor (Section 5.3), including evaluations in various knowledge
transfer tasks and an ablation study of the GNN positional encodings. Finally, we
cover the Feasibility Predictor (Section 5.4), comparing it to other classifiers, examining
the limitations of the graph latent representation, and conducting extensive ablation
studies. Additional detailed results can be found in Appendix A. In the following, we
note with A; assemblies with i parts.

5.1. Dataset

5.1.1. Acquiring a dataset

To perform our experiments, a dataset of synthetic assemblies and their matching
sequences was created using the in-house simulation software MediView. Each of
the assemblies is made of up to three atomic part types: long profile, short profile and
angle bracket, the latter allows attachment of profiles to each other. Assembly parts are
associated with their matching surfaces; four surfaces for profiles (two long and two
short) and two for brackets! (lateral).

For example, in Fig. 5.1, the blue and red surfaces are parallel and have a distance of
2 cm, whereas the blue and orange surfaces are in contact and therefore have a distance
of 0 cm. The blue and green surfaces are on the same hyperplane and therefore have a
distance of 0 cm as well. Finally, the blue and magenta surfaces are orthogonal and
therefore not assigned with a distance.

For each assembly, the simulation software was tasked with putting together the
structure by iteratively attempting all N! part placements, while considering the restric-
tions imposed by the capabilities of a KUKA LBR Med (Fig. 1.1) target robotic system
and restrictions of the working environment.

IThe bracket’s remaining diagonal surface is omitted since it is not aligned with profile surfaces.
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Figure 5.1.: An example 3-part assembly (best viewed in color).

We process the simulation output to obtain two types of supervision signals for
assembly A:

1. Placement Action Trajectory In a given state of an assembly ¢, which placement
actions {oc},lle, meaning, choices for the next part, led to successful construction.

2. Assembly Feasibility If at least one of the simulation sequences is successful, the
assembly is labeled as feasible. If, on the other hand, no sequence led to success,
meaning the simulation is unable to create the structure, the assembly is labeled
as infeasible.

5.1.2. Dataset characteristics

Our dataset is comprised of randomly generated specifications of 18000 feasible assem-
blies and 2000 infeasible ones. Assemblies are made of between 3 and 7 parts (Fig. 5.2a),
with a combination of different atomic types (Fig. 5.2b).

We further examine the number of ground-truth sequence trajectories per assembly
(Fig. 5.2c). Most As assemblies have five sequence trajectories each, while some have
only two. A lower number of sequences implies a more constrained assembly, one
which is harder to put together. For the infeasible assemblies, incomplete sequences
attempted by the simulation environment are available, i.e., ones leading to a failure
state, in which the structure is incomplete, but no remaining part could be placed due
to constraints.

As the overall number of parts in the assembly increases, so does the maximal
distance between their surfaces, since the overall size of the structure also grows
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Figure 5.2.: (a): Parts breakdown in feasible and infeasible assemblies. (b): Number of
part types in feasible assemblies. (c): Number of ground-truth sequence trajectories
per assembly. (d): Maximal distance between assembly surfaces. (e): Minimal distance
between surfaces (excluding zero) vs. assembly feasibility.

(Fig. 5.2d). We have not observed a correlation between the surfaces” minimal distances
and the assembly feasibility (Fig. 5.2e).

5.2. Evaluation Metrics
We used the following metrics to evaluate our method:

* Sequence Prediction:

1. Step-by-Step: Examine the model’s predictive performance to infer the parts
that should be assembled next given the current state. Evaluated using a
Precision-Recall curve and Area Under Curve (AUC) score.

2. Complete-Sequence: Examine the model’s predictive performance to infer
the entire set of assembly sequences. Evaluated using Information Retrieval
(IR) Precision-Recall curve and AUC score.

3. Precision@k: Measures the model’s ability to rate the confidence it assigns to
its Top-k sequences. Meaning, how likely are the k-highest scored sequences
in the ground-truth set.
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¢ Feasibility Prediction: We evaluate the ability of the different models to sep-
arate between the feasibility classes with Area Under the Receiver Operating
Characteristic Curve (ROC AUC).

5.2.1. Sequence Prediction
Step-by-Step Metrics

In this setting, we are comparing the model predicted binary class per part node
(assembled-flag) to the ground-truth and therefore chose to evaluate it using established
classification metrics. We apply a threshold on the model predictions and compare it
with the ground truths to derive the step-by-step Precision and Recall metrics:

.. tp
Precision = (5.1)
tp+fp
__tp
Recall = it f (5.2)

For example, for a 5-part assembly with ground-truth y = [1,0,1,1,0] (meaning,
the expert chooses to assemble parts 1, 3 and 4), the model outputs the prediction
Ypred = [0.99,0,0.3,0.7,0.55]. Notice how the output probabilities do not sum up to
1, as each is an independent result of a Sigmoid function. Assuming a threshold of
A = 0.5 we get the prediction Ypred = [1,0,0,1,1], meaning two True Positives (tp) for
parts 1 and 4, one True Negative (tn) for part 2, one False Positive (fp) for part 5 and
one False Negative (fn) for part 3. We can now report both Precision and Recall of 2/3.

Note that the step-by-step ypreq is different from the sequence y, we used to derive
the Sequence Score in Section 4.4.1. While the former is the prediction of the model per
part for a given state of the assembly, the latter is a probability predicted per placement
action chosen by the Sequence Predictor along the sequence 4.

We compute the macro average for the Precision and Recall metrics per assembly
size, meaning calculate it separately and then average the results to prevent biases
against smaller assemblies. In addition, we plot a Precision-Recall curve with a varying
threshold value and report the AUC score? in order to eliminate the dependency on
the chosen threshold parameter.

2The Area Under the Precision-Recall Curve is also called Average Precision in some publications (M. Zhu,
2004). We use the term AUC to prevent confusion.
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Information Retrieval Metrics

Metrics used in Information Retrieval (IR) compare sets of predictions vs. a ground
truth, e.g., websites retrieved by a search engine (Croft et al., 2010). In our setting, we
treat a correctly predicted sequence as one having an identical counterpart sequence in
the ground truth, as we are interested in following the expert demonstrations as closely
as possible. Partial matches between some steps in the predicted and ground truth
sequences are not beneficial as they may be infeasible given incorrectly placed parts>.

IR-Precision and IR-Recall Two sets are defined: Retrieved Documents (RET) and
Relevant Documents (REL). Retrieved documents could be websites returned for a given
search query. In this case, relevant documents are all websites on the internet relevant
to the topic. In our setting, the retrieved documents are the set of sequences & returned
by Algorithm 1, and the relevant documents are the set of ground truth sequences.

IR-Precision and IR-Recall (Croft et al., 2010) are defined :

|IRET N REL|

IR-Precision — .
recision |RET’ (5 3)
|RET N REL|
IR-Recall = =22 L1 EE] 5.4
eca IREL] (54)

IR-Precision is the proportion of retrieved documents that are relevant, it measures
the model’s ability to reject irrelevant documents in the retrieved set. IR-Recall, on
the other hand, is the proportion of relevant documents that are retrieved. Meaning,
how well is the model able to find all relevant documents. Similar to the step-by-step
precision-recall curve, we report here the AUC.

Precision@k There is an additional benefit in a model that is able to properly rank
its retrieved documents set. For instance, in our setting, having more confidence in the
top-1 sequence, since in the real world we would be interested in putting the assembly
together only once. Precision@k (P@k) measures the proportion of top-k retrieved
documents that are relevant (Herlocker et al., 2004)*:

TOP(k) = sort(RET)][: k| (5.5)
_ |TOP(k) N REL|
P@k — TOPH| (5.6)

SWe argue that the predicted sequence s = [4,2,3,1] for the ground truth 3 = [1,2, 3, 4] has no benefits,
since, for example, the partial match [2, 3] may be infeasible given part 4 is already placed.

4An analogous definition of Recall@k (R@k) exists (Herlocker et al., 2004), but is problematic and
therefore not used here. It considers the proportion of relevant documents that are retrieved in the
top-k and therefore highly dependent on |RET|. A perfect model will have a small R@k when k is
much smaller than |REL|.
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Where sort() ranks the retrieved sequences by their Sequence Score (see Section 4.4.1).

In practice, k might be larger than |RET]|, introducing biases into the computation of
Eq. 5.6, since we would not be able to distinguish between cases in which the predicted
sequences are false to ones in which fewer sequences were predicted in the first place.
We argue that the first case is more harmful in our setting and set k = min (k, |[RET]).
It does not make sense to compute P@k when k < |REL| because even a perfect model
can only achieve (k/|REL|) < 1.

For instance, consider the case in which we are interested in computing P@3 when
there are five ground-truth sequences (|REL| = 5) and the model predicted only two
sequences (|RET| = 2), with one of these correct. In this case, we set k = min(3,2) =2
and derive P@3 = 1/2.

5.2.2. Feasibility Prediction

In this setting, we compare binary classifiers that assign each assembly with one of
two possible classes: Feasible or Infeasible. For this purpose, we plot the commonly
used Receiver Operating Characteristic (ROC) curve, which compares the classifiers’
True-Positive Rate (fpr) to the False-Positive Rate (fpr), and derive a matching AUC
score, where:

» (5.7)
_fr
fpr=""- (5.8)

Notice that in this setting, a positive (p) instance is a feasible assembly and a negative
(n) is an infeasible one, different from the labeling presented above in Section 5.2.1.

5.3. Sequence Prediction Task

In our first experiment, given an assembly, we are interested in predicting its assembly
sequences.

5.3.1. Baseline Setup

We train our Graph Assembly Network (Section 4.3) and test it on the sequence
prediction task. We evaluate the model in the step-by-step and complete-sequence
prediction settings. As a baseline, we used 4-fold cross-validation and trained the
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model on a feasible assembly dataset comprised of a random mixture of assembly sizes.
We then tested the model separately per assembly size.

In each column of Fig. 5.3 we report the results for a given assembly size, including
the Precision-Recall curve in the complete-sequence setting (including the AUC) and
P@k scores for k € [1...10] with a threshold of 0.5. Notice that P@k is reported for
A; only when the assembly has at least k ground truth sequences (see discussion in
Section 5.2.1).

Complete Seqeunce Precision-Recall, 5 parts Complete Seqeunce Precision-Recall, 6 parts Complete Seqeunce Precision-Recall, 7 parts

00 00
1 2 3 4 5 6 7 8 95 10 1 2 3 4 5 6 7 8 5 10 1 2 3 4 5 6 7 8 95 10

Figure 5.3.: Cross Validation results on the Sequence Prediction task in the baseline
setup. In each column the baseline model is evaluated on a different A;.

When inspecting the results, we see that the model achieves good results in this
setting, reflected in a high mean AUC score across the board. Interestingly, the
complete-sequence mean AUC score for A5 and Ag (0.96 and 0.93) is lower than the one
achieved for A7 (0.97). One would have expected that since A7 has many more ground
truth sequences (Fig. 5.2c), their prediction with higher recall is harder. We claim the
opposite is correct: a smaller number of ground truth sequences also reflects restrictive
constraints on the assembly. More indications for this are given when comparing
Fig. 5.2c to the P@k results of A5 and Ag, where a rise in precision is observed between
P@2 — P@3 and P@4 — P@5. Some assemblies in As and Ag have fewer ground truth
sequences than the rest since they are more constrained and harder for the model to
predict, lowering the corresponding P@k scores.
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5.3.2. Knowledge Transfer

A significant ability of our model is to generalize knowledge between different assembly
tasks. We demonstrate this by evaluating models trained on differently sized assemblies,
as previous methods (Rodriguez et al., 2020; Wells et al., 2019) are incompatible with
this setting.

In the first setting, many-to-one (Fig. 5.4), we trained a model on a dataset comprised
of a mixture of assembly sizes but i, i.e., Ayj»;. We then evaluated this model on A;
alone. For instance, the model in the first column of Fig. 5.4 was trained on Avj7é5 and
is evaluated on As. When comparing the results in Fig. 5.4 to the baseline, we observe
a reduction of an average of 4.6 points in AUC between the settings, which could be
expected. However, we can also observe P@1 and P@2 of ~ 0.9, indicating our method
is beneficial in this setting.

Complete Seqeunce Precision-Recall, 5 parts Complete Seqeunce Precision-Recall, 6 parts Complete Seqeunce Precision-Recall, 7 parts

H
x
x
X x

@k
@k

00 00
1 2 3 4 5 6 7 & 5 10 1 2 3 4 5 6 7 8 95 10 1 2 3 4 5 6 7 8 95 10
K K

Figure 5.4.: Cross Validation AUC scores on the Sequence Prediction task in the
knowledge transfer many-to-one setting. In each column a different model, trained on
Avyji, is evaluated on A;.

We shed light on this generalization in a second experiment setting, one-to-many
(Fig. 5.5 and Table 5.1), which is reversed to the previous. Here, a model is trained A;
and then evaluated on Avj#, i.e., all assemblies with a size different than i. Looking into
Fig. 5.5, we identify a clear pattern in which each model is able to obtain comparably
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Pak, 3 parts Pak, 5 parts Pak. 6 parts P@k, 7 parts

P@k, 3 parts R PaK. 4 parts . PaK. 6 parts Pok, 7 parts

Figure 5.5.: Cross validated P@k results on the Sequence Prediction task in the knowl-
edge transfer one-to-many setting. In each row a different model was trained on A;
alone and then evaluated on a different Ay;.; per column. Each model is able to give
valuable predictions on assemblies smaller than the ones it was trained on.

Step-by-Step AUC (1) Complete Sequence AUC (1)
As Ay As Ag Az As Ay As Ag Az

Ay 0.92£0.11 048+£0.12 041£0.11 043+0.12 0.93+0.09 0.28+£0.12 025+0.15 0.25+0.15
As 0.93+0.06 0.89+0.07 0.78+£0.14 0.59+0.16 0.83+0.07 0.70+0.09 036 +£0.12 0.24+0.07
Ag 0.90£0.10 0.89+0.11 0.9340.04 059+0.16 0.73+0.16 0.68+024 0.714+0.13 0.24 +0.07

Table 5.1.: Feasibility classifiers AUC scores in Knowledge Transfer one-to-many setting.
In each row, a model trained on A; is evaluated on different test sets Ay;;.

Training Set

high P@k results for smaller assemblies®. For instance, As (third row) obtains high
results for Az and A4, which makes sense, as the constraints guiding the assembly of

smaller structures are contained in larger structures®. The same pattern repeats with
AUC in Table 5.1.

5We do not perform this experiment on Ay, as there are relatively small amount of assemblies with 7
parts in the dataset.
®We provide detailed P@k results in Table A.1.
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Figure 5.6.: Ablation study of part and surface positional encodings. In (a), we replace
the encodings with random values or remove them entirely. In (b), we permute the order
of parts and surfaces in test and training time, revealing their respective importance for
the model’s ability to grasp geometrical bias.

5.3.3. Ablation Studies
Positional Encoding

In our assembly graph (Section 4.2), both the part and surface node embeddings contain
an id field which we represent as a 16d sinusoidal positional encoding (Vaswani et al.,
2017). We conducted a series of experiments on As to look into the contribution of
these to our model and confirm they do not cause an over-fit to the training data.

First, we experimented with removing the positional encoding field altogether or
replacing it with an identically lengthed random value. In Fig. 5.6a, positional encoding
dramatically increases the performance of our model. We hypothesize that these posi-
tions introduce geometrical bias, i.e., understanding of the part and surface interactions,
which is helpful in our task.
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We number assembly parts and surfaces in a constant order. Parts are counted
beginning from the one closest to the environment origin. Surfaces, on the hand, are
always numbered clockwise, starting from the respective part top. As we see in Fig. 5.6b,
permuting these in test time cause severe degradation in performance, indicating
constant numbering harm the model’s ability to generalize. However, introducing
permutations into the training process produces surprising findings. While part order
permutations make the model more robust in test time, allowing it to outperform the
baseline, surface order permutations cause it to fail. We believe this demonstrates the
importance of these features for the model’s understanding of the parts” geometrical
structure.

5.4. Feasibility Prediction Task

In the second experiment, given an assembly we are interested in predicting its feasibil-
ity class, i.e. feasible or infeasible.

5.4.1. Classifier Comparison
Normalizing Flows

We proposed using NF to model the distribution of feasible assemblies Pfegsipre. The
feasibility class is obtained by comparing the model’s predicted log-likelihood score to
a predefined threshold. As elaborated in Section 4.5.1, our model uses a single-class
training setting.

Baseline Classifier: Sequence Set Size

Our baseline feasibility classifier (Section 4.5.2) uses the size of the sequence set,
predicted by the Sequence Predictor, as an indication of the assembly feasibility.

We trained this base model in two settings. First, the model was trained in a single-
class setting on feasible assemblies alone. Second, a binary classification setting was
used, by including both feasible and infeasible assemblies in the training set. For
infeasible samples, we created a dummy trajectory, in which no part is chosen by the
expert demonstrator in the assembly’s initial state. We justify this design in a series of
experiments in Section 5.4.4.
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One-class SVM

As an additional reference to our method, we report the results of a One-class Support
Vector Machine (OC-SVM) (Schélkopf et al., 1999) model’, as it was used by previous
graph-level AD works (H. T. Nguyen et al., 2020; L. Zhao & Akoglu, 2021). This model
was trained in a similar setting to the NF, i.e., on the pooled node embeddings created
by our GNN for feasible assemblies alone.

g AUC (1)
Classifier As A
Sequence Set Size, binary-class 0.96 0.98
NF, single-class 0.85 0.83
OC-SsVM 0.74 0.59

Sequence Set Size, single-class 0.61 0.57

Table 5.2.: Feasibility classifiers AUC score on balanced test sets.

Feasibility Prediction ROC, 5 parts Feasibility Prediction ROC, 6 parts
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Figure 5.7.: Comparison of the different methods for feasibility classification for As (a)
and Ag (b). The baseline model, based on Sequence Set Size, achieves the best results,
but it is trained in a binary setting.

Evaluation

In Fig. 5.7 and Table 5.2, we compare the results of the three models described above in
the feasibility perdition task for As and Ag. The baseline classifier, trained in a binary

7 An overview of OC-SVM is provided in Appendix B.
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setting on both feasible and infeasible assemblies is able to best separate between the
classes. Next in line is the NF model trained in a single-class setting. The OC-SVM
works on the GNN embeddings directly and thus has only limited success. Finally,
the baseline model, which also uses this single-class setting, is not much better than
chance.
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Figure 5.8.: Ability of the feasibility classifiers to transfer knowledge. The classifiers in
(a) were trained on Ag and tested on As, whereas in (b) they were trained on As and
tested on Ag.

5.4.2. Knowledge Transfer

Similar to the experiments we ran in Section 5.3.2, we are interested in measuring the
ability of our classification methods to transfer knowledge about feasibility between
differently sized assemblies.

In Fig. 5.8, we train the classifiers on As and test them on Ag (b) and vice-versa (b).
In line with the results in Section 5.3.2, we see that transfer of feasibility knowledge is
possible only from larger assemblies to smaller ones.

5.4.3. Latent Space

Though our NF model uses many parameters (Table 4.2), it still lags behind the binary-
class setting. To better understand its limitations, we examine the graph’s latent
representation, i.e., the pooled part node embeddings. First, we visualize them in a 2d
space with t-distributed Stochastic Neighbor Embedding (t-SNE) (Van der Maaten &
Hinton, 2008).
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Figure 5.9 presents the t-SNE embeddings of feasible and infeasible assemblies of
variable sizes using latents originating from our baseline model, trained on feasible ones
alone. First, in Fig. 5.9a, we see that these latents’ rich semantics encode information
about the assembly size. However, at least for the case of this baseline model, it can not
distinguish between feasible and infeasible samples at all (Fig. 5.9b); the corresponding
clusters present a mixture of both feasible and infeasible instances, without a clear
decision boundary.
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Figure 5.9.: t-SNE visualization of latents created by the baseline model, trained on
feasible assemblies alone. Assembly latents are color labeled by their size (a) and
ground truth feasibility class (b). Best viewed in color.
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Figure 5.10.: t-SNE visualization of As latents created by baseline model in a single-class
setting (a), a binary-class setting (b) and the baseline latents transformed by the NF
model into a Gaussian base distribution (c).

In Fig. 5.10, we look closer into the cluster of A5 assemblies. Figure 5.10a presents the
latents of the baseline model. In Fig. 5.10b, we see how the model trained using binary
supervision, i.e., on both feasible and infeasible assemblies, is able to cluster infeasible
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Figure 5.11.: Cosine Similarity between As latents. In (a) the latents are produced by
the baseline model, trained on feasible assemblies alone. In (b), by the model trained
on both feasible and infeasible assemblies. Finally, in (c), latents were produced by the
NF, trained on feasible assemblies only. Best viewed in color.

latents together®. Finally, in Fig. 5.10c, we show the baseline latents transformed by
our NF model into a Gaussian base distribution. Here again, a separation between the
classes is evident.

Qiu et al. (2022) described a common problem in deep one-class classification in
which all the data embeddings collapse and become similar. To better understand this
phenomenon, we compute the Cosine Similarity’ between test set embeddings of both
feasible and infeasible assemblies and plot the resulting tables in Fig. 5.11.

Indeed, the embeddings of the model trained only on feasible assemblies are almost
identical (Fig. 5.11a). We overcome this problem by transforming these latents into
another representation space with NF. The model can push the embeddings of the
two classes apart (Fig. 5.11c), as infeasible assemblies embeddings are allocated with
lower density. However, our method can not to retrieve the near-optimal embeddings
generated by the model trained in a binary-class setting (Fig. 5.11b).

8In the baseline model, feasibility classification is based on the output probability of individual node
embeddings and not on the pooled representation. However, we believe this analysis still provides
insights into the model’s working.

9The Cosine Similarity between two vectors x,y is defined as Sc(x,y) = (x-y7)/(|x||ly]). Sc € [-1,1]
such that when Sc = 1 the two vectors are identical, when S¢ = 0 they are orthogonal and finally
when S¢ = —1 they are exactly the opposite.
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5.4.4. Ablation Studies
Infeasible assemblies trajectory

The baseline model loss term compares its output to the expert sequence trajectories
(Section 4.3). We experimented with two possible approaches for assigning infeasible
assemblies with a target trajectory.

Initial Failed State Extended Failed Partial Sequences
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(a) (b)

Figure 5.12.: Two approaches for incorporating infeasible assemblies in the training set,
as reflected in the mean step probability and overall sequence score, an example for
As. In (a), the assembly initial state is assigned with a dummy trajectory. In (b), failed
sequences attempted by the simulation are extended with the dummy state. Approach
(a) is more effective in lowering infeasible assemblies score.

In the first, the assembly’s initial state is assigned with a dummy trajectory, in which
no part should be chosen. In the second, for each infeasible assembly, we include all
failed sequences provided by the simulation environment (Section 5.1) and extend with
a dummy final state. Meaning, multiple failed trajectories are included in the training
set for the same infeasible assembly.

We trained our model with the two approaches and compared its step-by-step
probabilities on feasible and infeasible assemblies. When examining Fig. 5.12a, we
notice that in the first approach, maximal reduction in infeasible sequences probability
is achieved in the initial step, though a decline is also noticed in the following steps.
On the other hand, for the second (Fig. 5.12b), the reduction is concentrated almost
entirely in the last step. Indeed, there is an additional benefit for the first approach
in terms of running time, as infeasible assemblies could be identified early, with no
need to traverse through the remaining steps. Overall we witness a greater reduction in
infeasible sequence probabilities with the first approach, and therefore better separation
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Figure 5.13.: Comparison of the two methods for incorporating infeasible assemblies
into the model’s training set to the baseline model, trained on feasible assemblies
alone. Both methods achieve similar results in sequence prediction (b), therefore adding
infeasible assemblies does not harm the training procedure. However, using failed
initial state score higher in the classification task (a).

in the downstream classification task, as reflected in an almost perfect AUC score
(Fig. 5.13a).

In a second experiment, we verified that adding infeasible assemblies to the training
set does not affect the model performance in the previous sequence prediction task. We
compared in this setting the models trained above with the baseline model, trained on
feasible assemblies alone (Fig. 5.13b).

Sequence score

We examined several aggregation functions as candidates for the Sequence Score
(Section 4.4.1). The first requirement for this score is to represent the overall confidence
of the model in a predicted sequence, considering the downstream task of feasibility
classification. The second is to be independent of the length of the sequence, allowing
its use regardless of the number of parts in the assembly. We considered several
candidate aggregation functions: Minimum, Maximum, Mean, Variance and Product. We
trained the model on a mixture of feasible and infeasible assemblies from As and Ag¢
and then compared the candidate function values on model output sequences.

Examining Fig. 5.14, we see that both the minimum and the product functions enable
similar separation between the feasible and infeasible assemblies. However, the product
value is highly coupled to the length of the sequence, as reflected in the difference in
its value between As and Ag for feasible assemblies.
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Figure 5.14.: Values of candidate aggregation functions on the probabilities of predicted
sequences of both infeasible and infeasible assemblies. The minimum function was
chosen as sequence score.

Normalizing Flows Likelihood

The NF log-likelihood equation (Eq. 3.15) is a sum of two terms: the density of the
transformed point in the base distribution and the determinants of the Jacobian of the
flows transformation matrices.

To better understand the contribution of each of these terms to the model’s ability to
separate between the classes, we plot their value separately for an As test set in Fig. 5.15.
For better visibility, we use Kernel Density Estimation (KDE) (Parzen, 1962) to plot the
smoothed distributions. As we see, the determinants are the main contributing factor
to class separation, whereas the values produced by the base distribution collide.
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Figure 5.15.: NF predicted log-likelihood values for feasible and infeasible assemblies
from As. The prediction of the model (a) is a sum of the base probability (b) and the
transformation matrices log determinant (c).
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6.1. Problem Definition

In this thesis, we addressed the Assembly Sequence Planning (ASP) problem, which
is aimed at deriving an order of operations, according to which a target product can
be assembled step-by-step by a robot system. We studied two sub-tasks: Feasibility
Prediction and Sequence Prediction. In the first, given a geometric description of a final
product, we predict if a target robot system would be able to assemble it without
collision. In the second, we infer a series of feasible placement actions, leading to the
complete product.

We work on a propriety dataset comprised of specifications of structures made of two
types of metal profiles, connected with angle brackets. With these three distinct atomic
parts, multiple structures with varying levels of assembly complexity are defined.
A target robotic system simulation environment was tasked with assembling these
structures, exhaustively attempting all possible part ordering. Successful sequences
were used as ground truth trajectories for our method.

6.2. Our Approach

We represent each assembly as a graph with its parts surfaces as nodes, encoding
their corresponding geometrical distances and orientations as graph edges. This graph
also contains information about the current state of the assembly, i.e., which parts are
already in place, using part nodes. This heterogeneous graph representation provides
flexibility in depicting different structures and is agnostic to rotations and mirroring of
the assembly.

We exploited the graph’s geometrical biases and designed a GNN pipeline, creating
latent representations for each assembly part. These latents are first utilized to infer
a probability per part, indicating if the part in question could be placed in its target
position in the current state of the assembly. To this end, since the placement is only
dependent on the current state of the assembly, we trained the network in a step-by-step
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supervised setting, using the dataset sequences as ground-truth demonstrations. We
traversed the assembly state tree with DFS, obtaining complete assembly sequences.

The part node latents are also pooled to create a single graph representation, which
is plugged into a downstream feasibility predictor. We employed Normalizing Flows
model for feasibility prediction, training it in a single-class setting on latents originating
from feasible assemblies. The NF model predicts the probability density of a given
structure under the feasible assemblies” distribution.

6.3. Contributions
Our approach has several key contributions:

1. Our Assembly Graphs are flexible, allowing us to represent different 2d structures
while being agnostic to rotation and mirroring. Using a GNN pipeline allows
us to exploit geometrical biases and maintain high memory efficiency; our GNN
backbone requires ~ 52k trainable parameters. Since we train our network using
Imitation Learning, our setting is highly efficient in training time, requiring just 33
epochs of training on a few thousand examples. As we use a step-by-step setting,
our model is independent of the number and length of predicted sequences.
Finally, we require only a few seconds, the time required to traverse the assembly
state-tree, to infer assembly sequences.

2. Instead of using a separate network, we exploit the graph latents produced by our
GNN pipeline for feasibility prediction. Contrary to previous approaches, our
NF-based model is trained in a single-class setting, modeling the distribution of
feasible assemblies. It is capable of providing a density estimation for a queried
assembly and not only an anomaly score. We are the first to apply NF for
Out-of-Distribution detection in a graph-level AD setting.

3. We conducted extensive experiments to evaluate the capability of our model to
transfer knowledge between different assembly tasks, as previous methods lacked
this capacity. Our method can generalize knowledge gained on larger assemblies
and then apply it to smaller ones. We believe this is the case since the relevant
constraints guiding the assembly of the smaller structures are contained in larger
assemblies.
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7.1. Limitations
Our work has several limitations:

1. We conducted our experiments on a limited dataset of assemblies, made of up to
7 parts from 3 atomic types. We assumed all of them to be 24 structures, i.e., lying
on a flat surface. Our evaluation was executed based on simulated ground-truth
trajectories, without an actual robot-in-the-loop.

2. Though our method predicts the feasibility of a given assembly structure, it
does not provide explanations guiding its decision. In addition, given an input
structure, our method predicts feasible assembly sequences, but it does not
consider the question of sequence optimally (in terms of assembly time, etc.).

3. Our NF-based feasibility classification model beats the OC-SVM classifier, directly
working on the assembly graph’s latents. However, though it includes many
trainable parameters, it still lags behind the binary-class baseline model. We
believe this is the case since the latents generated by the GNN collapse to near
identical representations.

7.2. Future Research
Based on the above, we suggest the following directions for future research:

1. Generalization Generalize our graph representation to 34 structures. This could
be done by adding two more surfaces to each part and considering parallel and
orthogonal relations in the 3d space. We suggest conducting experiments on
larger assemblies with various atomic parts, also combining an actual robot in
the evaluation.

2. Optimality Consider the optimality of the predicted assembly sequence, for
instance, by including only the optimal trajectories in the ground truth or adding
a prediction head to the pipeline, e.g., assembly-elapsed-time.
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3. Explainability Since NF models are differentiable, we can take the gradient of the
model’s predicted density with respect to its input. This may allow us to provide
an explanation for the model output (e.g. distance between two specific parts)
and solve problems that prevent the structure assembly. Another approach could
be exploring the decision boundary between feasible and infeasible assemblies’
latents. Moving latents to the other side of the boundary may allow the creation
of counter-factual explanations, i.e., feasible assemblies as similar as possible to
the infeasible ones (Atad et al., 2022), using generative models such as Graph
Auto-regressive models (You et al., 2018).

4. Improve model performance Few directions are suggested to improve the NF
model performance. These include training the GNN and NF end-to-end, chang-
ing the NF training objective to be fully supervised (Kirichenko et al., 2020), or
encouraging the GNN latents to be more expressive (Qiu et al., 2022). Another
issue could be that the Gaussian base distribution, used by our NF model, lacks
the sufficient capability to model the complex target distribution. This problem
could be circumvented by using other complex base distributions (Stimper et al.,
2022).
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Figure A.1.: Cross-validated sequence-prediction results for the baseline model.
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Figure A.2.: Cross-validated sequence-prediction results in the many-to-one setting. In
each row a model was trained on all but A; and is evaluated on A;.

58



Appendix: Detailed Results

Step-by-Step Precision Recall, 3 parts Complete Seqeunce Precision-Recall, 3 parts o P@k, 3 parts
10 10
08 o8 o8
06 06 o6
£os £os 04
fold-1 (AUC=1.00) fold-1 (AUC=0.99)
02 fold-2 (AUC=0.73) 02 fold-2 (AUC=0.78) 02
fold3 (AUC=0.97) fold-3 (AUC=0.97)
fold-4 (AUC=1.00) fold-4 (AUC=0.99)
00 — Mean (AUC=0.92:0.11) 0.0 | — Mean (aUc=0.93x0.09)
00
00 02 04 06 08 10 00 02 04 06 o8 10 5 6 0
Recall Recall
Step-by-Step Precision Recall, 5 parts Complete Seqeunce Precision-Recall, 5 parts o P@k, 5 parts
10 fold-1 (AUC=0.37) 10 fold-1 (AUC=0.38)
08 08 o8
L 06 L 06 06
& oa & o0a 04
02 02 02
00 00
00
00 02 08 10 00 02 08 10 5 6 10
Recall Recall
Step-by-Step Precision Recall, 6 parts Complete Seqeunce Precision-Recall, 6 parts 1o P@K. 6 parts
10 fold-1 (AUC= 10 fold-1 (AUC=0.39)
fold-2 (AUC
fold-3 (AUC
08 fold-4 (AUC=0.54; 08 o8
— Mean (AUC=0.41£0.17)
L 06 L 06 o8
8 8 x  x
& oa & oa 04
02 02 02
00 00
00
0o 02 o8 10 0o 02 o8 10 5 6 0
Recall Recall
Step-by-Step Precision Recall, 7 parts Complete Seqeunce Precision-Recall, 7 parts o P@k, 7 parts
1
10 fold-1 (AUC=0.28) 10 fold-1 (AUC=0.43)
fold-2 (AUC fold-2 (AU
fold-3 (AUC fold-3 (AUC=0.20)
o8 fold-4 (AUC=0.56) o8 fold-4 (AUC=0.03) o8
— Mean (AUC=0.43£0.12) — Mean (AUC=0.2540.15)
L 06 L 06 os
8 g X x x
T oa T oa 04
02 02 02
00 00
00
0o 02 o8 10 0o 02 o8 10 5 6 0
Recall Recall

Figure A.3.: Cross-validated sequence-prediction results in the 4-to-many setting. The
model was trained on A4 and in each row its results on another A;.4 are given.
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Figure A.4.: Cross-validated sequence-prediction results in the 5-to-many setting. The
model was trained on As and in each row its results on another A;.5 are given.
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Figure A.5.: Cross-validated sequence-prediction results in the 6-to-many setting. The
model was trained on Ag and in each row its results on another A;_.¢ are given.
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A.2. Feasibility Prediction Task
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Figure A.6.: Comparison of the two methods for incorporating infeasible assemblies
into the model’s training set to the baseline model, trained on feasible assemblies alone.
Evaluation in both feasibility and sequence prediction tasks for As and As.
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B. Appendix: One-class SVM

One-Class Support Vector Machine (OC-SVM) (Scholkopf et al., 1999) is a model that
learns a decision function for novelty detection: classifying new data as similar or
different to the training set.

Let {x;}"_, be training samples in some space R". Let ® : R — F a feature map,
mapping into a dot product space, such that the dot product can be computed by
evaluating some simple kernel k(x,y) = ®(x) - ®(y). In our setting we used the Radial
Basis Function (RBF) kernel (Williams & Rasmussen, 2006):

2
k(x,y) = exp (—W) (B.1)

Where [ > 0 is a length scale parameter.

The underline idea behind OC-SVM is to “map the data into the feature space
corresponding to the kernel, and to separate them from the origin with maximum
margin” (Scholkopf et al., 1999). This is achieved with a binary function which returns
+1 in a region which captures the training samples and —1 elsewhere (Fig. B.1). To find
this decision function, we solve the quadratic program (Primal Problem):

. 1 , 1
=l|w||”+ — i — B.2
wor, D00 gl m;«; P (B.2)
stVi=1,...,n: (w-®(x;)) > p—;

Vi=1,...,n:&>0

Where n € IN is the number of training samples, ¢; are the slack variables from the soft-
margin SVM formulation (Cortes & Vapnik, 1995) and v € (0,1) is a hyper-parameter.

Using Lagrange multipliers and the kernel function for the dot-product calculation
(Kernel Trick), we obtain the Dual Problem:

1 ¢
rr}xln 5 i ;1 Déiﬂc]‘k(xi, x]‘) (B.3)

) 1 &
stVi=1,...,n:0<na; < —, 2061‘:1
vt o
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B. Appendix: One-class SVM

Once the optimal solution a* is obtained, the offset p can be computed with
p=w -d(x;) =Y, oc]’-*k(xj, x;i), where x; is some sample whose corresponding «;
is not at the upper or lower bound, i.e. & € (0,1/vn).

+ . /

Figure B.1.: One-Class SVM classifier. The origin is the only initial member in the —1
class (Manevitz & Yousef, 2001).

Finally, the OC-SVM decision function is:

i=1

f(x) =sgn (i aik(xi, x) — P) (B.4)

If f(x) > 0 then x is in the target class, otherwise, it is marked as novelty. The samples
for which a; > 0 are called Support Vectors (SV).

In the primal equation (Eq. B.3), the parameter v controls the trade-off between the
model complexity and the training error (Xiao et al., 2014). It sets an upper-bound on
the fraction of outliers (training examples regarded out-of-class) and a lower-bound on
the number of training examples used as SV.
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