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Abstract 
 
Machine learning (ML) techniques have the potential to provide automated data analysis for 

nondestructive evaluation (NDE) applications with human-level accuracy. This is of great value as the 

data gathered by NDE inspection is, increasingly, large and complex, making manual data analysis 

expensive, slow and sensitive to operator variability. However, there are three major barriers to the 

application of ML models to industrial NDE: sourcing useful training data, choosing informative 

features, and building trust in the model’s predictions. This thesis investigates how these barriers can 

be overcome by deep learning with simulated training sets, domain adaptation, uncertainty 

quantification, and improved interpretability. An example NDE use case is considered: defect sizing for 

ultrasonic inline pipe inspection. An inspection configuration is devised to closely match the conditions 

found in inline inspection of oil pipelines, resulting in ultrasonic plane wave images of surface breaking 

defects. These ultrasonic images are used as input to ML models to predict the size of the defects. 

A convolutional neural network (CNN) is trained to size defects, using a simulated data set, and applied 

to previously unseen experimental data. As the CNN takes ultrasonic images as input there is no need 

to manually select informative features. The CNN is compared to a traditional NDE sizing method, 

6 dB drop, and demonstrates significantly better sizing accuracy. Further sizing accuracy improvements 

are achieved through the inclusion of a small amount of experimental data in the training procedure. 

This additional training data is included with the aim of reducing the effect that differences in simulated 

and experimental data have on sizing performance. An adversarial-based domain adaptation technique 

is found to be the optimal way to leverage small amounts of experimental training data. 

Building trust in the prediction of ML models is essential for qualifying them for use in NDE industry. 

Uncertainty quantification (UQ) is a significant part of this, as it is essential to the decision making for 

any automated data analysis. This thesis investigates two modern UQ techniques, finding deep 

ensembles to be an effective way to quantify the uncertainty of sizing predictions. Further trust is built 

by improving the interpretability and explainability of ML for NDE. This is achieved with a novel 

dimensionality reduction method: Gaussian feature approximation (GFA). GFA involves fitting a 2D 

gaussian to an ultrasonic image and storing the resulting seven parameters that describe it. These 

parameters can be used as input features for a ML model. As individual GFA features are meaningful 

to a human (unlike pixel intensities) the resulting model is implicitly more interpretable than one trained 

on raw images. Shapley additive explanations are used to indicate how each feature contributes to a 

crack size prediction. The results presented in this thesis indicate that it is possible to use ML to achieve 

automated data analysis for real-world industrial NDE applications.  
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Nomenclature 
Subscripts are used in this thesis to indicate sub-groups. For example, 𝑐𝑆 and 𝑐𝐿 are shear and 

longitudinal sound speeds respectively. Definition of symbol subscripts are not included in this section. 

 

Symbol Meaning Section Introduced 
𝜙 Plane wave angle in fluid 2.1 
𝜓 Plane wave angle in pipe material 2.1 
𝜍 Standoff 2.1 
𝛤 Pipe material thickness 2.1 
𝑃 Horizontal distance between defect and array centre 2.1 
𝐿 Defect length 2.1 
𝜃 Defect angle 2.1 
𝐷 Vertical extent of defect 2.1 
𝑋 Horizontal axis, origin at array centre 2.2 
𝑍 Vertical axis, origin at array centre 2.2 

𝐼(𝑥, 𝑧) PWI image intensity at position 𝑥,𝑧 2.2 
𝛾 Modality of return ray path 2.2 

ℎ(𝑡) Complex, filtered A-scan at time 𝑡 2.2 
𝑐 Sound speed 2.2 
𝜆 Wavelength 2.2 
𝑛 Number of transducers in the array 2.3 
𝛽 Sound speed multiplier 3.3 
ℒ Loss function 4.5 
𝑁 Number experimental data in training set 4.5 
𝑀 Number simulated data in training set 4.5 
𝜅 Dimensionality of feature space 4.5 
𝛿 Tolerance on label difference 4.5 
𝑦 Data label 4.5 
𝑦̂ Network output 4.5 
𝛼 Scaling factor for loss function 4.5 
𝑇 Input and output training data 5.1 
𝑚 Number of networks in ensemble 5.5 
𝜇 Mean of ensemble predictions 5.5 
𝜎 Standard deviation 5.5 
𝐾 Lipschitz constants 5.5 
η Spectral norm 5.5 
𝑝 Dropout probability 5.5 
∆ Mean absolute change in uncertainty 5.6 
𝑢 Uncertainty 5.6 
𝑅 Correlation coefficient 5.6 
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𝐴, 𝑥0, 𝑧0, 𝜎𝑋 , 𝜎𝑍, 𝛩, 𝐵 
Parameters of a 2D gaussian:  
amplitude, 𝑋 and 𝑍 position, 𝑋 and 𝑍 standard 
deviation, angle and offset respectively 

6.3 

𝜑 Shapley additive explanation (SHAP) values 6.3 
𝑧′ Simplified, binary inputs 6.3 
𝑘 Weighting kernel 6.3 
𝑠 Number of ones in 𝑧′ 6.3 
𝑎 Number of binary mask iterations 6.3 
𝑏 Number of samples of training data 6.3 
Λ Mean absolute difference in SHAP values 6.3 
𝐹 Mean absolute SHAP value 6.4 
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Chapter 1. Introduction 
This thesis is concerned with improving the automated data analysis of ultrasonic nondestructive 

evaluation data (NDE) through the application of machine learning (ML) techniques. This introductory 

chapter describes the industrial application this work is applied to and background information for ML 

in NDE.  

1.1. Ultrasonic pipeline inspection 
NDE techniques aim to evaluate the health of a component without damaging it. These techniques can 

be applied both during component manufacture and throughout its in-service life. The basic principle 

of most NDE techniques involves the application of a stimulus to the component (such as ultrasound, 

x-ray or eddy currents), the recording of its response, and the analysis of that response to infer integrity. 

A large-scale ongoing industrial application of NDE is the inspection of oil and gas pipelines using 

tools which travel in the flow of product, assessing the integrity of the surrounding pipe. This task is 

commonly termed ‘inline pipe inspection’. The sizing of defects from ultrasonic inline pipe inspection 

data is used as an example industrial application for research presented in this thesis. 

NDE is an important part of the oil and gas industry due to its scale and the damage done when defects 

are not found soon enough. The worldwide oil and gas pipeline network is over 2 million km in length, 

with many individual pipelines running over hundreds of kilometres, and a few over 3000 km [1]. 

Environmental factors and in-service stresses can cause corrosion and cracking, which without 

detection and repair, can cause spills. For example, in 2020 the Colonial pipeline oil spill, caused by a 

crack in the pipewall, lead to at least 1.4 million gallons of spilt oil, major damage to the surrounding 

environment, and an ongoing clean-up that cost more than $55 million [2].  

 

Fig. 1. Pictures of an UltraScanTM Duo pig a) being launched and b) phased array arrangement, c) its key 
specifications and d) a computer-aided design render of the full tool. 
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Inline inspection is a major part of avoiding oil and gas leaks. The oldest inline inspection technique, 

used since the 1960s [3], is magnetic flux leakage (MFL), in which a strong magnetic field is applied 

to a ferromagnetic material, and changes in the field can be monitored to detect discontinuities. In more 

recent years, ultrasound has seen increasing use in inline pipe inspection. While the requirement for 

couplant limits its application to pipelines carrying fluid product, such as oil, ultrasound’s sensitivity to 

a broad range of defects, and ability to accurately size defects makes it extremely useful [4], [5]. For 

larger pipelines, inspection is carried out by a cylindrical device, commonly known as a ‘pig’, which is 

carried along in the flow of product, while inspecting the surrounding pipe. The specific tool considered 

in this thesis, as pictured in Fig. 1, is the UltraScanTM Duo (Baker Hughes (formerly PII Pipeline 

Solutions), Stutensee, Germany). Using this device typically requires inspection every 2 mm, and to 

keep oil flow rate high the pig must travel at ~2 ms−1 [5]. This high measurement rate, and the 

computational limitations of the device, severely limit the number of measurements that can be taken 

by each array, at each axial location. To maximise the region inspected, a circumferential ring of arrays 

is mounted on the pig. Each array fires 3 plane waves, at different angles, at every axial location, with 

all transducers used individually on reception. Despite only firing a handful of plane waves, the rate at 

which it occurs along the pipe means this quickly generates a vast amount of data. Each plane wave 

fired produces ~140 kB of relevant time domain data, meaning that firing 3 plane waves produces 

~270 MBs-1 from each array. Onboard detection procedures mean that data relating to all ‘clean’ pipe 

need not be stored, but data storage size and computational speed limitations are still significant issues. 

Historically, this has motivated discarding most of the received signals, keeping only one peak 

amplitude per plane wave, upon detecting a defect. This allows for basic amplitude-based sizing only 

[5]–[7]. This is usually achieved by building an empirical, nonlinear relation between amplitude and 

size, using a reference data set, gathered from samples manufactured to mimic real defects. This 

approach struggles to accurately size angled defects as their amplitude response is affected significantly 

even by small changes in angle [8]. However, through advances in compression software, data storage, 

and computational hardware, it is becoming increasingly possible to store full time-traces. This enables 

offline (i.e., after the pig has been retrieved from the pipe) plane wave imaging (PWI) [9], [10] and the 

use of image-based sizing algorithms. These can be based on physics (e.g., 6 dB drop [11]) or learnt 

from data.  

1.2. Machine learning for NDE 
NDE data analysis has traditionally been achieved by a skilled operator. As these data are increasingly 

becoming very high-dimensional and most inspections must be carried out many times, manual data 

interpretation becomes slow, expensive, and prone to human error. This can be accelerated by multiple 

operators working in parallel, but the results then become even more inconsistent. The cost, complexity, 

speed, and inconsistency of human NDE data analysis motivates the use of automated methods. 
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There are many analytical automated NDE data analysis methods in use that are based on physics, ‘rules 

of thumb’, or thresholds set by experimental testing. For example, to size defects from images, the 6 dB 

drop method is often used. The 6 dB drop method estimates the extent of a defect as the size of the 

smallest box that can enclose the top -6 dB of the image. Traditional approaches such as this one 

function well when there are relatively simple relationships between the data and the quantity to be 

estimated. However, much of the information in NDE data is too complex to be used by these simple 

methods, so is discarded. However, the analysis of even very complex, high dimensional NDE data, is 

essentially a pattern recognition task, so ML is well suited. Also, as the field starts to make use of cyber-

physical systems and internet of things (a revolution termed ‘NDE 4.0’ [12]), ML may well become the 

only viable route for processing the volume of data produced [13]–[15]. 

ML refers to a broad range of techniques which aim to learn functions from data. It has repeatedly been 

shown to produce human-level data interpretation performance in NDE [16]–[24] as well as in related 

fields such as computer vision [25] and medical imaging [26], [27]. The ML literature relevant to the 

research in this thesis is reviewed within each of the main chapters (Chapter 3-6). The subset of ML 

relevant to this thesis is ‘supervised’ learning. The term ‘supervised’ refers to learning from labelled 

data. In this application this means that all training data is associated with defects of known size. The 

predictive model to be learnt is one that can take a new set of ultrasonic images, from a previously 

unseen defect, and predict its size. Note that to avoid confusion, the term model is used exclusively in 

this thesis to describe any algorithm learnt from data, for example, a neural network, while physics-

based approaches to approximating real data are described as simulations. 

As well as categorising ML as supervised or unsupervised, another distinction is ‘deep’ or ‘shallow’ 

learning. The exact definition of these terms is not always agreed upon. The definition used in this thesis 

is these terms refer to whether features are hand selected: shallow learning gives a prediction based on 

a subset of features, chosen by a human, followed by statistical analysis, whereas deep learning is an 

end-to-end method that calculates the desired result directly from the raw data. Shallow learning in 

NDE dates back to at least 1991 with the use of decision trees to detect defects based on the loss in 

amplitude between ultrasonic wall reflections [28], and has continued to be an active area of research 

[29]. For example, neural networks have been applied to traditional features of ultrasonic measurements 

to estimate material properties [17], [18] and classify defects [16], [22], support vector machines used 

to size cracks from eddy current field peaks [30] and random forest used to detect defects from features 

of fluorescent penetrant inspection images [24]. The bulk of NDE research has focused on shallow 

learning as the reduction in input data dimensionality leads to a lower requirement in model complexity. 

This in turn reduces the size of training data required, which is an attractive property in a field such as 

NDE, where training data is scarce. However, the success of shallow learning is heavily reliant on 

selecting the correct features and a lot of the information in the raw data is discarded. 
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Deep learning can make use of all information in the raw data so has the potential to offer more accurate 

results [19], [20]. In medical imaging the shift to deep learning is well underway [27], but application 

to NDE has been hindered by the cost of generating experimental training sets and the difficulty of 

qualifying uninterpretable, ‘black box’ algorithms. Data augmentation (i.e., cropping, translating, 

zooming etc. in the context of photographic image analysis) can be used to expand training set size but 

care must be taken to ensure these methods create realistic examples. In some NDE applications, by 

good fortune or large expense, a large enough number of defects are available to form a training set for 

deep learning [31], [32]. Also, if the scope and parameter space of the ML task can be heavily restricted, 

a smaller training set can be used [33]. However, neither of these approaches supply a solid, general-

purpose solution to creating large NDE training sets, or answer the worries surrounding qualifying the 

use of ‘black box’ algorithms. 

1.3. Objectives and outline 
Despite the high number of publications using ML for NDE data analysis in recent years there are very 

few industrial implementations in use today. As described in [29] there are three main barriers to the 

application of ML to NDE industry: feature engineering, the black box problem, and shortage of data. 

Feature engineering is the task of distilling high dimensional data (e.g., time series or images) into a 

form that is easier to analyse. This usually involves dimensionality reduction, and to create a useful 

model, the features must retain the information that is informative to the task at hand. As the interaction 

between defects and NDE data can be complex, it is not always captured well by simple, traditional 

features. The black box problem refers to the fact that it is usually difficult to provide human-

interpretable explanations for why a ML model makes a certain prediction for a given input. This makes 

it difficult to prove that the model will always operate as expected, even in unlikely ‘edge cases’, and 

building enough trust to qualify the model for industrial use, without clear understanding of how it 

operates, is challenging. The third barrier to the application of ML to NDE is the shortage of data. ML 

algorithms require large quantities of data to train, and most NDE applications require this data to relate 

to defects. Real defects are rare, and synthetic ones are expensive to manufacture, so it is difficult to 

create enough data to train complex ML models without extreme financial cost. Providing solutions to 

these three challenges is the main objective of the work in this thesis. Table 1 illustrates which 

challenge(s) each of the main chapters in this thesis is associated with. Building on [9], which 

demonstrated the usefulness of PWI for inline pipe inspection, this thesis considers the same industrial 

application, showing how ML can be leveraged to size defects from PWI images more accurately than 

traditional NDE approaches. 

The rest of this thesis is structured as follows. Chapter 2 outlines the inspection set up used to 

approximate inline inspection conditions, the simulation and experimental methodologies, and the data 

sets they are used to produce. Chapter 3-6 provide the main research outputs and are each based on a 

journal paper. The associated three papers for Chapter 3-5 are published. The paper associated with 
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Chapter 6 is in review. Chapter 3 describes how deep learning can provide accurate crack sizing without 

the need for human feature engineering and simulation used to create the necessary training data. 

Chapter 4 compares different domain adaptation methods for the purposes of optimally leveraging a 

small quantity of experimental training data to improve sizing accuracy. Chapter 5 aims to increase trust 

in ML predictions by quantifying their uncertainty. Chapter 6 proposes a dimensionality reduction 

methodology that, in conjunction with game theory results, can be used to create a more interpretable 

and explainable ML framework. Finally, Chapter 7 provides chapter summaries and suggestions for 

future work. 

Table 1. Description of which challenges the main content chapters of this thesis address. 

 

Chapter 3: Deep 
learning for 
crack sizing 

Chapter 4: Domain 
adaptation 

Chapter 5: 
Uncertainty 

quantification 

Chapter 6: 
Interpretability and 

explainability 

Feature 
engineering ✓   ✓ 

Black box 
problem   ✓ ✓ 

Data shortage ✓ ✓   

 

 

Challenge 

Chapter 
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Chapter 2. Inspection, simulation and data sets 
This chapter describes the inspection setup, simulation and experimental methodologies, imaging 

technique used, and resulting data sets. The information in this chapter is applicable to all following 

chapters as they use broadly the same data sets. The small data set changes made between chapters 

result in minor differences in data set size and distribution. These differences are outlined in this chapter, 

and the exact distribution of data sets is further detailed in each corresponding chapter. The content in 

this chapter is reproduced from the author’s published work [34]. 

2.1. Inspection setup 
A major objective in inline pipe inspection is to detect and size the cracks that might occur on the outer 

or inner surfaces of the pipe. These are usually caused by manufacturing flaws such as weld toe cracks 

or lack of fusion, or in-service mechanisms such as stress corrosion cracking or thermal cycling fatigue 

and most commonly occur at the outer surface of the pipe. Sizing these surface-breaking defects, at the 

outer surface, with detection assumed already complete, is the focus of this thesis. With access to a real 

pipeline not available for this work, an inspection setup is devised to match in-service conditions as 

closely as possible. The resulting inspection configuration, and its relation to an oil pipeline, is shown 

in Fig. 2a,b. 

 

Fig. 2. a) A picture of an UltraScanTM Duo pig in an empty oil pipeline, b) a diagram of the inspection scenario 
using a plane wave at angle 𝜓 to the sample normal transmitted in the sample with a standoff and thickness of 𝜍 
and 𝛤 where 𝐿, 𝜃 and 𝑃 represent the crack length, angle and position respectively, c) all half-skip shear (S) and 
longitudinal (L) mode ray-paths used in this thesis where 𝑥, 𝑧 are the co-ordinates of the imaging point and 𝑥𝑜𝑢𝑡, 𝜍 
the co-ordinates of the returning ray on the front wall, d) an example set of simulated images for a defect with 
𝑃 = 19 mm, 𝐿 = 2 mm and 𝜃 = 8° and e) a fully experimental set of images for a defect of the same parameters. 
Note that the black lines show the true extent of the defects, and all images are on the same dB colour scale, 
normalised to the maximum intensity in the experimental set. The areas displayed with more transparency are 
outside the region insonified by the incident plane wave. Figure reproduced from [34].  
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As pigs are typically used for pipes of least 40 cm diameter the effect of curvature is ignored, and a flat, 

10 mm thick stainless-steel plate sample is used to represent the pipe wall material. Most pipelines for 

this application are made of carbon-steel and contain oil. Stainless-steel has been chosen for these 

samples to avoid corrosion and water used instead of oil to reduce cost. These replacements are 

acceptable as sound speeds, attenuation and levels of grain noise are comparable. A commercially 

available 5 MHz, 0.3 mm pitch, 40 element standard phased array is used. Plane waves are fired at 𝜙 =

0° and ±19° to the vertical, in water, to create longitudinal waves at  𝜓 = 0° and shear waves at ±45° 

inside the stainless-steel sample. All 40 elements receive individual A-Scans on reception, forming 

plane wave capture (PWC) data. The two angled waves are used to characterise defects while the 0° 

wave is only used to calculate standoff (𝜍) and thickness (𝛤). Note that as 𝜙 = 19° is beyond the first 

critical angle there are no longitudinal waves transmitted into the stainless-steel. Sound speeds in the 

steel are calculated using a calibration sample of known thickness (10 mm) and standoff (20 mm) giving 

longitudinal speed to be 5759 m/s, a shear speed of 3165 m/s and water speed to be 1480 m/s. PWC 

data is collected from either side of the defect to replicate the use of a pair of arrays from the 

circumferential ring of arrays on the pig (as shown in Fig. 2a). 

All experimental defects are made using electrical discharge machining (EDM) to create 0.3 mm wide 

notches, described by their angle from the vertical (𝜃), length (𝐿) and horizontal distance from the array 

centre (𝑃), as indicated in Fig. 2b. While EDM notches are simpler in shape and texture than most 

cracks found in in-service pipelines they allow for very accurate true length measurement. Research 

into the effect of using the presented methods with more realistic cracks is left to future work. Note that 

in Chapter 3, both 𝐿 and 𝜃 are predicted, while in Chapter 4-6 only the vertical extent of the defect (𝐷 =

𝐿cos(𝜃)) is predicted. This simplification was made as 𝐷 is the parameter most relevant to predicting 

the component’s remaining surface life. 

2.2. Imaging 
PWC data is first filtered using a Gaussian filter centred at 5 MHz with a -40 dB half width of 4.5 MHz. 

Then, the filtered PWC data is focused on reception, with the overall process termed PWI [10]. When 

multiple ray paths are considered, the images are termed ‘views’, and are described by the modality(s) 

of their transmit and receive legs (L for longitudinal, S for shear) separated by a hyphen to indicate 

reflection from the image point. In this application, half-skip shear ray-paths in transmission and direct 

shear or longitudinal ray-paths in reception have been found to provide the strongest signal response 

and clearest images of the defect, hence the views SS-L and SS-S and are used throughout. These ray-

paths are illustrated in Fig. 2c. Imaging occurs in the 𝑋𝑍 plane, with the origin placed at the centre of 

the array, as shown in Fig. 2b. The imaged region is defined as the insonified part of the backwall (12 ≤

𝑋 ≤ 22 mm) and the full depth of the thickness plate (20 ≤ 𝑍 ≤ 30 mm). The intensity of the PWI 
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image 𝐼 for view SS-𝛾 (where 𝛾 is L or S) at position 𝑥, 𝑧 due to the plane wave at angle 𝜓 in the sample 

is defined by 

 

𝐼𝛾,𝜓(𝑥, 𝑧) = |∑ ℎ𝑗,𝜓(𝑡𝜓
𝑇 + 𝑡𝑗,𝜓,𝛾

𝑅 )

𝑗

|  (1) 

where  ℎ𝑗,𝜓(𝑡) is the complex, filtered A-Scan for receiving transducer 𝑗, and the ultrasonic transit times 

between the array and image point in transmission, 𝑡𝜓
𝑇 , and between the imaging point and receiving 

transducer, 𝑡𝑗,𝜓,𝛾
𝑅 , are calculated using  

𝑡𝜓
𝑇 (𝑥, 𝑧) =

𝜍

𝑐𝑐cos(𝜙)
 +

𝛤

𝑐𝑆cos(𝜓)
+

𝜍 + 𝛤 − 𝑧

𝑐𝑆cos(𝜓)
 

(2) 

𝑡𝑗,𝜓,𝛾
𝑅 (𝑥, 𝑧) =

√(𝑥 − 𝑥𝑜𝑢𝑡)2 + (𝑧 − 𝜍)2

𝑐𝛾
+

√(𝑥𝑜𝑢𝑡 − 𝑥𝑗)2 + (𝜍)2

𝑐𝑐
 (3) 

where 𝜍 is standoff, 𝛤 is thickness, 𝑥𝑜𝑢𝑡 is the position of the exiting ray on the front wall (as described 

in Fig. 2b), 𝑐𝑐 is the speed of sound in the couplant, 𝑐𝑆 is the shear speed in the sample and 𝑐𝛾 is the 

speed of the return ray. Note that 𝑥𝑜𝑢𝑡 must be found using an iterative method such as Newton-Raphson 

[35] to minimise the time of flight between the imaging point and receiving transducer. The array is 

assumed to be parallel to the 𝑋-axis and positioned at 𝑧 = 0. In this thesis a resolution of half a shear 

wavelength at the centre frequency is used (pixel size = 𝜆𝑆

2
= 0.317 mm) for imaging to minimise the 

data volume while preserving all information above the diffraction limit. This results in a set of four 

32×32 images or each defect. Example sets of simulated and experimental half-skip PWI images are 

given in Fig. 2c,d. In these images, indications at the expected location of the defect are caused by 

corner reflections and tip diffractions while the ‘artefacts’ at other locations are due to these same effects 

but from a ray-path other than the one being imaged. For example, in Fig. 2d, an artefact from the SS-

S ray-path from the defect is very clear in the SS-L image. Regions not significantly insonified by the 

fired plane waves are ignored, these regions are indicated by transparency in Fig. 2d,e. 

2.3. Simulation 
To simulate large training sets in a reasonable time, an efficient method is needed. To this end, a mixture 

of finite element (FE) simulations in the defect locality and ray-based simulations for the whole region 

of interest are used. Structural and grain noise are included by summation of the simulated data with 

data collected from a defect-free sample. A flow chart describing this process is given in Fig. 3. This 

overall simulation method matches the approach titled ‘finite element’ in [9]. 
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Fig. 3. A flow chart describing the method used to create a simulated set of PWI images given a defect’s length 
(𝐿), angle (𝜃) and position (𝑃). Figure reproduced from [34]. 

The local FE simulation functions by exciting a scatterer with a uni-modal plane wave and recording 

the angle-dependent scattered wave amplitude to calculate its scattering matrix [36]. In this thesis, the 

scatterers are surface-breaking cracks represented as 0.3 mm wide perfect reflectors with flat tips. The 

local FE simulation can be conducted independently of the ray-based simulation, so each defect length 

and angle combination need only to be simulated once, no matter where in the image the defect lies. 

This is significantly more efficient than using a fully FE approach, which would demand a simulation 

encompassing the whole region of interest to be run for all positions, as well as all lengths and angles. 

It should be noted that this method assumes that the receiving element is in the far field of the defect, 

where the scattered field decays monotonically with distance. In the immersion set-up considered here, 

the approach has been found to be applicable for defects of up to ~4 mm in length. For longer defects, 

the far-field assumption is not satisfied, and their simulated image responses are noticeably distorted. 

A ray-based simulation is used to create Full Matrix Capture (FMC) data, tracing all relevant paths 

(direct and half skip) from the array to the defect, and using scattering matrices to calculate the phase 

and amplitude of its reflections [37]. The FMC dataset, 𝑓𝑖,𝑗 , is used to generate PWC data, ℎ𝑗,𝜓, with  

 
ℎ𝑗,𝜓(𝑡) = ∑ 𝑓𝑖,𝑗(𝑡 − 𝜏𝑗,𝜓)

𝑖

 
(4) 

by summation over transmitting transducers, 𝑖, where the appropriate delay, 𝜏, is given by 

 
𝜏𝑗,𝜓 = (𝑥𝑗 − 𝑥𝑟)

sin(𝜓)

𝑐𝑆
 (5) 

where 𝑥𝑟 is the 𝑥 position of an arbitrary reference element in the array, chosen to be the central element 

in this thesis. Note that scattering induced attenuation has not been included in the simulation. This is 

because through the 10mm thick stainless-steel sample its effect is minimal. 
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Accurately representing structural and grain noise in the training data is achieved efficiently by 

collecting experimental FMC datasets from a defect-free sample and combining them with the 

simulated defect data [38]. This is implemented here by choosing, at random, one of 36 FMC data sets 

obtained from a defect-free stainless-steel plate. To ensure the arrival times in these data sets match 

accurately with the simulated data, the standoff (𝜍) and sample thickness (𝛤) used both in imaging and 

the ray-based simulation, are calculated using the experimental 0° PWC data (ℎ𝑗,0). These are calculated 

with 

 
𝜍 =

∑ 𝑡𝑗,𝐹𝑗

2𝑛𝑐𝑤
   ,   𝛤 =

∑ (𝑡𝑗,𝐵 − 𝑡𝑗,𝐵𝐹𝐵)𝑗

2𝑛𝑐𝐿
 

(6) 

where 𝑡𝑗,F and 𝑡𝑗,B are the arrival times of the front and backwall reflections, 𝑛 is the number of 

transducers in the array, and 𝑡𝑗,BFB is the arrival time of the first reverberation inside the sample. 

Amplitudes are ensured to be on the same scale by normalizing both defect and defect-free sets to a 

backwall reflection in the 0° PWC data set. 

The resulting PWC data now contains signals due to grain noise, front and back wall reflections, and 

all direct and half skip ray-paths from the defect. A Gaussian filter centred at 5 MHz with a -40 dB half 

width of 4.5 MHz is applied to the PWC data to remove data outside the frequency range of the 

transducer. Finally, PWI using Eq. (1) is used to create SS-S and SS-L images from the arrays on each 

side of the defect. 

2.4. Data set summary 
The defects of interest are surface-breaking cracks between 1 and 5 mm in length, angled at most 20° 

from the vertical. The root of the defect can be positioned anywhere between 𝑃 = 13 mm and 𝑃 =

21 mm which corresponds to all bar 2 mm of the insonified backwall region. The simulated set covers 

lengths and angles beyond that of the experimental set to ensure the resulting network learns across the 

full parameter space. Defects larger than 5 mm in length are not included as they are well above the 

critical crack size for this application. The parameter space of the simulated data sets used is summarised 

in Tables 2 & 3. As highlighted in blue/red, Chapter 4 onwards uses a larger step between crack 

positions. This change was made to produce a more even coverage of the 𝐿, 𝑃, 𝜃 parameter space and 

represent the effect of changing 𝑃 more efficiently by bringing the step up to the diffraction limit (𝜆𝑆

2
=

0.317 mm). 
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Experimentally, changes in 𝑃 are achieved by movement of the array relative to the defects. The samples 

are rotated 180° to obtain data from defects with both positive and negative angles. The parameter space 

coverage of the experimental data is summarised in Tables 4 & 5. The research presented in Chapter 3 

was implemented using the experimental defects available at the time, as indicated by the ticks in Table 

4. Chapter 4 includes experimental data in the training set, so good coverage of the 𝐿, 𝜃 parameter space 

coverage was required. More defects were manufactured to achieve this, as indicated by the ticks in 

Table 5. |𝜃| = 12° defects are not used beyond Chapter 3 as they were found to cause reverberations 

from ray paths not considered in the simulation. These reverberations cause differences between 

experimental and simulated data significant enough to affect the sizing accuracy. As this is an effect 

specific to this data set, these defects were excluded, simplifying analysis and making the results 

applicable to a wider NDE audience. This is further discussed in Section 3.4.1. As with the simulated 

data, the step in 𝑃 was increased to 0.3 mm after Chapter 3. The maximum intensity of defect indications 

in the simulated set is found to have a Mean Absolute Error (MAE) relative to the experimental set of 

0.97%. Along with the visual similarity of the images, such as in Fig. 2d,e, this low level of MAE is 

considered to validate the simulation. 

Table 2. Simulated data summary for Chapter 3 

 

 

Table 3. Simulated data summary for Chapter 4-6 
Differences between this data set and the set presented in 

Table 2 are highlighted in red. 

 

 

Table 4. Experimental data summary for Chapter 3 

 

 

Table 5. Experimental data summary  

for Chapter 4-6 
Differences between this data set and the set presented in  

Table 4 are highlighted in red. 
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Chapter 3. Deep learning for crack sizing 
This chapter demonstrates how deep learning and physics-based simulations can be used to achieve 

automated data analysis without experimental training data or hand-engineered features. A deep 

learning network is trained on simulated data and shown to generalise to experimental data it has never 

seen before. While this approach could be applied to any inspection scenario, here the application 

considered is sizing surface-breaking cracks in ultrasonic inline pipe inspection. The content in this 

chapter is drawn from the author’s published work [34]. 

3.1. Introduction 
When a defect is flagged by ultrasonic inline pipe inspection the data from that position is compressed 

and stored for offline analysis, often involving significant operator input. This chapter is concerned with 

automating this offline analysis using deep learning and a simulated training set. The orientation and 

length of each defect is predicted from four distinct images. While imaging provides a large amount of 

data size reduction relative to the raw time-domain data acquired by the receiving arrays, learning from 

four images directly is still a very high dimensional problem. convolutional neural networks (CNNs) 

[39] are a natural answer to this as they connect only nearby pixels at each layer, vastly reducing the 

complexity of the network. They have also seen widespread success with natural [40], medical [41]–

[43] and NDE [31], [32], [44]–[46] images in the past. There are many well-known CNN architectures 

for image characterization such as LeNet, DenseNet, Inception, AlexNet and ResNet [47]. The broad 

structure for the network used throughout this thesis takes inspiration from networks such as AlexNet 

and VGG-19 and makes use of advances such as dropout, ReLu activations and max pooling [47] to 

assist in generalizing to experimental data after training on simulated data. 

Typically, medical and NDE deep learning papers use 500-10,000 examples in their training sets. 

However, in the wider machine learning community sets such as ImageNet are being used that have 

more than 10,000,000 examples. It is generally accepted that the power of a deep learning network 

hinges heavily on the size of its training set. In NDE, useful training data usually requires real or 

manufactured flaws, but as this is expensive to produce, there is a shortage of experimental training 

data. This chapter intends to show how by using simulations to create training sets, the NDE community 

can begin to unlock the power of the state-of-the-art deep learning being used elsewhere. The techniques 

described in Chapter 2 are used to generate 25,625 simulated image sets that train the sizing network, 

and 999 purely experimental sets from samples containing notches, made using electrical discharge 

machining (EDM), are used to evaluate its accuracy. These data sets are generated using the 

methodologies described in Chapter 2 and their distribution is outlined in Tables 2 & 4.  

The rest of this chapter is structured as follows. Section 3.2 outlines the deep learning method used to 

characterise defects, as well as a more traditional sizing technique, the 6 dB drop method. Section 3.3 

describes the method used to approximate material sound speed variation. Section 3.4 presents results 
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for the accuracy of the methods in sizing experimental defects and demonstrates the adaptability of the 

deep learning approach, by sizing defects imaged with incorrectly estimated sound speed. Overall 

success is judged by comparison in sizing error to the 6 dB drop method.  

3.2. Defect characterization algorithms 
In this section, the process for implementing the 6 dB drop sizing method will be explained, the CNN 

architecture used will be described, and the training method outlined. 

3.2.1. 6 dB drop method 
The 6 dB drop method is a common way to size defects in ultrasonic images and is presented here as a 

comparison for the deep learning approach. The 6 dB drop method is based upon the idea that if a defect 

is the strongest indicator in an image the region of the image that is within 6 dB of the peak value can 

be used as a good approximation of the size of the defect. This is implemented by calculating the 

minimum area of a rectangular box that encloses all pixels within 6 dB of the peak value and taking the 

crack length and angle as those of the major axis of the enclosing box [11]. Pixels above -6 dB must be 

within a certain distance of each other to be considered part of the same defect. In this chapter the 

maximum distance is set at 4 pixels (1.27 mm). 6 dB drop is deemed to be the most appropriate 

traditional sizing technique as amplitude-based methods for large surface breaking defects suffer from 

constant amplitude corner reflections [48], [49], tip diffraction signals are not consistently strong 

enough to enable temporal based techniques and the restricted range of incident and reflected angles 

means that scattering matrices [50] cannot be calculated. The reader is directed to [49] for a 

comprehensive review of traditional NDE sizing techniques. 

 

Fig. 4. Experimental SS-S images for a) a defect with 𝐿 = 4 mm, 𝜃 = 0° and 𝑃 = 15 mm, predicted by the 6 dB 
drop method to have 𝐿 = 3.5 mm and 𝜃 = 0° and b) a defect with 𝐿 = 4 mm, 𝜃 = 20° and 𝑃 = 15 mm, predicted 
to have 𝐿 = 1.9 mm and 𝜃 = 0°. Black dashed lines indicate the box fit by the 6 dB drop method and grey solid 
lines the true extent of the defect. Note that the images are in dB, each image is normalised to its own maximum 
value. 

This method has a few advantages over a machine learnt one. For example, it requires no tuning other 

than setting the range at which indications are considered to be from different defects, it is simple to 

execute, and is not a ‘black box’ method (a common criticism of deep learning). It can be argued to be 

a physics-based approach in that a single transducer above a large, planar defect will return half the 
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amplitude (i.e., 6 dB) when ‘half on, half off’ the defect compared to a measurement from directly 

above it [49], [51]. As this occurs at the edges of the defect the indication in a simple B-Scan should be 

described by a 6 dB drop. Fig. 4a shows an experimental example where this works well, with the 6 dB 

box describing the extent of the defect quite accurately, undersizing by only 0.5 mm. However, this 

method performs poorly in more complex scenarios. For example, Fig. 4b shows a more angled defect 

from which the specular and tip reflections are well below -6 dB so only the corner indication is picked 

up, resulting in undersizing by 2.1 mm. Importantly, it is also difficult to make use of information from 

more than one image using 6 dB drop. In this application, defects of |𝜃| > 12° are much more 

accurately visualised in the SS-L view than SS-S, however, effectively deciding which one to use 

without prior knowledge of the defect is challenging. The SS-S view has been used for 6 dB sizing 

throughout this work as on average it gives a more accurate result. 

3.2.2. Deep learning 

3.2.2.1. Network architecture 

The deep learning architecture used here is convolutional and loosely based on image recognition 

architectures such as AlexNet and VGG-19 due to their widespread success in image classification and 

regression [52]. Similar to these architectures, sets of convolutional and max pooling layers with ReLu 

activation functions are used to achieve feature extraction and are followed by fully connected layers 

to predict the output. However, all hyperparameters have been tuned for this application. Directly using 

a well-known architecture ‘off-the-shelf’ is not possible as the images they are designed for are much 

larger in size than those used in this thesis. It also cannot be assumed that the most successful 

architecture for natural images will be the best choice for NDE images as their content is significantly 

different in structure. In this thesis, as shown in Fig. 5a, dropout before each fully connected layer is 

used to minimise overfitting to the training set, 10% is chosen as this was found to be a good trade-off 

between train time needed to converge and decrease in validation set loss (indicating reduced 

overfitting). To make use of all four images they are stacked at the input (akin to how natural image 

CNNs treat red, green and blue channels) producing a 32x32x4 input. This input is then fed into one 

network that predicts crack length and another network that predicts angle. These networks are 

decoupled to allow them to learn the image features that are most useful in predicting each property. 

Note that the outputs can take on any real value, making this a regression, rather than classification 

network. 
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Fig. 5. a) An illustration of the chosen architecture and b) absolute experimental validation set wall loss error 
for all tested architectures where error bars represent ± standard deviation over 10 independent initializations. 

Table 6. Hyperparameters for all tested architectures, as shown in Fig. 5. The selected architecture is highlighted 
in green. 

Train time  
(hrs) 

Mean absolute wall loss 
error (mm) 

Convolutional filter number per 
layer 

Filter 
size 

Neurons in dense 
layer 

0.93 0.39 12, 12, 24, 24, 48, 48 3 128 
1.49 0.41 24, 24, 48, 48, 96, 96 2 64 
1.51 0.43 24, 24, 48, 48, 96, 96 2 128 
1.53 0.33 24, 24, 48, 48, 96, 96 3 128 
1.54 0.41 24, 24, 48, 48, 96, 96 2 126 
1.65 0.32 24, 24, 48, 48, 96, 96, 96, 96 3 128 
2.27 0.31 24, 24, 48, 48, 96, 96 4 128 
2.55 0.32 24, 24, 48, 48, 96, 96 5 128 
3.15 0.27 48, 48, 96, 96, 192, 192 3 128 
3.18 0.28 48, 48, 96, 96, 192, 192 3 32 
3.23 0.27 48, 48, 96, 96, 192, 192 3 128 
4.08 0.27 64, 64, 128, 128, 256, 256 3 128 
5.43 0.26 72, 72, 144, 144, 288, 288 3 96 
6.92 0.26 96, 96, 192, 192, 384, 384 3 128 
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The route to arriving at the final networks shown in Fig. 5a is by trialling different numbers of layers, 

filters and filter sizes to increase complexity (and therefore train time) until the improvement in 

accuracy is minimal. To simplify this analysis, length and angle predictions are combined into ‘wall 

loss,’ defined as 𝐿cos(𝜃), which is usually the metric of interest when deciding upon the safety of a 

pipeline. The result of this study, using the experimental validation set to calculate wall loss, is shown 

in Fig. 5b with error bars representing the standard deviation in results over 10 independent 

initializations of each architecture using different starting weights and train/test/validate shuffles. Fig. 

5b shows that there is a diminishing return in adding complexity to the network. The architecture 

selected is chosen as further increasing network complexity offered no statistically significant 

improvements in sizing accuracy. 

3.2.2.2. Data sets and training 

The simulation and experimental methodologies used to generate data for this chapter are those 

described in Chapter 2 and Tables 2 & 4. For use in machine learning, the simulated and experimental 

sets are each further split into two more: 

Simulated, train: 85% (21781) of simulated data, used to iteratively update the weights and biases of 

the network. 

Simulated, validation: 15% (3843) of simulated data, automatically analysed to implement the training 

stop condition, minimizing overfitting to the simulation.  

Experimental, validation: 75% (749) of experimental data, used during research and design stages to 

ensure the network is not overfitting to the simulated images and to implement the training stop 

condition. 

Experimental, test: 25% (250) of experimental data, used to evaluate the performance of the trained 

network on previously unseen data. 

 

Fig. 6. An example pair of training progress graphs for a) 𝐿 and b) 𝜃 predictions. 
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The CNN is implemented in Python using TensorFlow, trained using a Mean Square Error (MSE) loss 

function and the state-of-the-art ‘Adam’ optimiser [53] with a learning rate of 0.001, in mini-batches of 

128 for a maximum of 400 epochs with a patience of 150. For machine learning terminology and 

definitions see [54]. This learning rate was selected by raising it from a low value until any significant 

instability in simulated training set loss appeared. The mini-batch size of 128 is selected to reduce 

overfitting without causing train time to increase dramatically as while a small batch size gives a 

regularization effect it increases train time [55]. After training, the weights and biases chosen are from 

the point of minimum experimental validation loss. An example training progress graph is shown in 

Fig. 6 where it can be seen that a minima in experimental validation loss is reached at 180 epochs, past 

which point validation loss begins to increase due to overfitting to the simulation. On a workstation 

GPU (NVIDIA Quadro K620) training 400 epochs takes ~3 hours. 

3.3. Sound speed variation 
With machine learning, creating a network that can cope with expected variations in inspection 

conditions is achieved by including these variations in the training set. Here the case of inaccurate 

knowledge of sound speeds is considered as an example. In practice, the variation would be in the 

physical measurements and the image reconstruction sound speeds would be fixed. However, because 

it is not readily possible to obtain a large amount of experimental data from physical systems with 

different sound speeds, the sound speeds used for image reconstruction are varied instead. Varying the 

reconstruction sound speed is not directly equivalent to varying the specimen sound speed, as the latter 

causes changes in physical quantities such as the crack length to wavelength ratio. However, in terms 

final image distortion, these are second order effects compared to a mismatch between the specimen 

and reconstruction sound speeds.  

It is assumed that a sensor is available to get an accurate reading of temperature in the couplant from 

which its speed of sound can be estimated from previously acquired speed vs. temperature calibration 

data. Because in practice the pipeline product acts as the couplant, there will be some uncertainty in its 

sound speed due to uncontrolled variables, such as the exact composition of the product. Shear and 

longitudinal speeds in the steel pipe have larger potential uncertainty caused by effects such as variation 

in material composition, and temperature change due to the external environment. To include these 

variations in sound speed, random uniform multipliers are used at the imaging stage. These are 

 
0.99 < 𝛽𝑊 < 1.01 (7) 

 
0.9 < 𝛽𝑆 < 1.1 (8) 

 0.9 < 𝛽𝐿 < 1.1 (9) 
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where 𝛽𝑊, 𝛽𝑆 and 𝛽𝐿 are multipliers for the water speed, 𝑐𝑤, shear speed, 𝑐𝑆, and longitudinal speed, 

𝑐𝐿, used in Eqs. (7-9). These values are larger than the true variation in material sound speed is likely 

to be; for example, carbon steel experiences less than a 10% variation in sound speed [56] across the 

full temperature range an inline pipe inspection tool is able to operate in (−10 to 50°C [57]). These large 

values of 𝛽 are chosen to demonstrate the effectiveness of this method even under extreme conditions. 

As is evident from Eq. (6), the calculated thickness and standoff will change proportionally to 

longitudinal and water speeds, respectively. The coordinates of the imaging mesh are moved to 

consistently sit at the predicted position of the plane wave aperture on the backwall. An example of 

images produced with the most severe set of errors is given in Fig. 7b where it can be seen that the 

sound speed errors have caused significant spatial movement of defect responses, total loss of co-

registration and a change in indication amplitude and size for some cases. 

 

Fig. 7. a) An experimental image set for a defect with 𝐿 = 3 mm, 𝜃 = 8°, 𝑃 = 19.2 mm and no sound speed 
variation and b) the same PWC data imaged with 𝛽𝑆 = 1.1, 𝛽𝐿 = 0.9 𝑎𝑛𝑑 𝛽𝑊 = 0.99. All images are on the same 
color scale in dB, normalised to the maximum intensity in the experimental set. The black lines show the true 
extent of the defect. 

3.4. Results and discussion 
As outlined in Section 3.2.2.2, the weights within the CNN are initialised with a random seed. In 

addition, the assignment of a particular dataset to the train, test and validation sets is also random to 

avoid potential bias. The first consideration is therefore repeatability of the trained CNN. This section 

will also present and discuss length and angle prediction accuracy of the 6 dB drop method in 

comparison to that of the CNN both with and without errors in sound speed estimation. 

3.4.1. Deep learning repeatability 
It is important to know the amount of variation in accuracy over different network initializations as 

large scatter could suggest poor generalization. This is because in a wide distribution of test results the 

lower errors may be caused by fortuitous train/test splits rather than better networks. With low scatter, 

a higher level of confidence can be placed in the model’s success not being due to overfitting. To test 

this, 80 networks are trained from different starting seeds and the spread of their results for three 
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example defects are shown in Fig. 8. The low standard deviations in these results suggests that there is 

a big enough training set and enough network complexity for the network to generalise and the training 

to be satisfactorily independent of initial weights and train/test/validation data partitioning. This means 

that the final network can be picked at random from these 80 realizations. 

 

Fig. 8. a) Three experimental image sets with black lines indicating the true defect extent (all images are on the 
same colour scale in dB, normalised to the maximum intensity in the experimental set) and b) a histogram showing 
the length and angle CNN predictions for these defects from 80 different training attempts. Dashed vertical lines 
represent true length and angle. 

The larger standard deviation in error for defect ii) compared to iii) is unintuitive as defect ii) has a 

higher Signal to Noise Ratio (SNR) and its indications better match its true size. Investigation into this 

found that experimental defects of 8 ≤ |𝜃| ≤ 15 cause weak reverberations from ray paths not 

considered in the simulation. These are very low in amplitude relative to the SS-S and SS-L views but 

cause an average SNR drop of 2 dB across these angles. While this is a small value for high SNR data 

like this (~30 dB) it is hypothesised to be the cause of the larger spread in error for defect ii). This 

finding highlights the importance of an accurate simulation. Further research into the cause of these 

reverberations will allow them to be modelled in the future. 



CHAPTER 3 - DEEP LEARNING FOR CRACK SIZING 

29 

3.4.2. Deep learning vs 6 dB drop sizing accuracy 
Fig. 9a shows the error in characterizing the experimental test set using the 6 dB drop method, a CNN 

trained without any variation in training set sound speeds and a CNN trained with the sound speed 

variation described in Section 3.3. Table 7 gives the mean and standard deviation of these prediction 

errors. In terms of length prediction, the 6 dB drop method shows a non-negligible mean prediction 

error of -0.86 mm so is on average under-sizing the cracks. It also has a significant standard deviation 

of 1.1 mm. Both the standard CNN and the CNN trained with speed variation outperform this with near-

zero mean error and standard deviations of 0.39 mm and 0.59 mm, respectively. The results for angle 

follow a similar pattern. The most successful method for this test set is the standard CNN that has 95% 

confidence intervals of ±0.77 mm and ±8.0°. 

 

Fig. 9. Histograms of length and angle prediction error of methods applied to a) the standard experimental test 
set and b) the experimental test set with sound speed variation applied. Note that for CNN results all predictions 
from 80 independent initializations are shown. 

Table 7. Mean and standard deviation of prediction errors for the experimental test set. 
  

Characterization Algorithm 
  

6 dB Drop CNN 
(Standard Train Set) 

CNN 
(Speed Varying Train Set) 

Mean St.Dev. Mean St.Dev. Mean St.Dev. 

T
es

t S
et

, 
Q

ua
nt

ity
 Speed Constant, Length (mm) -0.86 1.1 -0.063 0.39 0.03 0.59 

Speed Varying, Length (mm) -0.78 1.8 0.088 0.98 0.18 0.56 

Standard, Angle (°) 1.4 12 -0.13 4.1 0.062 4.1 

Speed Varying, Angle (°) -2 20 -0.15 10 -0.048 4.2 

Fig. 9b shows the performance of the same methods on the experimental test set with sound speed 

variation included. As shown in Table 7, the standard deviations in length and angle prediction for the 

6 dB drop method rise by 64% and 67%, respectively, compared to results on the standard test set. The 

standard CNN more than doubles in standard deviation. However, while adding sound speed to the 

training set increases errors for the standard test set the increased generality it creates means that adding 

speed variation to the test set decreases standard deviation by 5% for length and 31% for angle. This 



CHAPTER 3 - DEEP LEARNING FOR CRACK SIZING 

30 

results in a network with 95% confidence intervals of ±1.1 mm and ±8.2° even with uncertainties in 

material sound speed up to 10%.  

Whilst the results presented are for a relatively coarse imaging grid (pixel size = 𝜆𝑆

2
= 0.317 mm), a 

finer grid (pixel size = 𝜆𝑆

6
) provided negligible improvement for either the CNN or dB drop 

methodologies. For the 6 dB drop, this is because the limitation is accuracy rather than precision, 

evidenced by 81% of absolute length errors in Fig. 9a being larger than the coarse image pixel size. The 

standard CNN sizes much fewer defects with errors larger than a pixel (34% in Fig. 9a), but its 

prediction is not intrinsically based on distances in the image so is harder to relate to the pixel size. 

Furthermore, as the chosen resolution is already at the diffraction limit (𝜆𝑆

2
) reducing it does not provide 

any further information about the defect to the network. 

3.4.3. Discussion 
This chapter shows, once again, that avoiding overfitting is key to the success of deep learning. While 

this is common knowledge within the machine learning community, its importance cannot be 

overstated. This is of even more importance when training on simulated data, as for the network to be 

useful it must be able to operate on real data, despite any simplifications or assumptions the simulation 

may make. Use of dropout, analysis of validation data and careful training set creation is essential. It 

must also be ensured that the training set contains all significant variation that is expected to occur in 

the real inspection. This is demonstrated here with sound speed variation in the training set, but the 

principle extends to many other properties such as variable attenuation, standoff, surface roughness and 

array alignment. It is worth noting that finding which simulation inaccuracies cause significant errors 

in experimental sizing is difficult and not always intuitive. This is exampled in Section 3.4.1 where 

reverberations not included in the simulation, despite being weak relative to the defect’s half skip 

response, cause non-negligible decreases in angle prediction accuracy. Ultimately, the main limitation 

of this method is the breadth and accuracy of the training set. Including the correct variation, or 

somehow accounting for the deficiencies of the simulation, is key to creating a network that is applicable 

to real data. 

Due to its simplicity the 6 dB drop method is computationally inexpensive. However, it is shown to 

give far less accurate predictions than the CNN. A large factor in this is the quantity of information 

available to each sizing algorithm. While the 6 dB drop method must size a crack solely from its shape 

in one image the CNN is able to take information from the amplitude and shape of indications and 

artefacts in multiple images. This could be further capitalised upon if applied to situations with more 

views such as multi-mode Total Focusing Method (TFM) [39]. However, deep learning is not without 

its drawbacks as it is often perceived to be a ‘black box’ method. This makes it difficult to directly relate 

its predictions to their cause. For a conservative field like NDE where historically, inspections have 
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been qualified using physics-based reasoning this is a big drawback, but one that could be overcome by 

ongoing work in techniques such as activation and feature visualization [58]–[60] which provide 

mechanisms to understand the rationale behind the final sizing choice. How deep learning is integrated 

into the workplace must also be done carefully. Making use of its predictions without introducing 

unwanted bias or degrading human skills through overreliance are issues demanding thought and care. 

However, as current deep learning application to safety-critical problems such as self-driving cars has 

proved, this is certainly achievable. Therefore, the significant increase in characterization accuracy 

compared to current methods that this chapter has presented are a strong motivation for application and 

further research of deep learning for NDE. 

3.5. Conclusion 
This chapter has demonstrated how a simulation approach can generate the large training datasets which 

enable deep learning for crack characterization. The resulting CNN sizes 97% of the tested experimental 

defects of length 1 to 5 mm within ±1 mm while the 6 dB drop method only achieves 48%. Even with 

a maximum of 10% uncertainty in material sound speed the CNN still achieves 91% sizing in the ±1 

mm range, while the 6 dB method drops to 40%. Future research should be carried out in testing the 

adaptability and limits of this method by characterizing a wider range of defects such as branching 

cracks, corrosion and cracks at welds. The network could also be improved by exploring methods to 

add an output that indicates a level of confidence in its characterization of each defect. The deep learning 

characterization approach identified in this chapter is demonstrated to be successful for in-line pipe 

inspection and is readily applicable to other ultrasonic NDE inspections. 
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Chapter 4. Domain adaptation 
This chapter investigates how a small amount of experimental data can optimally be added to a large, 

simulated training set, to improve the performance of a deep learning architecture for ultrasonic defect 

sizing. If achieved effectively, this can reduce the chance of sizing errors caused by domain shift 

between simulated and experimental data. The content in this chapter is drawn from the author’s 

published work [61]. 

4.1. Introduction 
ML for NDE has seen a large number of successes, demonstrating human-level NDE data interpretation 

[16]–[22], [24], [30]. However, these successes rely on the availability of sufficient data, and that this 

data closely matches real inspection conditions. One solution to the data shortage problem, as 

demonstrated in Chapter 3, is to use a physics-based simulation to create the training set. However, 

while simulating a training set is an attractive approach, simulated NDE data can never perfectly match 

real data as it invariably contains simplifications and assumptions. This means that a model trained only 

with simulated data may not accurately size experimental data. This chapter looks to solve this problem 

by including a small pool of experimental data in the training process. This is a ‘Transfer Learning’ 

(TL) [62] problem in that it aims to train a network using data from a ‘source’ domain (i.e., simulation), 

that is intended to perform a task in a different, but related, ‘target’ domain (i.e., experiment). TL for 

problems with the same task in both domains, as in this chapter, is called Domain Adaptation (DA).  

In this chapter, three DA approaches are presented and compared against two baseline cases in their 

ability to improve the sizing accuracy of a CNN by adding a small amount of experimental data to the 

simulated training set. Building on the work presented in Chapter 3, the same CNN architecture, 

inspection set up, simulation methodology and imaging protocol are used here. Also, as with Chapter 

3, the DA methods presented are applicable to any NDE application and modality but their effectiveness 

is demonstrated by considering inline pipe inspection. As described in Chapter 2, the pig considered 

uses a ring of ultrasonic arrays to induce plane waves in the pipe that travel at both 45° and -45° to the 

surface. From the received data, four distinct ultrasonic array images are created for each surface 

breaking defect and used as input to the CNN to predict the through thickness extent of the defect (from 

here on referred to as ‘crack depth’). The effectiveness of the baseline and DA methods to improve the 

CNN’s sizing accuracy is explored in this chapter by training with a simulated training set size of 14,343 

and a varying size of experimental training set (54-729, from measurements on 1-14 physical defect 

samples). The sizing accuracy of the resulting network is assessed using an experimental test set formed 

of 756 image sets from 15 physical defect samples not included in the training set.  

The rest of this chapter is structured as follows. Section 4.2 outlines previous, relevant research, Section 

4.3 describes the inspection setup and data sets, Section 4.4 details the deep-learning architecture, 



CHAPTER 4 - DOMAIN ADAPTATION 

33 

Section 4.5 describes the DA methods used, Section 4.6 provides results and discussion and Section 4.7 

the conclusion. 

4.2. Relevant research 
Outside of NDE, TL has found success in a broad range of applications such as multilingual text 

classification, WiFi-based localization, speech recognition across different speakers, object recognition 

across different cameras, human motion parsing from videos, facial recognition and 3D pose estimation 

[62]–[64]. A major reason for this widespread usage of TL in recent years is the availability of large, 

free to access, source domain data, such as ImageNet [65] and CIFAR-10 [66] for natural image 

classification, IMdB reviews [67] and WordNet [68] for natural language processing, and LibriSpeech 

[69] for English speech recognition. For NDE there is a small, but insufficient, amount of work towards 

creating an equivalent data set [70]. But where source data is available, promising results with TL for 

NDE have been found. For example, a database of NDE X-ray images [71] has been used to train a 

CNN for inclusion detection in composites and unsupervised (i.e., without labelled target data) DA 

using the Case Western Reserve University bearing data set has been used to train a CNN for bearing 

inspections across different rotation speeds and load conditions. However, for most NDE applications, 

a training set large enough to function as source data for deep-learning is not available. Shallow-learning 

methods (i.e., predicting on hand selected features) require much less training data than deep-learning 

and have been used in structural health monitoring to train a hidden Markov model with source and 

target data from different transducer placements [72] and a K-Nearest Neighbours (KNN) method used 

to detect defects with source and target data from different carbon fibre composite samples [73]. A 

KNN model has also been used for structural health monitoring of buildings from the first three natural 

frequencies trained on source data from an analytical beam-bending model [74].  

To find the most effective DA methods for use with labelled target data, as used in this thesis, research 

was conducted into popular deep learning DA methods proposed in recent published papers. During 

initial testing, some of the methods [75], [76] were found to produce lower sizing accuracy than 

networks trained without any target data at all, and are not presented here. It is the author’s belief that 

the poor performance of these methods is largely due to the fact that they are optimised for the ‘semi-

supervised’ case where there is both unlabelled and labelled target data. Research specifically into 

supervised DA (i.e., where all data is labelled) methods has attracted little recent attention as most 

modern DA applications are motivated by lack of labelled data [64]. It is believed that there are only 

two recently published methods specifically designed for supervised DA. These are Regression and 

Contrastive Semantic Alignment (RCSA) and Adversarial. RCSA uses an extra loss function to 

encourage proximity in the embedding space (the output of the convolutional layers) for data of the 

same label [77] while Adversarial optimally confuses a domain classifier to force the embedding space 

to be domain independent [78], [79]. These two DA methods are presented in the current chapter along 

with a simpler DA approach, MixedSet, where training is performed with a mixed 
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experimental/simulated set with sample weightings used to make up for the lack of experimental data. 

As noted in [80] most DA research has focused on ‘classification’ tasks where the desired parameter is 

a discrete label. RCSA and Adversarial as originally presented in [77], [79] are consistent with this 

observation as they do not function with continuous labels. Because of this they have been adapted for 

the regression setting in this work; this is explained further in Section 4.5. To the author’s knowledge 

the only prior work in using simulated NDE data as a source domain for domain adapted deep-learning 

is [81] in which phased array data generated using a finite element model is used as source data to locate 

and size defects in an aluminium block. The authors of [81] use a basic DA approach in which they 

train on simulated, then experimental data. This method is similar to MixedSet in terms of its effect on 

the network. 

4.3. Data sets 
While the target is the extent of the defect perpendicular to the surface, 𝐷 = 𝐿 cos 𝜃, the parameter 

space of defects considered is defined by 𝐿, 𝑃 and 𝜃. The experimental and simulated data sets used in 

this chapter are generated using the methodologies described in Chapter 2 and their distribution is 

outlined in Tables 3 & 5. For machine learning purposes the data sets are split into a further four 

categories: 

Simulated, training: 85% (14,343) of simulated data used as ‘source’ data to iteratively update the 

weights and biases of the network. 

Simulated, validation: 15% (2,532) of simulated data used to qualitatively ensure the network is not 

overfitting to the training set. 

Experimental, training: 3% to 49% (54-729) of experimental data used as ‘target’ in the DA methods 

to iteratively update the weights and biases of the network. The size of this set varies to investigate the 

effect on network accuracy. 

Experimental, testing: 51% (756) of experimental data used to measure the sizing accuracy of the 

resulting network on previously unseen data. 

The split of data used for testing is fixed for all methods, meaning that this data is never used by any 

method during the training stage. As this work is motivated by creating an accurate sizing network with 

a minimum amount of NDE samples, the effect of the amount of experimental training data is explored. 

This requires a way of systematically increasing the size of the experimental training set in a way that 

optimally covers the parameter space. To achieve this, the 5x6 parameter space of 𝐿 and 𝜃 is considered 

as a Cartesian grid of potential data points with axes normalised to span the range [0,1]. The first training 

point is added at (1,1). Additional training data points are progressively added to the vacant sites in the 

grid, with each new training data point added at the vacant site that has the maximum Euclidean distance 

to the nearest existing training data point in the normalised axes. This method is referred to as ‘uniform 
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sampling’ in this chapter. The resulting sampling regime is given in Table 8, where Tr𝑖 relates to 𝑖th 

point added. The remaining 15 points are used as the test set. This method has the added benefit of 

ensuring that all data relating to any given defect is placed in either the training or test set and cannot 

be spread across both. Because of this, any test set accuracy gained from the DA methods should 

generalise across the {𝐿, 𝜃} space and is not due to parameters covered by the experimental training 

data. The simulated training/validation split is achieved by drawing samples randomly in 𝑃, 𝐿, 𝜃 space. 

Table 8. Experimental training/testing data distribution for Chapter 4 
The experimental test set contains all of the L/θ combinations marked ‘Test’ while the experimental training set a variable 

number of those marked ‘Tri’. 

 

4.4. Network architecture 
The CNN architecture that was designed for this data set and presented in Chapter 3 is also used in this 

chapter.  Small architecture changes have been made between the two separate networks defined in 

Section 3.2.2.1 (that predicted L and 𝜃 individually), and the current chapter, where only a single 

network is required to predict 𝐷. The single network used here, as illustrated in Fig. 10a, matches the 

structure of the 𝐿 prediction network in Fig. 5a, other than an increase in dropout rate from 0.1 to 0.3 

which results in ~4% better prediction accuracy on the validation set at the cost of needing ~200 more 

epochs to reach convergence. The Adversarial DA method requires an additional domain classifier 

network, which is illustrated in Fig. 10b and comprises a single hidden layer of 128 neurons. This design 

was also obtained by adding layers until accuracy improvement was minimal. The purpose of the 

domain classifier is explained further in Section 4.5.5. 
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Fig. 10. Illustrations of a) the sizing CNN and b) the domain classifier used by Adversarial and c) the aggregated 
sizing error results for 20 initialisations of SimOnly applied to the experimental and simulated test sets. 

Training the sizing network with all methods presented in this chapter is achieved using the state-of-

the-art Adam optimiser [53]. A learning rate of 1 × 10−3 is used unless otherwise stated in Section 4.5. 

This value is used as increasing it created instabilities during training and decreasing it did not improve 

the performance of the converged network. A mini-batch size of 64 is used unless the training set size 

is less than 64, in which case the entire set is processed at once. This is the case for ExpOnly, RCSA 

and Adversarial when the experimental training set contains only one defect. The number of epochs the 

network is trained for varies for each method and has been set to ensure convergence of the validation 

loss. Experimental and simulated 𝐷 sizing errors for this network, trained only with simulated data, are 

illustrated in Fig. 10c. While a RMSE of 0.64 mm is significantly better than the performance of 6 dB 

drop on this data set (as presented in Section 3.4.2), the ~7.5 times lower simulated RMSE again 

motivates the need for DA when training using primarily simulated data.  

4.5. Domain adaptation and baseline methods 
This section describes the two baseline cases and three DA methodologies compared in this chapter. As 

described in Section 4.2, these are the only DA methods found in the literature that are specifically 

designed for the supervised setting. The baseline approaches train the CNN on the available data sets 

in isolation while the DA methodologies make use of both sets. The simplest of the DA approaches 
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(MixedSet) trains on a mixture of the weighted experimental and simulated data while RCSA and 

Adversarial use different mechanisms to find an embedding space where the distributions of the data 

sets appear similar. As the output of the convolutional layers is the best approximation to the ‘features’ 

that the network is using to determine its final output [82], [83], this is selected as the embedding space. 

4.5.1. Simulated data only (SimOnly) 
This method makes no use of experimental data, except for testing. The network is trained with only 

the simulated training set, for 600 epochs, using Mean Square Error (MSE) as the loss function (ℒ𝑅
𝑠 ). 

4.5.2. Experimental data only (ExpOnly) 
This method makes no use of simulated data, training the network with only the experimental training 

set, for 600 epochs, using MSE as the loss function (ℒ𝑅
𝑒 ). 

4.5.3. Mixture of experimental and simulated data (MixedSet) 

The training set for MixedSet is formed by shuffling together the 𝑀 experimental and 𝑁 simulated 

training image sets. The experimental data’s contribution to the loss function is weighted by 𝑁+𝑀

2𝑀
 and 

the simulated by 𝑁+𝑀

2𝑁
 to ensure the large size of the simulated set does not swamp the effect of the 

experimental data [84]. The sizing network is trained on the combined set, using MSE as the loss 

function (ℒ𝑅
𝑒,𝑠), for 600 epochs 

4.5.4. Regression and contrastive semantic alignment (RCSA) [77] 
RCSA combines the standard ‘Regression’ loss (MSE in this thesis) with a ‘Contrastive Semantic 

Alignment’ loss that aims to force data with the same label (equivalent to the value of 𝐷 in this thesis) 

to be close in the embedding space, regardless of the domain. If this is achieved effectively it ensures 

that the features used by the fully connected layers to predict 𝐷, are domain independent. This means 

prediction accuracy learnt from simulated data should generalise well to experimental data, even if the 

particular {𝐿, 𝜃} combination tested was not present in the experimental training set. 

RCSA functions by training a pair of networks with shared weights, one of which takes source domain 

data and the other target domain data. The distance metric used to define nearness in the embedding 

space must be selected. For this chapter this has been set as the mean L1 distance as lower orders of Ln 

caused instabilities in training and higher orders produced worse results. The Contrastive Semantic 

Alignment (CSA) loss was originally presented in [77] for classification of data with discrete labels 

where it is logical to cluster the same-label data into groups. Because of this, the CSA loss is formulated 

in [77] by penalizing distance between samples with the same label and rewarding distance between 

samples with different labels. To facilitate regression, it is more logical to have embedding distance be 

proportional to label difference. To this end the loss has been reformulated in this chapter to encourage 
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the distance between samples in the embedding space to scale with absolute difference in 𝐷. The L1 

norm is chosen to define the embedding space distance as it usually performs better than higher order 

norms for high-dimensional data [85]. The new CSA loss (ℒ𝐶𝑆𝐴) is therefore described by 

 
ℒ𝐶𝑆𝐴 =  

1

𝑁
∑ {|𝐷𝑖

𝑠 − 𝐷𝑖
𝑒| −

∑ |𝐸𝑖,𝑗
𝑠 − 𝐸𝑖,𝑗

𝑒 |𝜅
𝑗=1

𝜅
}

𝑁

𝑖=1

 (10) 

where 𝑁 is the size of the training set, 𝐷𝑖
𝑠 and 𝐷𝑖

𝑒 the simulated and experimental crack depths of the 

𝑖𝑡ℎ image set, 𝐸𝑖
𝑠 and 𝐸𝑖

𝑒  the simulated and experimental embedding activations and 𝜅 the 

dimensionality of the embedding (𝜅 = 4 × 4 × 192 = 3072 in this chapter). The full RCSA loss 

(ℒ𝑅𝐶𝑆𝐴) is given by 

ℒ𝑅𝐶𝑆𝐴 =  ℒ𝑅
𝑠 + ℒ𝑅

𝑒 + 𝛼𝐶𝑆𝐴ℒ𝐶𝑆𝐴  (11) 

where ℒ𝑅
𝑠  and ℒ𝑅

𝑒  are the regression losses (i.e., MSE) for the simulated and experimental data 

respectively and 𝛼𝐶𝑆𝐴 is a tunable parameter that adjusts the relative importance of ℒ𝐶𝑆𝐴. The 

performance of the resulting network was found to be insensitive to the choice of 𝛼𝐶𝑆𝐴 for the values 

tested (between 0.05 and 20) so, for simplicity, it is set to 1 in this work. 

The training set for this method is formed by randomly pairing the experimental data with a sample of 

the simulated data meaning that one epoch contains iterations equal to the size of the experimental 

training set. Both the pairings and the simulated data chosen are shuffled every 5 epochs to stop the 

network overfitting to any particular combination/subset. Training instabilities due to this overfitting 

occurred without implementing shuffling, but the resulting validation set accuracy was found to be 

insensitive to the choice of the frequency of shuffling provided it was <100 epochs. The network is 

trained for 5,000 epochs in total. Many more epochs are required to achieve convergence than for 

SimOnly as each epoch only contains a small subset of the simulated data and an even smaller subset 

of all possible pairings. 

4.5.5. Adversarial domain classifier (Adversarial) [78], [79] 
A potentially impactful issue for RCSA is that in very high dimensional space, conventional distance 

metrics find the distance between most points to be similar; this is a product of the ‘curse of 

dimensionality’ [86]. Adversarial DA bypasses the problem of finding a useful distance metric by 

training a separate neural network which aims to infer the domain of the data from embedding space 

activations (i.e., a domain discriminator). Once this is achieved, domain independent embeddings are 

achieved by maximally confusing the domain classifier. 

As stated in [79], training a two-class domain discriminator with very little target data is difficult. The 

task is made easier by distinguishing between four cases: 1) Same label, same domain; 2) different label, 

same domain; 3) same label, different domain; and 4) different label, different domain). This approach 



CHAPTER 4 - DOMAIN ADAPTATION 

39 

does not have a natural reformulation for regression as the definition of ‘same’ and ‘different’ labels 

for continuous values is not clear. The equivalent proposed here is to say that if |𝐷𝑠 − 𝐷𝑒| ≤ 𝛿 then the 

labels are the same, where 𝛿 is a tolerance that depends on the application and availability of data. Here 

𝛿 = 1 mm is used, as this is the smallest value that can form ‘same label, same domain’ cases for the 

experimental data. 

 

Fig. 11. An illustration of the three stages of training used in the Adversarial DA method. 

The training process for Adversarial can be broken into three stages. These are illustrated in Fig. 11 and 

described in the following:  

1. Train the sizing network with only the simulated data, minimizing MSE. As with the baseline 
methods, this is run for 600 epochs. 

2. Form a weight shared pair of the convolutional blocks from stage 1. These convolutional blocks 
output into a domain classifier to predict which of the four groups a pair of data belong in. The 
architecture for the classifier is shown in Fig. 10b. This classifier is trained by freezing the 
weights and biases of the convolutional layers and minimizing the Categorical Cross Entropy 
(ℒ𝐶𝐶𝐸) which is described by 

 
ℒ𝐶𝐶𝐸 =  −

1

𝑁
∑ 𝑦𝑖,1 log 𝑦̂𝑖,1 + 𝑦𝑖,2 log 𝑦̂𝑖,2 + 𝑦𝑖,3 log 𝑦̂𝑖,3 + 𝑦𝑖,4 log 𝑦̂𝑖,4

𝑁

𝑖=1

 (12) 

where 𝑦𝑖,𝑗 is the binary class label for the 𝑖𝑡ℎ image set and 𝑗𝑡ℎ class and 𝑦̂𝑖,𝑗 the output of the 
domain classifier. This is run for 2400 epochs. 

3. Both the convolutional and dense layers of the sizing network are trained whilst confusing the 
domain classifier with the weights and biases of the domain classifier frozen. The confusion 
loss (ℒ𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛)  

 
ℒ𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛 = −

1

𝑁
∑ 𝑦𝑖,1 log 𝑦̂𝑖,3 + 𝑦𝑖,2 log 𝑦̂𝑖,4 + 𝑦𝑖,3 log 𝑦̂𝑖,1 + 𝑦𝑖,4 log 𝑦̂𝑖,2

𝑁

𝑖=1

 (13) 

means that any changes made to the convolutional layers must maintain the domain classifiers 
label prediction accuracy whilst decreasing its domain prediction accuracy. The full Adversarial 
loss (ℒ𝐴𝑑𝑣) is a trade-off between accurate sizing and domain independent embeddings and is 
defined by 

 ℒ𝐴𝑑𝑣 =  ℒ𝑅
𝑠 + ℒ𝑅

𝑒  +  𝛼𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛ℒ𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛  (14) 
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where 𝛼𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛 is a tunable parameter that adjusts the relative importance of ℒ𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛. The 
performance of the resulting network was found to be insensitive to the choice of 𝛼𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛 for 
the values tested (between 0.05 and 20) so, for simplicity, it is set to 1 in this work. This is run 
for 2400 epochs. 

The training set for stages two and three are formed in a similar fashion to RCSA, with pairs of 

experimental and simulated data. However, while for RCSA all data pairs are from different domains, 

for Adversarial some must be from the same domain so after pairing the sets they are shuffled across 

the domains. As with RCSA this pairing and shuffling is redone each 5 epochs. Learning rate for stage 

3 is reduced to 0.2 × 10−3 to avoid gradient ‘explosion’ instabilities during training. 

4.6. Results and discussion 
The success of both the baseline and DA methods is measured by the sizing accuracy of the resulting 

networks on the unseen experimental test set. The mean error, and standard deviation of error (STDE) 

for varying experimental training set sizes is given in Fig. 12. The graphics at the top of Fig. 12 represent 

the {𝐿, 𝜃} space covered by the experimental training set. As the final network is affected by the 

initialisation of the weights and the train/validation shuffles, every point has error bars representing ± 

one standard deviation, based on results from 20 initialisations. For SimOnly, RCSA and Adversarial 

these error bars are shown as variable width lines for visual clarity. SimOnly produces networks with a 

STDE of 0.63 ± 0.04 mm and a small negative mean of −0.10 ± 0.06 mm, indicating a slight bias 

towards undersizing. As SimOnly makes no use of experimental training data these results are displayed 

as a constant grey band across Fig. 12.  

 

Fig. 12. a) The standard deviation in error (STDE) and b) the mean of the sizing error for the experimental test 
set across varying sizes of experimental training set. The error bars represent ± standard deviation over 20 
independent initialisations. The graphics above the plots represent the {𝐿, 𝜃} coverage of the experimental training 
set. 
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The second baseline method, ExpOnly, is heavily reliant on having a large experimental training set. 

While it demonstrates greater accuracy than SimOnly with 13 or more defects in the training set, below 

this point, the STDE and mean increase quickly due to the network overfitting to the small set of training 

data. Overfitting, rather than more generalised learning, can be demonstrated by considering ExpOnly 

networks’ performance on simulated data across the same {𝐿, 𝜃} space as the experimental test set. 

When trained with all 15 experimental defects, ExpOnly has a STDE of 1.02 mm on simulated data, 

whereas the STDE of SimOnly on the experimental test set is 0.65 mm. This asymmetry shows that 

while SimOnly can generalise reasonably well across the domain shift from simulated to experimental 

data, ExpOnly cannot do the reverse, and as a result, is unlikely to generalise well to even minor changes 

in inspection conditions (e.g., slight array movement, sound speed changes or crack roughness). This 

overfitting is likely caused by the significantly smaller training set available to ExpOnly compared to 

SimOnly. 

MixedSet outperforms both baseline methods with 5 or more defects in the experimental training set, 

but still suffers from inaccuracies due to overfitting when experimental data is scarce. The two other 

DA methods are given the same training data as MixedSet but perform better at all points. In terms of 

STDE, RCSA performs slightly worse than SimOnly with only one experimental training defect but at 

every other point outperforms both baseline methods and MixedSet. Adversarial gives the lowest STDE 

of all methods with 5 or less experimental training defects and has similar performance to RCSA above 

this point. The absolute mean for RCSA and Adversarial is negligible in most cases, becoming slightly 

larger for RCSA with low numbers of experimental training defects. This is likely due to uneven 

coverage of the {𝐿, 𝜃} parameter space.  

It is clear from Fig. 12 that the two DA methods: RCSA and Adversarial, make better use of limited 

experimental data than MixedSet. This can be explained by their differing objectives. Rather than 

aiming for accurate experimental sizing directly, which is difficult with limited data, RCSA and 

Adversarial focus on extracting domain independent embeddings. This is an easier task to achieve with 

limited data. Also, if domain invariant embeddings are found between the {𝐿, 𝜃} examples in the 

experimental training set and the full simulated training set they are likely to generalise to all {𝐿, 𝜃} of 

interest as these are all present in the simulated training set. 

 

Fig. 13. a) Simulated and b) experimental SS-S PWI images for a defect with 𝑃 = 19𝑚𝑚, 𝐿 = 5𝑚𝑚 and 𝜃 = 0°, 
and c) a simulated SS-S PWI image for a defect with with 𝑃 = 19𝑚𝑚, 𝐿 = 4𝑚𝑚 and 𝜃 = 0°. 
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The negative mean for SimOnly is caused by undersizing of 5 mm defects. This is because the far-field 

assumption of the simulation is inaccurate for defects larger than 4 mm as their tips enter the array’s 

near-field. This inaccuracy is exampled in Fig. 13a where it can be seen that the simulation 

overestimates the amplitude of the tip reflection in comparison to the experimental data in Fig. 13b. 

SimOnly sizes the PWI data from the 𝐷 = 5 mm defect shown in Fig. 13b to be of 𝐷̂ = 4.4 mm which 

makes intuitive sense as, visually, the image appears closer to the simulated 𝐷 = 4 mm defect in Fig. 

13c (which SimOnly sizes as 𝐷̂ = 4.0 mm) than the simulated 𝐷 = 5 mm defect in Fig. 13a. This kind 

of simulation deficiency is a good example of the need for DA. 

 

Fig. 14. The Root Mean Square Error (RMSE), mean error (𝜇), standard deviation of error (STDE) and mean 
Euclidean distance between points in normalised {𝐿, 𝜃} space for a) RCSA and b) Adversarial methods with 
varying choices of experimental training set. The graphics above the plots represent the {𝐿, 𝜃} coverage of the 
four experimental defects. 

The effect of the position of the training data points in {𝐿, 𝜃} space is investigated by using RCSA and 

Adversarial with four experimental training defects but rather than using uniform sampling to optimally 

choose the {𝐿, 𝜃} combination, they are picked at random. The mean Euclidean distance between the 

training set examples in terms of normalised {𝐿, 𝜃} is used as an indication of how well sampled the 
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parameter space is. The random selection of the training data points is repeated 8 times with different 

random number generator seeds (training shuffle number = 1-8). The results of this experiment are 

shown in Fig. 14. Root Mean Squared Error (RMSE) is reported alongside STDE and mean error to 

provide a single metric with which sizing accuracy can be easily compared across shuffle numbers.  

In Fig. 14, the results are presented in order of decreasing mean distance between points in {𝐿, 𝜃} space 

as a measure of parameter space coverage. A reduction in parameter space coverage might intuitively 

be expected to lead to increased RMSE, however, as shown in Fig. 14a, the prediction accuracy of 

RCSA does not change significantly across the training shuffle cases. Adversarial shows some variation 

across shuffle cases (Fig. 14b), but this effect is not correlated to parameter space coverage. However, 

both methods produce the lowest errors in the uniformly sampled case (training shuffle number = 0), 

compared to other possibilities and the most poorly sampled case (training shuffle number = 8) offered 

no accuracy increase over SimOnly. This demonstrates the importance of sampling the defect’s 

parameter space as evenly as possible with the available experimental training data. 

4.7. Conclusions 
This chapter has demonstrated the ability of modern DA methods to improve the accuracy of deep 

networks for defect sizing, trained on simulated data, with even a very limited amount of experimental 

data. The key metrics for comparison of the methods considered are illustrated in Fig. 15. Adversarial 

and RCSA produced the most accurate networks for all sizes of experimental training set with 

Adversarial outperforming RCSA with less than 6 experimental training defects. With only 4 

experimental defects RCSA and Adversarial reduced STDE on the experimental test set by 13% and 

17% respectively, compared to SimOnly. However, RCSA is the easier method to implement as it only 

introduces one extra tuneable parameter (loss function scaling factor, 𝛼𝐶𝑆𝐴) while Adversarial requires 

tuning of 𝛼𝐶𝑜𝑛𝑓𝑢𝑠𝑖𝑜𝑛, design of the architecture for the domain classifier, and takes almost ~10 times 

longer to train than RCSA when the experimental training set is small. The success of both modern DA 

methods was shown to be sensitive to coverage of the {𝐿, 𝜃} parameter space by the experimental 

training set. The results of this chapter suggest that uniform sampling, starting at the corners of the 

parameter space, is an effective way of designing a small experimental training set. Optimal sampling 

for higher dimensional parameter spaces needs further investigation.  
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Fig. 15. Summary of the key properties of the methods investigated in this chapter.  
*This includes full design of the domain classifier architecture. 

Future research should be carried out to investigate the impact of larger gaps in the distributions of 

source and target domains. For example, testing if ultrasonic data from a different inspection or even 

natural images would be useful source domains. The possibility for using NDE specific data 

augmentation alongside the DA methods presented here to further increase the usefulness of small pools 

of experimental data should also be investigated. Another major improvement would be to use 

probabilistic methods to add values of uncertainty to the predictions of the deep learning network. The 

modern DA methods presented in this chapter are shown to be successful for improving the accuracy 

of deep learning for in-line pipe inspection and, as they are agnostic to the structure of the data, are 

expected to be applicable to other NDE inspections and modalities. 
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Chapter 5. Uncertainty quantification 
This chapter investigates the effectiveness of two modern uncertainty quantification (UQ) methods: 

Monte Carlo (MC) dropout and deep ensembles. Success is judged by the techniques’ ability to predict 

the expected sizing error of a CNN applied to surface breaking defects as well as detect anomalous 

inputs. The content in this chapter is drawn from the author’s published work [87]. 

5.1. Introduction 
Due to the safety-critical nature of NDE, UQ is an essential part of inspection qualification [88] and 

decision making, for any automated data analysis. This is because undersizing of defects can result in 

unexpected part failures, causing damage to structures and/or people. Effective UQ can signal to the 

operator when there is high uncertainty in the defect size prediction so the data can be referred to a 

human for further analysis and possibly the use of additional NDE measurements. This chapter focusses 

on how to quantify uncertainty for deep learning in the context of crack sizing in ultrasonic inline pipe 

inspection. Automatic defect detection occurs online, and in this thesis is assumed to have already been 

performed, hence the task is to characterise and size a defect given data that contains an indication of a 

defect. Defect sizing occurs offline and is traditionally carried out by skilled human operators. In this 

chapter deep learning is applied to the defect characterisation and sizing task with the aim of 

investigating how the uncertainty of that operation can be assessed 

Evaluating the success of UQ methods is challenging as there is no ‘ground-truth’ for uncertainty. This 

chapter uses two criteria to analyse the success of the UQ methods. The first is for the UQ method to 

be ‘well calibrated’ [89]. For regression tasks, such as the one considered in this thesis, this means that 

predicted uncertainty is equal to (or at least proportional to) the expected error (i.e., the difference 

between the crack depth predicted by the network and the true crack depth). This is tested using both a 

simulated and experimental test set of surface breaking cracks. The second metric is the predicted 

uncertainty for out-of-distribution (OOD) data, testing if the network ‘knows what it knows.’ As the 

network is trained on surface-breaking cracks, OOD data from experimental embedded side-drilled 

holes (SDHs) and simulated embedded cracks are used for this purpose. The OOD data set (𝑁𝑂𝑂𝐷 =

76) contains examples of defects not included in the training data and therefore an effective UQ method 

should assign them high uncertainty 

In practice, as in this chapter, UQ typically produces a single metric, e.g., standard deviation of the 

probability density function, 𝑃(𝑦̂|𝑥, 𝑇), where 𝑥, 𝑦̂ are the network’s input and output for test data and 

𝑇 is the input and output training data. The methods described in this chapter achieve UQ by sampling 

from the space of all possible trained networks (parameterised by their weights, 𝑊) and taking the 

standard deviation of their predictions as an estimate of uncertainty. In more rigorous terms, all UQ 

methods function by approximating the intractable posterior distribution of weights given the labelled 
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training data, 𝑃(𝑊|𝑇), with which inference on the uncertainty associated with new test data, 𝑃(𝑦̂|𝑥, 𝑇), 

can be calculated. The two most common modern methods for estimating the uncertainty of the CNN’s 

predictions are investigated for this chapter: deep ensembles (DE) [90] and Monte Carlo (MC) dropout 

[91]. The intuition for these approaches to posterior approximation is that if the sampled networks are 

sufficiently diverse, they should produce diverse predictions for inputs far from the training data, 

indicating high uncertainty. DE achieves this by training multiple networks from different 

initializations, while MC dropout produces predictions by using dropout (traditionally used at train time 

to reduce overfitting [92]) at test time.  

The structure of the rest of this chapter is as follows. Relevant literature is discussed in Section 5.2, 

datasets and associated sources of uncertainty are described in Section 5.3, the network architecture 

used is illustrated in Section 5.4, the UQ methods presented in this chapter are outlined in Section 5.5, 

results are presented in Section 5.6, methods for efficient use of computational resources are discussed 

in Section 5.7 and conclusions are given in Section 5.8. 

5.2. Relevant literature 
UQ is a relatively new and active area of research in deep learning [93]. Because of this, there are few 

applications to NDE in the literature. The only examples of UQ for deep learning in NDE found are the 

following: MC dropout used to estimate uncertainty for defect detection in a heat exchanger with eddy-

current measurements [94] as well as for defect categorization and localization in visual inspection of 

bridges [95]. A mixture density network [96] has been used to estimate aleatoric uncertainty for guided-

wave-based defect localization in simulated data of structural plates [97]. Deep ensembles have been 

used to increase the accuracy of deep learnt predictions in NDE [98]–[100], but there has been little 

investigation into leveraging their ability to quantify uncertainty.  

While this chapter focusses primarily on DE and MC dropout, two other commonly used UQ methods 

were also investigated: a CNN/Gaussian process (CNN-GP) hybrid [101], [102], and variational 

inference (VI) [103], [104]. These methods take a more ‘Bayesian’ rather than ‘Frequentist’ approach 

to approximation of the posterior. CNN-GP makes use of the natural probabilistic inference of the 

Gaussian process combined with the expressive powers of convolutional layers. Following the 

implementation described in [102], the fully connected layers of a CNN were replaced with a sparse 

Gaussian process approximation based on variational inducing points [105] for the current application. 

This method was found to produce no correlation between uncertainty and magnitude of error on the 

experimental test set. VI approximates the posterior by casting it as an optimization problem: reducing 

the Kullback-Leibler divergence [106] between the true posterior and that produced by the network. 

For the application described in the current chapter, VI was implemented using a reparameterization 

estimator [107]. However, VI proved to be unstable in training and converged either to a network 

predicting the mean of the training set or one with poor predictive accuracy (sizing defects with a root 



CHAPTER 5 - UNCERTAINTY QUANTIFICATION 

47 

mean square error ≈ 0.4 times their true length). There have also been recent publications that question 

the quality of VI’s posterior approximation [45]–[47]. As these methods require a lot of hyperparameter 

tuning and, despite this, were found to produce poor UQ, they are not investigated further in this chapter.  

5.3. Data sets 
This chapter focusses mainly on quantifying uncertainty for sizing surface-breaking cracks but data 

from other defects is also tested to analyse the predicted uncertainty for OOD defects. All of the data 

used in this chapter and their main sources of uncertainty are described in this section. 

5.3.1. Surface breaking cracks 
The main experimental and simulated data sets used in this chapter are generated using the 

methodologies described in Chapter 2 and their distribution is outlined in Tables 3 & 5. For machine 

learning purposes the data sets are split into a further four categories: 

Simulated, training: 85% (14,343) of simulated data used to iteratively update the weights and biases 

of the network. 

Simulated, validation: 7.5% (1,266) of simulated data used during research and design stages to 

qualitatively ensure the network is not overfitting to the training set. 

Simulated, testing: 7.5% (1,266) of simulated data used to test the calibration of UQ on previously 

unseen data. 

Experimental, validation: 15% (216) of experimental data used during research and design stages to 

ensure the network is not overfitting to the simulated data and to implement the training stop condition. 

Experimental, testing: 85% (1,269) of experimental data used to test the network’s sizing accuracy 

and calibration of UQ on previously unseen data. 

The training/validation/testing split for simulated data is drawn randomly, from a uniform distribution, 

across all image sets (i.e., across all {𝐿, 𝜃, 𝑃}), but, as shown in Table 9, the experimental 

validation/testing split is drawn randomly in {𝐿, 𝜃} space. This is to guarantee that no data from the 

same physical defect is split across sets, ensuring test set performance generalises past the 𝐿, 𝜃 

combinations used to implement the stop condition. The aim of these surface breaking defect test sets 

is to analyse the calibration between uncertainty and 𝐷 prediction error. 
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Table 9. Experimental testing/validation data distribution for Chapter 5 
The experimental test set contains all of the L/θ combinations marked ‘Test’ while the experimental validation set all those 

marked ‘Val.’ 

 

5.3.2. Defects outside of training set 
To test whether the UQ methods can detect data drawn from distributions significantly different to the 

training set, defect types not included in the training set are tested. As exampled in Fig. 16, this group 

of data includes two experimental side drilled holes (SDHs) and two simulated embedded (rather than 

surface-breaking) cracks. This data is gathered using the same experimental and simulation procedures 

as described in Chapter 2. These four defect classes are imaged at 14 𝑋-locations, equally spaced across 

the same range of horizontal positions as the surface breaking cracks (13 mm ≤ 𝑃 ≤ 21 mm). 20 

examples of experimental defect free data are also tested, forming a total of 𝑁𝑂𝑂𝐷 = 4 × 14 + 20 = 76 

image sets.  
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Fig. 16. a) Diagrams and b) sets of example PWI images of defects outside of the training set. The black circles 
and rectangles in b) show the true size and placement of the defects. All images are on the same dB colour scale, 
normalised to the maximum intensity in the experimental set. 

5.3.3. Sources of uncertainty 
Sources of uncertainty can broadly be broken down into two categories; aleatoric and epistemic. 

Aleatoric or ‘data’ uncertainty stems from noise inherent to the data generation process and cannot be 

reduced by adding training data. Epistemic uncertainty is caused by ignorance in how the data is 

generated, creating uncertainty in the network’s parameters, and can be minimised by adding 

appropriate training data as long as the training data chosen matches the test data distribution well. It 

should be highlighted that if there is a significant domain shift between training and test domains (e.g., 

when using a numerical simulation to approximate reality) adding training data can never fully minimise 

epistemic uncertainty. 

In sizing defects from PWI images the two main sources of aleatoric uncertainty are noise and poor 

correlation between indication and defect size.  Noise is caused by reflections from grains and structural 

features (such as front and back walls), as well as “artifacts” at locations away from the defect, due to 

ray paths other than the one being imaged. Poor angular coverage of a defect from incident and received 

ray paths blurs indications in images but as PIGs for inline pipe inspection travel at ~2 m/s, capturing 

data every 1-10 mm, there is too little time to remedy this by firing more than ~3 plane waves per array, 

per location. However, aleatoric uncertainty is deemed to be negligible in comparison to epistemic 

2mm

8mmSim. CrackB

Sim. CrackA
2mm

6mm

8.5mm

1mm

Exp. SDHA

Exp. SDHB
7.5mm

2.5mm

a b

Exp. Defect Free



CHAPTER 5 - UNCERTAINTY QUANTIFICATION 

50 

uncertainty for this application. This is due to both sources of aleatoric uncertainty being relatively 

small. Firstly, the data has a large signal to noise ratio (SNR) of ~30 dB. Secondly, as shown in Chapter 

3, classical sizing methods (such as 6 dB drop) suffer due to the weak link between indication size and 

defect length, however, a CNN can make predictions on more complex features, reducing the need for 

good angular coverage. If aleatoric uncertainty is not constant across different input samples (i.e., 

heteroscedastic) it can be estimated by using negative log likelihood as the loss function [108] but this 

was found to predict values of ~3% of the total uncertainty, supporting the hypothesis of low aleatoric 

uncertainty. For simplicity, mean squared error (MSE) is used as the loss function in this chapter, 

omitting aleatoric uncertainty from the UQ.  

Epistemic uncertainty is the main cause of errors in this application. This is evidenced by the gap in 

simulated (RMSE = 0.095 mm) and experimental (RMSE = 0.63 mm) test set sizing accuracy of a CNN 

trained on simulated data. This performance discrepancy is caused by inaccuracies in the simulation 

such as those given in Table 10. Epistemic uncertainty could be reduced by adding experimental data 

to the training set or using a more accurate simulation. However, these approaches are financially or 

computationally expensive respectively. 

Table 10. Example sources of epistemic uncertainty for the application in this thesis. 

 

5.4. Network architecture 
The CNN architecture that was designed for this data set and presented in Section 3.2.2 is also used in 

this chapter. There are three minor architecture changes from Chapter 3 to this chapter. Firstly, only a 

single network is needed to predict 𝐷. This matches the structure of the 𝐿 network in Fig. 5a. Secondly, 

dropout is increased to 0.3, which resulted in slightly better experimental validation set accuracy at the 

cost of needing ~50 more epochs to converge. Thirdly, when using the DE-ResSpec UQ method 

(described in Section Error! Reference source not found.), residual connections are added. The 

resulting network is illustrated in Fig. 17 and residual connections are further described in Section 

Error! Reference source not found.. 
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Fig. 17. An illustration of the CNN architecture used in this chapter. 

5.5. Uncertainty quantification methods 
To achieve UQ the posterior distribution over the network’s weights and biases (𝑊) must be calculated 

or approximated. Using Bayes’ theorem this can be written as 

𝑃(𝑊|𝑇) =
𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 × 𝑝𝑟𝑖𝑜𝑟

𝑒𝑣𝑖𝑑𝑒𝑛𝑐𝑒
=

𝑃(𝑇|𝑊)𝑃(𝑊)

𝑃(𝑇)
=

𝑃(𝑇|𝑊)𝑃(𝑊)

∫ 𝑃(𝑇|𝑊)𝑃(𝑊)𝑑𝑊
 (15) 

where 𝑇 is the training data inputs and outputs. With this, inference for a given input 𝑥 can be calculated 

by 

𝑃(𝑦̂|𝑥̂, 𝑇) = ∫ 𝑃(𝑦̂|𝑥̂, 𝑊)𝑃(𝑊|𝑇)𝑑𝑊 (16) 

where 𝑦̂ is the predicted output. However, the posterior is computationally intractable due to the 

difficulty of evaluating the normalization constant, 𝑃(𝑇) = ∫ 𝑃(𝑇|𝑊)𝑃(𝑊)𝑑𝑊 due to the high 

dimensionality of both 𝑇 and 𝑊 and the fact that the likelihood, 𝑃(𝑇𝑖|𝑊) and the prior, 𝑃(𝑊) are 

‘nonconjugate’ i.e., do not take the same form in relation to 𝑊 [109]. Approximating this distribution 

as closely as possible to produce accurate inference of the posterior is the aim of the methods presented 

in this section. 

For all methods considered in this chapter the likelihood of the output is considered to be Gaussian  

𝑃(𝑦̂|𝑥̂, 𝑊) = 𝒩(𝜇, 𝜎) (17) 

where both mean, 𝜇 and standard deviation, 𝜎 are a function of the network’s parameters. Because of 

this assumption, the UQ methods described in this chapter can be said to be ‘well calibrated’ if they 

demonstrate a 1:1 relationship between predicted uncertainty and 𝜎. Other approaches such as mixture 

density networks (MDNs) can be used to avoid this assumption, but it is commonly used in deep 

learning UQ literature and is considered sufficient for this application. 
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5.5.1. Deep ensemble [90] 
Ensembling of machine learning networks has long been recognised as a way to improve accuracy 

[110], [111], but more recently it has also become a popular UQ method, commonly termed ‘deep 

ensembles’ (DE) [90]. DE functions by training 𝑚 networks, usually of the same architecture (as is the 

case in this chapter), to produce a diverse ensemble of predictors. Diversity in the ensemble can be 

encouraged by training each member with a subset of the full training set, sampled with replacement, 

this is commonly called bagging or bootstrapping. However, it has been observed that the randomness 

in network initialisation is sufficient [90], [112] so bagging is not used.  

The ensemble’s overall prediction is represented by a mean (𝜇) and standard deviation (𝜎) of the 

individual member’s predictions 

𝜇 =
1

𝑚
∑ 𝑦𝑖

𝑚

𝑖=1

   (18) 

𝜎 = √
∑ (𝑦𝑖 − 𝜇)2𝑚

𝑖=1

𝑚
 (19) 

where 𝑦𝑖 is the output of the 𝑖𝑡ℎ member of the ensemble, 𝜎 is taken as the measure of uncertainty in 

all methods presented in this chapter. The intuition for DE as a UQ method is that different members 

of the ensemble will tend to output similar values when the inputs are similar to the training data, 

because each network, even if different, is optimised for that data. But when inputs are less alike to the 

training data, the networks are more affected by the specificities of the sub-optimal solution reached, 

producing higher variance results. This can be thought of in a ‘loss landscape’ perspective as members 

of the ensemble, due to their different initializations, ending up at local minima, that all accurately 

predict on the training data, but behave diversely on anomalous data [113]. Prediction error for a specific 

defect is calculated using 

𝐸𝑟𝑟𝑜𝑟𝑗 = 𝜇𝑗 − 𝐷𝑗 (20) 

where 𝑗 is the index of the defect and 𝐷𝑗 is true depth. Error over a full test can be summarised by root 

mean squared error (RMSE) 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝜇𝑗 − 𝐷𝑗)2

𝑁

𝑗=1

 

 

(21) 

where 𝑁 is the size of the test set. 
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5.5.2. Deep Ensemble with residual connections [114] and spectral normalization [115] 
Neural networks can suffer from an effect called ‘feature-collapse’ where distances in the input space 

are not correlated with distances in the feature space [102]. This means that inputs far from the training 

data may be mapped close to training set features, erroneously assigning them low uncertainty. It has 

been shown that feature collapse can be avoided by enforcing ‘smoothness’ and ‘sensitivity’ [116]. 

Smoothness means that small input changes cannot cause large output changes, and sensitivity requires 

input changes to always change the feature space representation. These properties can be described 

mathematically by bi-Lipshitz continuity 

𝐾1‖𝑥1 − 𝑥2‖2 ≤ ‖𝑓(𝑥1) − 𝑓(𝑥2)‖2 ≤ 𝐾2‖𝑥1 − 𝑥2‖2 (22) 

where 𝐾1 and 𝐾2 are the Lipschitz constants of function 𝑓(𝑥), and ‖ . ‖2 represents the L2 norm. In this 

chapter, the feature extractor (convolutional layers) is encouraged to be bi-Lipshitz continuous by 

spectral normalization [115] and residual connections [114] which create smoothness and sensitivity 

respectively. Residual networks with spectral normalization have been shown to be ‘distance-aware’ 

(i.e., the ability to assess test data’s distance from training data distribution) [117] and capture 

uncertainty effectively [102], [118]. These properties are used to improve the UQ capability of deep 

ensembles for NDE in this chapter.  

Residual connections create a connection between the input, and layers deeper into a neural network. 

They were originally proposed to ease the optimization of very deep networks [115] but in doing so 

they also make the network’s activations more sensitive to the input, motivating their use in UQ. As 

shown in Fig. 17, residual connections take information and shortcut the next few layers by summation 

with their output. This shortcut should be as close to an identity mapping as possible. As the number of 

filters changes and max pooling reduces image size by 2 in both width and height, a 1x1 convolutional 

layer with a stride of 2 and no activation function is used for the residual connections in this chapter.  

Spectral normalization is equivalent to regularizing the largest singular value of a layer’s weight matrix. 

It has been popularised recently as a way to improve generalization of generative adversarial networks 

(GANs) [115]. Following [117] and the implementation in [119] the spectral norm, η, is estimated at 

every training iteration, for every layer, using the power iteration method. Weights are normalised by 

multiplication with a scaling constant divided by the spectral norm, 
𝛼𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙

η
. This approach has two 

hyperparameters, the number of power iterations and the scaling constant (𝛼𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙 > 0). As in [117], 

one power iteration was found sufficient so is used here and 𝛼𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙 was set by a grid search for the 

smallest value that does not reduce the validation set accuracy of network, this was found to be 

𝛼𝑠𝑝𝑒𝑐𝑡𝑟𝑎𝑙 =  1.2. This method will be referred to as DE-ResSpec from this point onwards. 
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5.5.3. Monte Carlo dropout [91] 
Dropout was originally proposed as a technique for reducing overfitting by setting the output of 

individual neurons to 0 during training, with probability 𝑝, at each iteration [92]. It has later been shown 

that implementing dropout at both training and test time, before every weight layer, is a close 

approximation of a deep Gaussian Process [91] and has been termed ‘Monte Carlo (MC) dropout’. The 

intuition for MC dropout as an UQ method is that each initialisation of dropout at test time is acting as 

a member of an ensemble. As such, 𝜇 and 𝜎 are calculated using Eqs. (18) & (19) with 𝑚 equal to the 

number of dropout initialisations run at test time, 𝑚𝑑𝑟𝑜𝑝𝑜𝑢𝑡. This is set to 200 in this work as 𝜇 and 𝜎 

were found to change negligibly for 𝑚𝑑𝑟𝑜𝑝𝑜𝑢𝑡 larger than this. Dropout probability, 𝑝, is set to 0.3 as 

larger values significantly increased time to convergence, without improving UQ. 

Due to its simplicity, MC dropout has been used in a lot of UQ literature [93] but has also received 

criticism by [113] in which it is shown to produce significantly less diverse predictors in comparison to 

DE. This is exampled in [120] where a simple single-hidden layer ReLU network with MC dropout 

fails to produce high uncertainty between clusters of 2D data. However, the same work also shows that 

deeper (>= 2 hidden layers) neural networks with MC dropout should theoretically approximate the 

posterior accurately. 

5.6. Results 
This section presents results relating to the quality of UQ from the methods presented in the previous 

section.  

5.6.1. Number of networks in ensemble 
When originally proposed in [90] it is suggested that five networks are sufficient for effective UQ using 

DE. However, because neither training nor test time computational resources are limited in this 

application a larger ensemble can be used. To determine the optimal size of the ensemble, the effect of 

iteratively adding a network to the ensemble was measured in terms of the mean absolute change in 

uncertainty 

∆𝑚=
1

𝑁
∑|𝑢𝑚,𝑖 − 𝑢𝑚+1,𝑖|

𝑁

𝑖=1

 (23) 

where 𝑢𝑚,𝑖 is the uncertainty for the 𝑖th sample of the experimental validation set predicted by an 

ensemble of 𝑚 networks and 𝑁 the size of the data set (216 for experimental validation). As shown in 

Fig. 18a, ∆𝑚 decreases as 𝑚 increases, indicating a diminishing effect of increasing ensemble size on 

UQ. 60 networks are used for DE as ∆60≈ 1 × 10−3 𝑚𝑚. This is deemed to be low enough to assume 

that the ensemble predictions have mostly converged and adding more networks will only minorly 

change the results.  
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Fig. 18. Mean absolute change in uncertainty of the experimental validation set and b) RMSE of the experimental 
test set for both the whole ensemble and the newest member for increasing ensemble size. 

It should also be noted that while prediction accuracy is not the focus of this chapter, ensembling does 

provide a slight reduction in defect sizing error. This can be seen in Fig. 18b where the experimental 

test set RMSE of an ensemble with 𝑚 > 10  (solid black line) is ~0.035 mm lower than the mean RMSE  

of the 200 networks when used independently (dotted red line). 

 

Fig. 19. Deep ensemble (DE) uncertainty predictions for both in and out of distribution test sets. Experimental 
test set RMSE = 0.592 mm 
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Fig. 20. Deep ensemble with residual connections and spectral normalization (DE-ResSpec) uncertainty 
predictions for both in and out of distribution test sets. Experimental test set RMSE = 0.5831 mm. 

 

Fig. 21. Monte Carlo (MC) dropout uncertainty predictions for both in and out of distribution test sets. 
Experimental test set RMSE over 30 initialisations = 0.673±0.05 mm. 

5.6.2. Calibration 
The uncertainty quantification (Eq. 19) and prediction error (Eq. 20) of the methods described in Section 

5.5 are illustrated in Fig. 19-Fig. 21. The predictions for uncertainty and crack depth (𝐷) for DE and 

DE-ResSpec (Fig. 19 & Fig. 20) are formed from 60 independently trained networks. For MC dropout 

(Fig. 21) inference uses the output of one network with 200 forward passes, assigning a new random 
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seed to the dropout realizations each time. The main scatter plots in these figures show predicted 

uncertainty vs. sizing error for each defect in the experimental test set.  Effective UQ for in distribution 

data in this plot appears as a zero-mean distribution of error that widens as uncertainty increases. Also 

shown in main scatter plot, as horizontal dotted and dashed lines, are the calculated uncertainties for 

OOD datasets. These do not have associated error as there is no equivalent ‘true’ value. Error bars for 

this data show the 25th and 75th percentiles of uncertainty across the full range of 𝑋-positions for each 

defect type. Ideally, these data should be assigned higher uncertainty values than most in-distribution 

data. Blue bars in the histograms plotted above and to left show the uncertainty and sizing error 

distributions for experimental and simulated test datasets based on bins of width of 0.05 mm (above) 

and 0.01 mm (left). For visual clarity, the red simulated test data histograms are not shown in the main 

scatter plot. Solid horizontal lines indicate the 90th percentile of the test sets’ UQ. Graphs plotted to the 

right show aggregated uncertainty vs standard deviation of error (STDE). These are calculated by 

splitting the uncertainty predictions into equally spaced bins of height 0.015 mm and calculating the 

STDE in each bin containing more than one defect. The black dotted line is uncertainty = STDE which 

is the ideal result for in-distribution data as points on this line indicate predicted uncertainty is close to 

𝜎 (as defined in (3)). Table 11 gives correlation coefficient, 𝑅 for the linear fits to the data in the right-

most graphs as well as the mean difference between STDE and predicted uncertainty. While, for the 

methods described in this chapter, the relationship between STDE and uncertainty is expected to be 

monotonic, there is no guarantee it will be 1:1, or even linear. Therefore, the following sections describe 

the observed trends in calibration of uncertainty to error for the experimental and simulated test sets. 

Table 11. Metrics regarding linear fit of STDE to uncertainty below 90th percentile of uncertainty 
predictions for simulated and experimental test sets 

 

5.6.2.1. Simulated 

Below the 90th percentile of sim test, DE (Fig. 19) and DE-ResSpec (Fig. 20) have a strong linear 

relationship between uncertainty and STDE. This is quantified by the high correlation coefficient of 

linear fits, (𝑅𝐷𝐸,𝑆𝑖𝑚 = 0.99, 𝑅𝐷𝐸−𝑅𝑆,𝑆𝑖𝑚 = 0.98). The lines fit to this data have a slope of ~1 for both 

methods with low mean differences between uncertainty and STDE of 0.032 mm for DE and 0.015 mm 

for DE-ResSpec. In the upper tail of the uncertainty distribution (upper 10th percentile of sim test) both 

methods show increased scatter in STDE. This is likely due to the low amount of data in the STDE bins. 

MC dropout (Fig. 21) produces a linear fit for the simulated test set (𝑅𝑀𝐶,𝑆𝑖𝑚 = 0.84) but its slope is 

2.3, severely underestimating error for larger uncertainty values.  
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5.6.2.2. Experimental 

In the upper tail of the uncertainty distribution (upper 10th percentile of exp. test) both DE and DE-

ResSpec underestimate error significantly. While this is likely contributed to by insufficient ensemble 

diversity it is mainly due to inaccuracies in the simulation of the 𝐿 = 5 mm defects. This is because the 

simulation used to create the training set assumes that the receiving transducer array elements are in the 

far-field of the defect. As discussed in Section 4.6, this is not the case for the 𝐿 = 5 mm defects, 

noticeably affecting their PWI images. As shown in Fig. 19-Fig. 21, the experimental defects of length 

𝐿 = 5 mm are significantly undersized because of this domain shift. However, with DE and DE-

ResSpec they are also assigned higher uncertainty. DE-ResSpec achieves this most effectively, 

assigning a mean uncertainty to 𝐿 = 5 mm defects higher than 92% of the rest of the experimental test 

set. Even without knowing the true size of the defects this would highlight to the operator that they are 

somehow seen as anomalous by the networks. However, these uncertainty values are still low in 

comparison to their absolute error. This is because the difference in simulated and experimental 𝐿 = 5 

mm defects creates a systematic undersizing in all members of the ensemble. As this change in the 

predictions has a non-zero mean across the ensemble the increased uncertainty is not fully captured in 

the ensemble’s overall variance (Eq. 19). This is an example of domain shift negatively affecting the 

quality of UQ, a known issue [121]. 

Experimental test set uncertainty below the 90th percentile increases monotonically with STDE for both 

DE and DE-ResSpec (𝑅𝐷𝐸,𝐸𝑥𝑝 = 0.95, 𝑅𝐷𝐸−𝑅𝑆,𝐸𝑥𝑝 = 0.98) whereas MC dropout shows more 

significant scatter (𝑅𝑀𝐶,𝐸𝑥𝑝 = 0.84). All three of these trends have a slope <1, indicating that UQ is 

significantly underestimating error. The consequence of this for implementation of these methods is 

that if uncertainty predictions are to be used as an estimate of expected sizing error on a new 

experimental sample, an experimental validation set is needed to calculate the slope. This method is 

commonly called ‘temperature scaling’ [122]. However, even without temperature scaling, the strong 

linear fit means that higher uncertainty is a strong indicator of higher error for the DE based approaches.  

5.6.3. Anomaly detection 
Effective UQ should detect test cases drawn from distributions significantly far away from that of the 

training set. As the network has little to no prior information about  these cases, it should assign them 

high uncertainty. As described in Section 5.3.2 this is primarily tested here using defect types not 

included in the training set. All three methods assign higher uncertainty to the OOD defects than the 

bulk of the experimental test set but for MC dropout it is also almost all below the 90th percentile of 

simulated data, demonstrating poor anomaly detection. DE-ResSpec demonstrates the best anomaly 

detection; assigning uncertainty above 90% of the non 𝐿 = 5 mm experimental test set to 60% of the 

OOD cases. Exp. SDHA is assigned the lowest uncertainty by DE-ResSpec. This makes intuitive sense, 

as of all the OOD defects, it is the smallest and nearest the back wall, and therefore produces PWI 
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images that most closely resemble a surface breaking crack. This is exampled in Fig. 16b where the set 

of PWI images for Exp. SDHA is the only set where the main indication in each image are co-registered 

on the backwall, as occurs with a corner reflection from a surface breaking defect.  

5.6.4. Choosing an uncertainty threshold 
In implementing these UQ methods for industry, test cases with uncertainty above a certain threshold 

can be dealt with separately. This may mean inspection by a human operator, further data acquisition, 

use of traditional sizing methods or a combination of these approaches. To do this, a value for the 

uncertainty threshold must be decided upon. Ideally, this would be done through the use of an 

experimental validation set that represents the true inspection conditions well. However, in the absence 

of such data, using the simulated validation set could be an effective approach. The left and top panels 

of Fig. 20 show that this works well for DE-ResSpec as both the simulated and experimental ‘in 

distribution’ test cases are assigned similar uncertainty distributions, meaning that almost all high sizing 

error (>1 mm) and OOD cases are above the 90th percentile of the simulated validation set. In contrast, 

in Fig. 19, DE demonstrates limited overlap between the UQ distributions for simulated and 

experimental test sets. This means that using a cut-off defined by only simulated data will find almost 

all experimental data anomalous with DE. It is hypothesised that the regularization of the spectral norm 

is responsible for DE-ResSpec demonstrating better simulated and experimental overlap than DE. MC-

Dropout has good overlap but does not distinguish either of these sets from OOD data. 

5.7. Making efficient use of resources 
In the application considered in this thesis the computational resources at training and test time are not 

a barrier for implementation of DE. Both training and testing computation is trivially parallelizable, but 

even with multiple GPUs, some applications require more computational efficiency. This section 

discusses ways that training and inference time for DE can be reduced. 

5.7.1. Training resources 
As the architecture used here has a relatively low number of parameters (842,000) each epoch takes 

~3.5s using an NVIDIA GeForce GTX 1070 Ti, so training a full ensemble of 60 networks can be 

completed in ~6hrs. If a more complex network was used (e.g., VGG 19 with 138 million) training an 

ensemble could take multiple weeks, making the development cycle very slow. Alongside its simplicity, 

MC dropout has also gained popularity as an UQ method because it only requires the training of one 

network so is a good candidate for reducing training time. Another approach is ‘snapshot ensembles’ 

[123] in which the members of an ensemble can be captured from one initialisation, using a cyclic 

learning rate. For this application snapshot ensembles were found to provide significantly worse UQ 

than DE. It is hypothesised that this is because the local optima found by snapshot ensembles are not as 

diverse as that found by re-initializing the network’s parameters. 
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5.7.2. Test resources 

Inference with the 60-network ensemble used in this chapter takes ~8𝑚𝑠 per image set which for most 

applications is quick enough to be considered ‘realtime.’ However, if realtime inference was required 

on lightweight hardware and/or using a more complex network the test time resources would need to 

be managed more efficiently. This could be achieved by pruning the weights of the individual networks 

[124], using a smaller number of networks in the ensemble by optimizing which members are used 

[125] or distilling the ensemble down to a single ‘multi-headed’ network with one set of common 

convolutional layers and multiple sets of fully connected layers [126]. 

5.8. Conclusions 
This chapter has investigated the performance of UQ using DE, DE-ResSpec and MC Dropout for 

modern deep learning in application to inline pipe inspection when using a simulated training set and 

experimental test data. The success of these methods is judged by their calibration and anomaly 

detection performance. MC Dropout demonstrates only slightly raised uncertainty values for OOD 

samples and poorly calibrated uncertainty estimates. DE-ResSpec produced the best calibration on 

simulated test data, created the largest gap between in-distribution and out-of-distribution data and is 

the most reliable method in terms of assigning high uncertainty to high error test cases. However, while 

both DE and DE-ResSpec show a strong linear fit between experimental data error and uncertainty, the 

gradient of this fit is << 1, meaning that uncertainty significantly underestimates error. The implication 

of this for industrial applications is that an experimental validation set for scaling is needed if 

uncertainty values are used to infer expected prediction error. However, as the monotonic relationship 

between uncertainty and error is strong, even without an experimental validation set, predicted 

uncertainty can be used to compare relative error between test cases and detect anomalies. Therefore, 

DE-ResSpec is recommended for UQ when using deep learning for NDE. 

One of the biggest unknowns in the field of data science for NDE is how data-driven NDE inspections 

are to be qualified. Within the current industrial framework, physics-based data analysis is qualified on 

a small pool of test samples and generalization assured by the interpretability of the method. However, 

in the future, the high levels of accuracy demonstrated by ‘black-box’ methods may well create a drive 

to qualify them by rigorous testing on a large range of test samples. For this to be realised, UQ methods 

such as the ones presented in this chapter, are going to be essential. As presented in this chapter, DE 

and DE-ResSpec are suitable for application to approximating uncertainty of deep learning for NDE. 

Improvements could be made by research into producing better calibrated UQ on experimental test data, 

despite the domain shift from the simulated training set. Domain adaptation methods or techniques for 

increasing the diversity within the ensemble are promising candidates for this problem.  
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Chapter 6. Interpretability and explainability 
This chapter presents a novel dimensionality reduction method termed Gaussian feature approximation 

(GFA). GFA aims to improve the interpretability and explainability of ML models trained by providing 

a meaningful feature space. A fully connected neural network is trained to predict defect size from GFA 

features, and Shapley additive explanations are used to calculate how each feature contributes to the 

prediction of an individual defect’s length. The content in this chapter is drawn from the author’s work 

[127], which is currently in review. 

6.1. Introduction 
Building trust in ML for safety critical applications such as pipeline inspection is a challenge due to the 

‘black-box’ of the algorithms. This chapter aims to tackle this issue by improving both the 

interpretability and local (i.e., for a specific test sample) explainability of ML based models for 

ultrasonic defect sizing. The precise definitions for interpretability and explainability are disagreed 

upon both between and within research fields. This work follows the definitions laid out in [128]. 

Interpretability is a domain specific notion, but in general it is the ability for a human to understand the 

link between cause and effect without anything other than the model itself. An explanation is an 

approximation of a model that aims to describe the cause of a local prediction. The term explainability 

is used here to follow convention but, as pointed out in [128], “summaries of predictions,” “summary 

statistics,” or “trends” are more truthful descriptors as the fact that “explanations” are an approximation 

to the complex internal calculations within a model is often overlooked. 

Explanations for ML based on images are commonly provided by saliency maps which describe the 

locations in the input data that most significantly impact the prediction. There are many methods for 

creating saliency maps, such as gradient-weighted class activation mapping (grad-CAM, [129]), local 

interpretable model-agnostic explanations (LIME, [130]), deep learning important features (DeepLIFT, 

[131], [132]) and layer-wise relevance propagation (LRP, [133]). Shapley additive explanations (SHAP, 

[134]) provide a unified view of these methods, giving model-agnostic feature importance values for 

any type of input data and any type of model. However, as pointed out in [128] a saliency map does not 

show what about that location in the image is important (e.g., texture/amplitude/colour). This means 

saliency maps are of little use for most ML based defect classification where images or time domain 

signals are used as input, as highlighting the defect’s indication in the data is of little use when it is 

usually already clear where the indication is. In other words, the challenge is interpreting how properties 

of an indication inform the prediction, rather than explaining which parts of an image led to the 

prediction. The root cause of this problem is a lack of interpretability in the model, due to the complex 

nature of the input data.  

While interpretable ML is a relatively new field it has attracted a lot of research attention from the 

computer science community in recent years, due to its potential to address the ‘black box’ nature of 
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ML [135]. However, within NDE there have been only a small number of publications with a focus on 

either explainable or interpretable ML. Saliency-map based explanations have been produced using 

LIME, for ultrasonic defect detection [136]. Text-based explanations have been used with a human-

designed decision tree for crack characterization [137], an effective approach when the decision-making 

process of the model is simple enough to be explained in a small number of sentences. Improving the 

interpretability of ML methods for ultrasonic NDE data has been achieved by replacing the trainable 

convolutional filters of a CNN with filters matched to the shape of Lamb waves [138] in application to 

localizing damage in aluminium plate using guided waves. Another published approach is to use well-

known dimensionality reduction methods such as principal component analysis (PCA) to reduce the 

complexity of input data. This has been used with a support vector machine (SVM) to detect damage in 

carbon fibre reinforced polymer plate using ultrasonic guided wave data [139].  

As discussed in [140] it is important to consider what constitutes useful interpretability for the relevant 

domain when applying ML, as it can vary a lot between applications. In NDE, useful interpretability 

usually stems from the ability to relate a model’s inner workings to the reasoning of a skilled human 

operator or a physics-based approach. Ensuring input data is of a reasonably low dimensionality is also 

essential for achieving this goal, as humans are not able to process high-dimensional data effectively. 

To achieve improved interpretability for NDE data analysis, this chapter proposes a novel 

dimensionality reduction method, optimised for ultrasonic NDE images, called Gaussian feature 

approximation (GFA). GFA reduces ultrasonic images to a small number of meaningful descriptors of 

defect indications, making models trained on these descriptors interpretable and explainable, while still 

providing accurate defect sizing. GFA operates by fitting a 2D elliptical Gaussian to defect indications 

in ultrasonic images. Predictions of a ML model trained on GFA features are interpretable because GFA 

features are based on properties of the defect indication, which are meaningful to a human operator. 

Local explanations are enabled by GFA as methods such as SHAP can be used to indicate how 

individual properties of a defect indication contribute to the defect size prediction. 

To allow comparison of sizing accuracy using GFA, two other well-known methods are applied to 

create reduced dimensionality feature spaces: principal component analysis (PCA) and the parameters 

of 6 dB drop boxes fitted around defect indications. Defect sizing is achieved by training a dense neural 

network on PCA, 6 dB drop and GFA features as well as a convolutional neural network (CNN) [141] 

on the raw ultrasonic images. CNNs are state of the art for learning from images and their ability to 

provide accurate sizing for the application considered in this thesis is demonstrated in Chapter 3. CNNs 

are used in this chapter as a high accuracy, low interpretability, baseline method to compare against. 

All three dimensionality reduction methods and their corresponding sizing algorithms are applied to 

ultrasonic plane wave imaging (PWI) images. Detection is already considered complete, so the target 

is to size the defects of interest (surface breaking cracks) from the PWI images. The simulation and 
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experimental set-ups are designed to closely approximate the conditions in the example application of 

this thesis: ultrasonic inline pipe inspection. The usefulness of GFA, coupled with a neural network for 

sizing, and kernel SHAP to produce local explanations, is judged by interpretability, explainability and 

sizing accuracy. The rest of the chapter is structured as follows. Section 6.2 describes the data sets used 

in this chapter, Section 6.3 describes all relevant data pre-processing and analysis methods, Section 6.4 

the sizing accuracy and explainability results and Section 6.5 conclusions. 

6.2. Data Sets 
The application considered in this thesis requires the sizing of defects, after their detection. The target 

is therefore the extent of the defect perpendicular to the surface, 𝐷 = 𝐿 cos(𝜃). The parameter space of 

surface breaking defects considered is defined by 𝑃, 𝐿, 𝜃. All experimental and simulated data used in 

this chapter are generated using the methodologies described in Chapter 2 and distributed as described 

in Section 5.3.1. This results in a total of 16,875 simulated PWI image sets which is split 85/7.5/7.5 for 

training, validation and testing respectively and 1,485 experimental PWI image sets, from the 30 

manufactured defects, split 15/85 for validation and testing respectively. 

6.3. Data processing and analysis methods 
This section describes the data processing and analysis methods used in this chapter: an initial image 

windowing step, the dimensionality reduction used to improve interpretability, the neural network 

architectures used to predict defect size, and kernel SHAP: the technique used to produce local 

explanations. 

6.3.1. Windowing images 
As exampled in Fig. 2d,e, the PWI image sets in this thesis often contain artefacts caused by views other 

than the one being imaged. This can cause difficulties for sizing algorithms, especially those using 

transform-coding-based features (such as PCA), as information about the artefact can become 

‘entangled’ with information about the imaged mode. To avoid this, the PWI images are windowed 

around the defect location before implementing any dimensionality reduction or sizing in this chapter. 

This step is not a fundamental requirement for any of the presented methods, but is a useful pre-

processing step, as it forces the model to focus on the location of the defect, and removes unhelpful 

information, improving sizing accuracy and simplifying explanations. It is also simple to execute for 

this data set as surface-breaking defects are easy to locate due to their strong corner reflections when 

insonified at 𝜓 = ±45°. 
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Fig. 22. a) An example of an experimental, windowed PWI image set, from a defect with 𝑃 = 17.4 𝑚𝑚, 𝐿 =
2 𝑚𝑚 and 𝜃 = 15° with the calculated location of the defect on the backwall (𝑥𝑊) shown as a blue cross and the 
true extent of the defect shown in black, b) the top 6 dB of the windowed PWI images (in black) and their 6 dB 
bounding boxes (in red) and c) 2D elliptical Gaussians fit to the windowed PWI images using GFA. In all images 
the full, unwindowed image, is displayed in the background.  

Locating a defect on the backwall is implemented by summation of the four associated PWI images 

(e.g., Fig. 22a). The 𝑋-location is then found using the maxima in the resulting 32x32 composite image. 

Using this method on all experimental and simulated data in this chapter produces a maximum 𝑋-

location error of 0.56 mm (1.76 pixels). A window is then applied to the PWI images around the 

calculated backwall location of the defect (𝑥𝑊) to isolate the correct indication. In this chapter, the 

window size is set to be 3.15 mm (10 pixels) in 𝑋 and 6.30 mm (20 pixels) in 𝑍. This window size is 

selected to be large enough to cover indications from all possible defects within the domain of operation, 

with minimal contributions from artefacts. An example of a set of windowed PWI images is given in 

Fig. 22a. 

6.3.2. Dimensionality reduction methods 
Three different dimensionality reduction methods are applied to the windowed PWI images in this 

chapter; PCA, 6 dB drop and GFA. The first two of these methods are well-known and presented for 

comparisons to GFA. 

6.3.2.1. Principal component analysis 

PCA is the process of finding the sequence of orthogonal vectors that best explain the variance of sets 

of high dimensional data [142]. PCA is often used to find a reduced set of features, with minimal loss 

of information, for use in ML [143]. In this chapter, the principal components are calculated using the 



CHAPTER 6 - INTERPRETABILITY AND EXPLAINABILITY 

65 

windowed, simulated, training set PWI images. The four images per defect are handled individually, 

using different PCA transforms, to preserve the separation of information between images. 𝑀𝑃 different 

principal components are kept for each 10×20 image. To make the reduced dimensionality consistent 

with that of with GFA (described in Section 6.3.2.3), 𝜅𝑃𝐶𝐴 = 7 in this chapter. As shown in Fig. 23, 

𝜅𝑃𝐶𝐴 = 7 describes 96% of the variance in the simulated training set, showing that the majority of the 

information in the images has been captured. 

 

Fig. 23. The variance of the training set captured by different numbers of PCA components. 

6.3.2.2. 6 dB Drop 

6 dB drop is a well-established defect sizing method in NDE. It is based upon the idea that if a defect 

is the strongest indicator in an image, the image region within 6 dB of the peak value can be used as a 

good approximation of the true size of the defect. Traditionally, crack-like defects are sized using the 

longest edge of a rectangular bounding box that encloses all pixels within 6 dB of the peak [11].  

In this chapter, the 6 dB drop bounding box is obtained by finding the rectangle with the minimum area 

that can fit the relevant pixels. The relevant pixels are selected by picking the region of conjoined pixels 

above -6 dB with the largest total amplitude. Picking the highest conjoined region of high amplitude in 

this way reduces the chance of noise expanding the size of the box. The SS-L, 𝜓 = 45° image in Fig. 

22b shows an example of high amplitude noise excluded by this approach. The 6 dB drop bounding box 

calculated with this method is used both for dimensionality reduction and as a direct sizing method in 

this chapter. Calculating the parameters of the bounding box (𝑋-position, 𝑍-position, orientation, width 

and height), results in 5 features per image. These features carry no information directly related to the 

indication’s amplitude. GFA features do contain amplitude information, so for a fair comparison, when 

sizing from 6 dB box features using the neural networks presented in Section 6.3.3.2, two additional 

features are used, resulting in 𝜅6𝑑𝐵 = 7 features. These two additional features are chosen to be the 

maxima and root mean square (RMS) of all pixels within the bounding box, above -6 dB (i.e., the black 

pixels in Fig. 22b). Direct, traditional sizing with 6 dB drop is also considered, and is implemented by 

taking the mean of the longest edges of the boxes fitted to each image. 
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6.3.2.3. Gaussian Feature Approximation 

GFA is a novel dimensionality reduction method presented in this chapter with the aim of creating a 

feature space that is informative (i.e., retains the information needed for accurate defect sizing), 

interpretable (i.e., meaningful to NDE operators) and improves the quality of local explanations. GFA 

is performed by fitting a 2D elliptical Gaussian function to each PWI image and using the parameters 

that define that Gaussian as the features of the image. GFA features describes a defect indication in a 

similar fashion to 6 dB drop features, but with a more robust fitting procedure that is not dependent on 

selecting a threshold value, and avoids the need for pre-processing to deal with conjoined pixels. It is 

also a richer feature space, containing more information about the indications shape, as well as the 

background noise level. As shown in Section 6.4.1, these differences make sizing on GFA features 

significantly more accurate than sizing on 6 dB drop features. 

GFA is motivated by the importance of a defect indication’s amplitude, spatial size and location in 

traditional NDE sizing techniques. These underlying features are encoded within PWI images, but not 

in a form that allows for interpretable models to be trained on them. Fitting an appropriate shape to a 

PWI image disentangles properties of the defect indication from each other, as well as from information 

relating to noise and artefacts. The shape used for fitting in GFA is a 2D elliptical Gaussian, this can be 

described by amplitude at position in the 𝑋 and 𝑍 direction (𝑥, 𝑧), given by 

𝑓𝑥,𝑧(𝐴, 𝑥0, 𝑧0, 𝜎𝑋, 𝜎𝑍 , 𝛩, 𝐵) = 𝐴𝑒−𝑎(𝑥−𝑥0)2−𝑏(𝑥−𝑥0)(𝑧−𝑧0)−𝑐(𝑧−𝑧0)2
+ 𝐵 (24) 

𝑎 =
cos2(𝛩)

2𝜎𝑋
2

+
sin2(𝛩)

2𝜎𝑍
2

 , 

  𝑏 =
sin(2𝛩)

2𝜎𝑋
2

−
sin(2𝛩)

2𝜎𝑍
2

 ,   

𝑐 =
sin2(Θ)

2𝜎𝑋
2

+
cos2(Θ)

2𝜎𝑍
2

 

(25) 

using seven GFA features: amplitude (𝐴), 𝑋-position (𝑥0), 𝑍-position (𝑧0), 𝑋-sigma (𝜎𝑋), 𝑍-sigma (𝜎𝑍), 

angle (𝛩) and offset (𝐵). Finding the optimum set of parameters is achieved by minimizing 

ℒ(𝐴, 𝑥0, 𝑧0, 𝜎𝑋, 𝜎𝑍 , 𝛩, 𝐵) = ∑ ∑(𝑓𝑥,𝑧 − 𝐼𝑥,𝑧)2

𝑧𝑥

 (26) 

where 𝐼𝑥,𝑧 is the windowed PWI image and the summations are over the windowed region only. This 

optimization problem is solved in this chapter by using SciPy’s curve fitting function [144] with the 

trust region reflective minimization algorithm [145] as it is particularly suitable for large, bounded 

problems such as this one. The bounds and initial guess for the seven parameters that define 𝑓𝑥,𝑧 are 

described in Table 12. It is important to note that bounding 𝑥0 and 𝑧0 within the window is necessary 

as ℒ has zero gradient when the Gaussian’s centre is far away from the window. Also, constraining 
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−
𝜋

4
< 𝛩 <

𝜋

4
 is necessary to ensure there are not two equivalent solutions with 𝜎𝑋 and 𝜎𝑍 values 

swapped. 

Table 12. Initial guess and Bounds for GFA Features. 
Lower and upper bounds are inclusive. 

max(Ix,z) refers to the maxima in the current image for which GFA features are being calculated. 
xW is the centre of the 10×20-pixel window and δ is the image resolution (δ =

λS

2
= 0.317 mm) 

η is calculated by the root mean square of an experimental PWI image set from a defect free sample. 

Parameter Amplitude, 𝐴 
𝑋-position, 𝑥0 

(mm) 

𝑍-position, 𝑧0 

(mm) 

𝑋-sigma, 𝜎𝑋 

(mm) 

𝑍-sigma, 𝜎𝑍 

(mm) 

Angle, 𝛩 

(rad) 
Offset, 𝐵 

Initial guess max(𝐼𝑥,𝑧) argmax
𝑥

(𝐼𝑥,𝑧) argmax
𝑧

(𝐼𝑥,𝑧) 0.5𝛿 2δ 0 0 

Lower bound 0 𝑥𝑊 − 5δ 0 0 0 −
𝜋

4
 0 

Upper bound max(𝐼𝑥,𝑧) 𝑥𝑊 + 5δ 20δ 10δ 20δ 
𝜋

4
 20𝜂 

In principle, more than one Gaussian could be fit to each image. However, for the application presented 

in this chapter, adding a second Gaussian per image and sizing using a neural network (as presented in 

Section 6.3.3.2) was not found to increase sizing accuracy. This is likely because most information 

useful to the sizing process can be captured by one Gaussian. This is further evidenced by the root mean 

square error (RMSE) for GFA based sizing only being 23% higher than sizing from the original image 

(detailed sizing accuracy results are presented in Section 6.4.1). It should be noted that if fitting more 

than one Gaussian is deemed necessary it should be done in series (i.e., fit the second Gaussian, 𝑓𝑥,𝑧
2  , to 

𝐼𝑥,𝑧 − 𝑓𝑥,𝑧
1 ) rather than in parallel. This is to ensure the ordering of the GFA features is meaningful to 

the sizing algorithm. More complexity could also be added to 𝑓𝑥,𝑧 by using more complex-shaped fitting 

functions with more parameters, such as skewness or properties of background noise, but this would 

reduce the interpretability of the feature space, so should not be done without certainty that the extra 

features are informative for the task at hand. 

GFA, as introduced in this section, creates a feature space that is implicitly more interpretable than the 

raw PWI images and enables useful local explanations. GFA features are interpretable as they each 

uniquely describe a property of the defect indication which is meaningful to an NDE practitioner. They 

are also only minorly affected by background noise and artefacts, meaning sizing on GFA features is 

guaranteed to be informed by the defect indication, and not overfitted to other confounding features. 

Local explanations are made more useful by GFA as they can ascribe importance to specific aspects of 

a defect indication with GFA features instead of a saliency map in real space. Explainability is further 

discussed in Sections 6.3.4 and 6.4.2. 
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6.3.3. Neural network architectures for defect sizing 

6.3.3.1. Convolutional neural network 

As a baseline approach with high accuracy and low interpretability the raw PWI images are sized using 

the CNN designed for this data set, as presented in Section 3.2.2.1. CNNs are state-of-the-art for image 

classification tasks due to the power of convolutional layers to map structured, high-dimensional data 

to informative feature spaces [25]. The CNN architecture used here is illustrated in Fig. 24a. The input 

is composed of the four 32×32 PWI images stacked in the third dimension, akin to how natural image 

CNNs treat red, green and blue channels. The general structure is made up of repeated blocks of 

convolutional and max-pooling layers for feature extraction, followed by fully connected layers for 

regression. Rectified linear unit (ReLU) activation is used throughout. Ten percent dropout is applied 

to the fully connected layer inputs for regularization. The state-of-the-art Adam optimiser [53] is used 

to train the CNN with a learning rate of 0.001, in mini-batches of 128, with a patience of 150 epochs 

(i.e., until 150 epochs with no reduction in experimental validation set loss). The network 

hyperparameters (depth, filter size and number, dropout rate, neuron number etc.) have been selected 

to optimise experimental validation set accuracy. More details on this design process can be found in 

Section 3.2.2.1. 

 

Fig. 24. Neural network architectures used in this chapter, as described in Section 6.3.3: a) CNN, b) NN-Single, 
c) NN-Split.  
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There are three minor changes to the implementation of the CNN between Chapter 3 and this chapter. 

Firstly, only a single network is needed to predict 𝐷. The network used matches the structure of the L 

network in Chapter 3. Secondly, dropout is increased to 0.3, which resulted in slightly better 

experimental validation set accuracy (~4%) at the cost of needing ∼50 more epochs to converge. 

Thirdly, the windowing of the PWI images described in Section 6.3.1 must be accounted for. For 

computational efficiency this could, in principle, be done by reducing the input layer size to 10×20×4 

and concatenating the 𝑋-position with flattened features before the dense layers. However, as the 

purpose of including CNN-based sizing in this chapter is as a baseline for sizing accuracy, 

computational efficiency is not of major concern. Therefore, the images are simply zero-padded to their 

original 32×32×4 size before being input into the CNN. This offers a simple way to encode 𝑋-position 

without drastically altering the CNN design and potentially reducing sizing accuracy. 

6.3.3.2. Dense neural network 

Training a sizing algorithm from a set of unstructured numerical features such as those produced by 

GFA, PCA and 6 dB drop can be done with many ML algorithms (e.g., random forest, support vector 

machine and k-nearest neighbours). In this chapter, sizing from the reduced feature sets is done using a 

dense neural network, i.e., layers of neurons that are fully connected to preceding layers. This gives a 

natural comparison with the CNN as both algorithms operate in a similar fashion and have the capability 

to represent complex, non-linear functions. 

To match the CNN, the dense neural networks in this chapter are trained with the Adam optimizer and 

use ReLU activation functions on all layers except the input and output. As with CNNs these are also 

common design choices for dense neural networks. All other hyperparameters are selected via the same 

design process as used to design the CNN (Section 3.2.2.1); grid search, with selection made using the 

lowest GFA experimental validation set RMSE. The optimal learning rate was found to be 1 × 10−4. 

Application of dropout and L2 regularization were tested but found to increase validation set error, 

suggesting that they are unnecessary for this reduced dimensionality input data, and so are not used.  

 

Fig. 25. Experimental validation set RMSE for the NN-Split architecture applied to GFA features, with different 
hyperparameters. Details of the exact hyperparameters tested are given Table 13. The error bars represent ± 
standard deviation over five independent initializations. 
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Table 13. Hyperparameters for all tested NN-Split architectures, as shown in Fig. 25. The selected 
architecture is highlighted in green. 

Number of 
weights 

RMSE  
(mm) 

Neurons in each layer  
(before full connection) 

Neurons in each layer 
(after full connection) 

3329 0.64 1024, 1024, 1024, 1024 64, 32 
3409 0.69 16, 16 64, 32 
4481 0.61 16 64, 32 
4769 0.62 32, 32 64, 32 
7873 0.55 64, 64 64, 32 
12225 0.55 64, 64, 64, 64, 64, 64 64, 32 
20609 0.47 256 64, 32 
52321 0.50 512, 256, 128, 64, 32 64, 32 
53889 0.46 256, 256, 256 64, 32 
70529 0.45 256, 256, 256 64, 32 
87169 0.44 256, 256, 256, 256, 256 64, 32 
103809 0.45 256, 256, 256, 256, 256, 256, 0, 0 64, 32 
369281 0.42 512, 512, 512, 512, 512, 512 64, 32 
602241 0.39 1024, 1024, 1024 64, 32 
865409 0.40 1024, 1024, 1024, 1024 64, 32 
865921 0.40 1024, 1024, 1024, 1025 64, 32, 16 
933057 0.39 1024, 1024, 1024, 1027 128, 32 
939265 0.40 1024, 1024, 1024, 1026 128, 64, 32 

1128577 0.40 1024, 1024, 1024, 1024, 1024 64, 32 
1391745 0.40 1024, 1024, 1024, 1024, 1024, 1024 64, 32 
1918081 0.39 1024, 1024, 1024, 1024, 1024, 1024, 1024, 1024 64, 32 
5402753 0.39 2048, 2048, 2048, 2048, 2048, 2048 64, 32 

In the initial design process for the number of neurons in each layer (i.e., width) and number of layers 

(i.e., depth), the dense neural network was set to follow a common structure: a sequential set of fully 

connected layers of reducing width. This architecture is illustrated in Fig. 24b and referred to as NN-

Single from here onwards. However, in following iterative design stages it was found that fixing the 

number of neurons but removing connections between the features from different image modes 

improved performance. This produces a structure of four dense neural networks, fully connected in the 

final few layers. This architecture is illustrated in Fig. 24c and referred to as NN-Split from here 

onwards. It is the author’s belief that NN-Split outperforms NN-Single, even with the same number of 

neurons, because it allows the initial layers to compose the features from an individual image into a 

more expressive form without immediately entangling them with features from other images. The 

experimental validation set RMSE for all NN-Split widths and depths tested are given in  Fig. 25, and 

their hyperparameters described in Table 13. As found in Section 3.2.2.1 for the design of the CNN, 

NN-Split with GFA and 6 dB features shows a ‘diminishing returns’ relationship between the number 

of weights (here used as a proxy for complexity) and sizing accuracy. PCA features provide good sizing 

accuracy even with the lowest complexity networks tested. The architecture selected (indicated by a 

dashed line in Fig. 25, and illustrated in Fig. 24c) is deemed to be a good trade-off between 

computational complexity and performance for GFA features, and provides good sizing accuracy with 

all three feature types. It is interesting to note that despite the input data dimensionality reduction of 

96.5% (i.e., from 10 × 20 × 4 to 7 × 4) the number of weights in NN-Split are only 76% lower than in 
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CNN. This suggests that the relationship between both 6 dB drop and GFA features, and crack size is 

still very complex and non-linear, despite the dimensionality reduction. Understanding why PCA 

features require a significantly less complex neural network to achieve good sizing accuracy requires 

further research. 

6.3.4. Local explanations using kernel SHAP 
There are many popular methods for creating local explanations for ML predictions. A unifying view 

for these methods, termed SHAP, has been presented in [134]. SHAP aims to produce game theory 

results (i.e., Shapley values [146], [147]) in a computationally efficient manner and unifies most modern 

model explanation methods (LIME [130], DeepLIFT [131], [132], LRP [133] and classic Shapley 

estimation methods [148]–[150]) as different versions of the same framework. The underlying logic 

behind SHAP is to approximate the output of the original prediction model, given the current input, 

𝑓(𝑥), with a linear explanation model, given a set of simplified inputs (e.g., bag of words for text 

features or saliency maps for images), 

𝑓(𝑥) ≈ 𝑔(𝑧′) = 𝜑0 + ∑ 𝜑𝑖𝑧𝑖
′

𝜅

𝑖=1

 (27) 

where 𝑧′ ∈ {0,1}𝜅, 𝜅 is the number of simplified input features and 𝜑𝑖 the importance of each feature 

(i.e., the SHAP values). 𝜑0 is set to be the mean of each feature in the model’s training set in this 

chapter, as is common in most published implementations. 𝜑𝑖 is a function of the current input, 𝑥.  

If features are assumed to be independent when approximating conditional expectations, as in LIME 

and DeepLIFT, then SHAP values can be estimated directly using the Shapley sampling values method 

[150]. This involves uniformly sampling permutations of 𝑧𝑖
′ . Note that for most applications, setting a 

feature to 0 does not effectively represent the absence of that feature (𝑧𝑖
′ = 0), so instead, that feature 

is set to a value sampled from the training set. The issue with the Shapley sampling values method is 

that sampling enough to get an accurate explanation is slow to compute for large numbers of inputs. 

Kernel SHAP [134] is a more computationally efficient sampling method as it jointly estimates all 𝜑𝑖 

using a linear regression formulation, leading to fewer required samples for accurate estimation of 

Shapley values. This is achieved by weighting samples of 𝑧′ by a kernel, 

𝑘(𝑧′) =
𝜅 − 1

(𝜅
𝑠
)𝑠(𝜅 − 𝑠)

 (28) 

where 𝑠 is the number of ones in 𝑧′ and (𝜅
𝑠
) represent a binomial coefficient. This is a very similar 

approach to that of LIME, but removes the need to select a loss function, weighting kernel, or 

regulariser, while guaranteeing local accuracy, missingness and consistency (as defined in [134]) in the 

explanation. The only two hyperparameters for kernel SHAP are the number of binary mask iterations 
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(𝑎) and samples of training data in the background data set (𝑏). The number of iterations to calculate 

SHAP values is 𝑎 × 𝑏. 

To select an 𝑎 and 𝑏 that ensures sufficient sampling, without excessive computation, a grid search is 

carried out. For each combination of 𝑎 and 𝑏 tested the SHAP values of five random experimental test 

set image sets, for a NN-Split model using GFA features, are calculated. The mean absolute difference 

between these SHAP values and those calculated with a large number of samples (𝑎 = 𝑏 = 5000) is 

calculated, 

Λ = ∑ ∑|𝜑𝑖,𝑗,𝑎,𝑏 − 𝜑𝑖,𝑗,5000,5000|

28

𝑗=0

5

𝑖=0

 (29) 

where 𝜑𝑖,𝑗,𝑎,𝑏 represents the SHAP value for data set 𝑖 and feature 𝑗. The results of this for grid search 

are displayed in Fig. 26. Λ = 0.01 is considered to indicate sufficient convergence, so 𝑎 = 750, 𝑏 =

450 are selected for use in the rest of this chapter as this is the minimum number of kernel SHAP 

samples necessary to achieve Λ = 0.01. 

 

Fig. 26. The change in mean absolute SHAP values (Λ = ∑ ∑ |𝜑𝑖,𝑗,𝑎,𝑏 − 𝜑𝑖,𝑗,5000,5000|28
𝑗=0

5
𝑖=0 ) for NN-Split, sizing 

from GFA features, for different numbers of binary mask iteration (𝑎) and background data samples (𝑏). Λ =
0.01 is deemed to be sufficiently low so a contour at this level (as described by the white dotted line) is used to 
select 𝑎 and 𝑏. 

6.4. Results 
This section gives a comparison of sizing accuracy when using the dimensionality reduction techniques 

presented in Section 6.3.2 with the ML architectures presented in Section 6.3.3. The interpretability of 

the presented sizing networks is discussed and local explanations of predictions using GFA with NN-

Split are presented. 
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6.4.1. Sizing accuracy 
While sizing accuracy is not the main focus of this chapter, an interpretable defect sizing algorithm that 

cannot size reasonably accurately is not of any use. As shown in Fig. 27, the most accurate sizing 

method tested is a CNN sizing from raw images, providing a RMSE of 0.58 mm. Note that this is 29% 

lower than the same architecture trained on unwindowed images, proving the value of removing 

information unrelated to the task at hand. For all the ML based sizing methods thirty independently 

trained networks are trained, with the bars in Fig. 27 displaying the mean RMSE and ± one standard 

deviation plotted as error bars.  

 

Fig. 27. Experimental test set sizing RMSE for all dimensionality reduction methods and associated sizing 
methods discussed in this chapter. The error bars represent over thirty independent initializations. The numbers 
in brackets indicate the dimensionality of the input data. 

The least accurate sizing is provided by 6 dB drop. Both training a NN-Split on the 7 × 4 parameters 

of the 6 dB drop box (including maxima and RMS amplitude information) and directly using the mean 

of the longest sides (as is the traditional method) for sizing produces poor sizing with an experimental 

test set RMSE of 0.843 mm and 1.26 mm respectively. The high sizing error when using 6 dB drop 

features is likely because they do not carry enough information relevant to sizing the defects. The next 

most accurate sizing technique is NN-Split, using 7 PCA components, concatenated with the window’s 

𝑋-position. This gives a RMSE of 0.73 mm. GFA with NN-Split offers the closest sizing accuracy to 

the CNN with a RMSE of 0.71 mm, despite having only 7 features per image. NN-Single predictions 

on GFA data are 14% higher than NN-Split predictions on the same data. This motivates the use of NN-

Split as it offers better sizing accuracy despite containing 73% less weights. 

6.4.2. Interpretability and Explainability 
As discussed in Section 6.1, training a CNN on raw ultrasonic images is a ‘black box’ approach, as it is 

not interpretable, and local explanations are limited to saliency maps. PCA provides a lower 

dimensionality input data but neither the magnitude nor form of the components has physical meaning, 

so are not explainable or interpretable. Sizing based on GFA and 6 dB drop box features is interpretable 

as the features are simple descriptors of the defect indication. Also, as these dimensionality reduction 

methods are only minorly affected by background noise and artefacts, the operator can be confident that 

sizing predictions are informed only by the defect indication. Despite the similar levels of 
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interpretability, GFA is significantly more useful than 6 dB drop due to the significantly lower sizing 

error, as presented in Section 6.4.1.  

 

Fig. 28. An example explanation visualization for a sizing prediction from an experimental test set example with 
𝑃 = 17.7 𝑚𝑚, 𝐿 = 2 𝑚𝑚 and 𝜃 = 15°. The sizing is achieved using NN-Split and GFA features and the feature 
contributions calculated using kernel SHAP. The 3D plots display the original PWI image as a colourmap, a 
visualization of the GFA fit as a wireframe surface and the GFA features drawn with arrows coloured in relation 
to the SHAP bar chart. An interactive version of this figure can be found at https://richardp1234.github.io/GFA-
Vis/index4.html.  

As well as the implicit interpretability provided by sizing with GFA features, useful local explanations 

can be created with them. As described in Section 6.3.4, SHAP values can be calculated to indicate the 

importance of each feature to the sizing prediction for a specific defect. An example of how this could 

be visualised for an operator is given in Fig. 28. The magnitude of the SHAP values indicate how 

important each feature is to the prediction and their sign (i.e., positive or negative) shows whether that 

feature is pushing the prediction higher or lower from 𝜑0. For the example in Fig. 28, the most impactful 

features are the 𝜎𝑍 of the SS-S views. This makes intuitive sense as the defects of interest in this thesis 

are oriented roughly in the 𝑍-direction and in these two views there is high amplitude specular 

reflections from the full extent of the defect.   

https://richardp1234.github.io/GFA-Vis/index4.html
https://richardp1234.github.io/GFA-Vis/index4.html
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Fig. 29. A bee-swarm plot of the SHAP values for the experimental test set with sizing achieved using NN-Split 
and GFA features. (𝑛) represents the 𝑛𝑡ℎ imaging mode as indicated in Fig. 28. The features are sorted by 𝐹𝑗 =
1

𝑁
∑ |𝜑𝑖,𝑗|𝑁

𝑖=0  where 𝑖 represents the index of the sample in the test set and 𝑗 the feature. 4 × 𝐹 is plotted as gray 
bars, this has been scaled by 4 in this plot for ease of visual comparison between features. 

To analyse overall feature importance for the trained NN-Split model, SHAP values are calculated for 

every defect in the experimental test set. These SHAP values are then visualised in a ‘bee-swarm’ plot 

[151] in Fig. 29. In this plot each defect is represented as 28 dots, one for each feature. A dot’s colour 

represents the normalised magnitude of the feature and its 𝑋-position is determined by SHAP value. 

Dots placed at the same X-position are plotted with different vertical positions to avoid covering each 

other. The features are sorted by their mean absolute SHAP value 

𝐹𝑗 =
1

𝑁
∑|𝜑𝑖,𝑗|

𝑁

𝑖=0

 (30) 

where 𝑖 represents the index of the sample in the test set and 𝑗 the feature. 𝐹 for the top four features in 

Fig. 29 is significantly larger than for others, indicating that these are the features that impact crack size 

prediction the most. The fact that 𝜎𝑍 for the two SS-S views is considered important by the network 

builds trust in its predictions. This is because the SS-S view produces the indications most closely 
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matching the true extent of the defect and 𝜎𝑍 is similar to the parameter used by traditional 6 dB sizing. 

The fact that the SS-L view amplitudes are the top two most impactful features is an interesting result. 

It is the author’s belief that this may be where the network is inferring 𝜃, to account for the variations 

in amplitude and 𝜎𝑍 it causes. This hypothesis is based on the high correlation between true crack angle 

and the angle of the indication (i.e., 𝜃 and 𝛩) in these views (Spearman’s correlation = 0.56). Fig. 29 

also shows that the features not used by classical NDE sizing techniques are assigned low 𝐹. These 

include, for example, the width of the indication (𝜎𝑋) and the background noise level (𝐵).  

The correlations between the value of features (colour of the dots in Fig. 29) and their impact on network 

output (𝑋-position of the dots in Fig. 29) can also be in inspected, and here too similar behaviours as 

found in classic physics-based NDE sizing methods are found:  

• 𝐴 and 𝜎𝑍 values are positively correlated with defect size. 
• The nearer a defect is to the array (low 𝑥0 for 𝜓 = 45°, high 𝑥0 for 𝜓 = −45°), the larger the 

SHAP value. This positively contributes to the 𝐷 prediction, correcting for the fact that defects 
near to the array appear smaller, because they are not insonified over their full extent. 

• Defects angled towards the array (-ve 𝛩 for 𝜓 = 45°, +ve 𝛩 for 𝜓 = −45) have larger SHAP 
values. This positively contributes towards the 𝐷 prediction, correcting for the fact that these 
indications have significantly lower amplitude in SS-L modes.  

There are more complex interactions happening with 𝑧0, 𝜎𝑥 and 𝐵 that are harder to draw conclusions 

from in Fig. 29, but they are also lower in average feature importance (𝐹) and have less significance for 

physics-based defect sizing.  

6.5.  Conclusions 
This chapter has presented GFA, a novel dimensionality reduction method, aimed at improving the 

interpretability and explainability of ML for ultrasonic NDE. Defect sizing with a neural network (NN-

Split), trained on simulated GFA features, tested on experimental data, has been shown to produce a 

RMSE only 23% higher than a CNN applied to the full PWI image sets, despite the dimensionality 

reduction from 10 × 20 × 4 = 400 to 7 × 4 = 28. The other dimensionality reduction methods tested 

all provided comparable or worse sizing performance. In terms of interpretability, GFA improves upon 

both the original images and PCA. 6 dB drop features have comparable interpretability to GFA but 

provide significantly less accurate sizing. 

GFA provides improved interpretability to models that use the features as, unlike individual pixel 

values, their values are meaningful to NDE operators. Also, as GFA features are only minorly affected 

by artefacts and background noise, sizing on GFA features is guaranteed to be informed by the defect 

indication, and not overfitted to other confounding features. GFA also enables useful local explanations 

as methods such as kernel SHAP can be used to inform the operator which features are important to the 

sizing of a specific defect and if that feature contributes positively or negatively to the prediction. It 

should be noted that SHAP values are a simplification of the model, assuming a linear combination of 
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independent features, so cannot fully explain global model behaviour. However, they can still be of 

great use in building trust in a model’s predictions, by comparison with the decision-making process of 

expert intuition or physics-based sizing approaches.  

If further interpretability was desired beyond that of GFA, as described in this chapter, the feature with 

the lowest average SHAP value (i.e., lowest 𝐹𝑗) could be removed from the training set and the network 

retrained using only the remaining features. This could be done iteratively until validation set RMSE 

became unacceptably large, or the feature space was deemed to be small enough to have satisfactory 

interpretability. This iterative training approach could also be used in applications where it is useful to 

discover which GFA feature is the most impactful to the task at hand, akin to the aim of sparse 

identification of nonlinear dynamics (SINDy) [152].  

GFA, as presented in this chapter, is readily applicable to all ultrasonic NDE image analysis. If 

windowing around one defect indication per image is not possible, the iterative fitting of more 

Gaussians can be used to better capture the useful information. In general, fitting functions to NDE data 

to reduce its dimensionality is an approach that is generalizable to other modalities and data structures 

(e.g., electromagnetic NDE data and ultrasonic B-Scans) and increasingly, a computationally tractable 

task. 2D elliptical Gaussians, as used in GFA, are effective for ultrasonic images, but using a different 

function will be necessary when defect indications are a significantly different shape. 
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Chapter 7. Conclusion 
7.1. Review of thesis 
This thesis has investigated several solutions to the major barriers obstructing the application of ML to 

NDE. Defect sizing for inline pipe inspection using ultrasonic PWI images has been used as an example 

industrial application throughout. 

First, Chapter 3 demonstrated how deep learning with simulated training sets can bypass the 

requirement for feature engineering and large data sets of defect data, respectively. An efficient, hybrid 

FE and ray-based simulation was used to train a CNN to characterise real defects. The CNN uses four 

plane wave images from two arrays and was applied to the characterization of cracks of length 1-5 mm 

and inclined at angles of up to 20° from the vertical. A standard image-based sizing technique, the 6 dB 

drop method, was used as a comparison point. For the 6 dB drop method the average absolute error in 

length and angle prediction is ±1.1 mm, ±8.6° while the CNN is almost four times more accurate at 

±0.29 mm, ±2.9°. To demonstrate the adaptability of the deep-learning approach, an error in sound 

speed estimation was included in the training and test set. With a maximum error of 10% in shear and 

longitudinal sound speed the 6 dB drop method has an average error of ±1.5 mm, ±12° while the CNN 

has ±0.45 mm, ±3.0°. This demonstrates far superior crack characterization accuracy by using deep 

learning rather than traditional image-based sizing. However, a simulation can neither be completely 

accurate, nor capture all variability present in the real inspection. This means that the experimental and 

simulated data will be from different (but related) distributions, leading to possible sizing errors. 

Chapter 4 investigated how to tackle this problem through the use of Domain Adaptation (DA). Three 

DA methods across varying sizes of experimental training data (using between one and fifteen notches) 

were compared to two non-DA methods as a baseline. Of the DA methods investigated, an adversarial 

approach was found to be the most effective way to use the limited experimental training data. With 

this method, and only three notches, the resulting network’s RMSE was improved by 23% compared to 

using only simulated data and 67% compared to using only experimental data. 

Chapter 5 investigated how UQ can best be achieved for deep learning in ultrasonic crack sizing. This 

is essential for qualifying NDE inspections and building trust in their predictions. Two modern UQ 

methods were used: deep ensembles and MC dropout. Successful UQ was judged by calibration and 

anomaly detection, which refer to whether in-domain model error is proportional to uncertainty and if 

out of training domain data is assigned high uncertainty, respectively. Calibration was tested using 

simulated and experimental images of surface breaking cracks, while anomaly detection was tested 

using experimental side drilled holes and simulated embedded cracks. MC dropout demonstrated poor 

uncertainty quantification with little separation between in and out-of-distribution data and a weak 

linear fit (𝑅 = 0.84) between experimental root mean squared error and uncertainty. Deep ensembles 

improved upon MC dropout in both calibration (R=0.95) and anomaly detection. Adding spectral 
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normalization and residual connections to deep ensembles slightly improved calibration (𝑅 = 0.98) and 

significantly improved the reliability of assigning high uncertainty to out-of-distribution samples.  

Chapter 6 also focused on building trust in the predictions of ML models. Improved interpretability and 

explainability were achieved through the use of GFA, a novel dimensionality reduction method. GFA 

involves fitting a 2D elliptical Gaussian function to an ultrasonic image and storing the seven parameters 

that describe each Gaussian. These seven parameters can then be used as inputs to data analysis methods 

such as the defect sizing neural network presented in Chapter 6. This approach was compared to sizing 

with the same neural network and two other dimensionality reduction methods (the parameters of 6 dB 

drop boxes and PCA), as well as a CNN applied to raw ultrasonic images. Of the dimensionality 

reduction methods tested, GFA features produced the closest sizing accuracy to sizing from the raw 

images, with only a 23% increase in RMSE, despite a 96.5% reduction in the dimensionality of the 

input data. Implementing ML with GFA features as inputs is implicitly more interpretable than using 

raw images or PCA components as inputs and gives significantly more sizing accuracy than 6 dB drop 

boxes. Explainability was achieved by using Shapley additive explanations (SHAP) to calculate how 

each feature contributes to the prediction of an individual defect’s length. Analysis of SHAP values 

demonstrated that the GFA-based neural network proposed displays many of the same relationships 

between the properties of a defect indication and its predicted size as occur in traditional NDE sizing 

methods 

7.2. Summary of findings 

7.2.1. CNN based crack sizing 
Automated defect sizing for ultrasonic inline pipe inspection can be achieved using a CNN with PWI 

images as input. This approach is significantly more accurate than the traditional 6 dB drop method 

but relies heavily on the size and appropriateness of the training set. Known variations in inspection 

conditions, such as in changes in sound speeds, can be accounted for by including them in the training 

set.  

7.2.2. Sources of training data 
Using a hybrid FE/analytical simulation is an effective way to efficiently generate the large training 

sets required by deep learning for NDE.  

If even a small amount of experimental data is available for use in training, this can significantly 

reduce the effects of domain shift, and thus improve accuracy. An adversarial training approach 

makes best use of the available experimental data. 
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7.2.3. Deep ensembles for uncertainty quantification 
Deep ensembles are an effective method for adding UQ to the predictions of ML for NDE. The 

resulting UQ is calibrated for in distribution samples and can effectively detect anomalous inputs. In 

the presence of domain shift (e.g., differences between a simulated training set and experimental test 

samples) deep ensemble’s UQ is proportional to expected error but not with a 1:1 mapping. This 

means that relative uncertainty between test samples can be calculated. ‘Temperature scaling’ (i.e., 

calibration), using a validation set, is required to achieve quantification of expected error. 

7.2.4. Opening the machine learning ‘black box’ 
Deep learning that uses image or time domain NDE data as input is uninterpretable, and explaining 

predictions using saliency maps usually unhelpful. Dimensionality reduction can provide increased 

interpretability. Using properties of a defect indication that are relevant to an NDE inspector as input 

features offers significant interpretability and explainability benefits. This can be achieved with GFA. 

Defect sizing using GFA features input to a dense neural network is almost as accurate as using raw 

ultrasonic images and a CNN, and is significantly more accurate than traditional NDE sizing methods. 

7.3. Suggestions for future work 

7.3.1. Learning interpretable features 
Fitting a shape to ultrasonic images (as GFA does) provides a general-purpose way to extract 

interpretable and informative features, but still discards a lot of the information present in the raw 

images, and high-performing data analysis is reliant on choosing an appropriate shape. A CNN learns 

optimal features from the training set but is not interpretable. Ideally, performative and interpretable 

features could be learnt from the training set. One route to achieving this would be to fit a large number 

of shapes to the training data and enforce activation sparsity on the first layer of the sizing neural 

network. This is akin to the aim of sparse identification of nonlinear dynamics (SINDy) [152]. Another 

approach worth investigating would be to build a CNN with restrictions/regularisation applied to the 

filters, ensuring that they could only apply interpretable transformations. A framework to achieve this 

kind of regularisation does not currently exist, as it is challenging to mathematically define the 

interpretability of a transformation.  

7.3.2. Standardised training sets for NDE 
For computer vision there are many publicly available data sets such as ImageNet [65] and CIFAR-10 

[66] which can be downloaded and used to develop and evaluate ML algorithms. This lowers the barrier 

to research that comes with having to gather and label data sets, makes results easy to compare with 

other work that uses the same data set, and unlocks the ability to use pre-trained networks and transfer 

learning. There are a small number of large, publicly available data sets for NDE, such as GDXray [71] 

for X-ray testing and USimgAIST [70] for ultrasonic wave propagation, but these are both quite limited 
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in scope and small in size comparative to most computer vision data sets. Due to the diversity of NDE 

inspections it is likely impossible to form a ‘one size fits all’ data set, but large publicly available data 

sets for the main inspection modalities would be of great value to the field. Data fusion across modalities 

could also be achieved with standardization of data set’s metadata (i.e., component geometries, 

inspection conditions etc.).  

7.3.3. Incorporating NDE knowledge into ML 
There is growing research interest in incorporating domain specific knowledge into ML using physics 

informed neural networks (PINNs) [153]. To date, the application of PINNs has been limited to 

problems that can be expressed as solutions to partial differential equations [154], [155]. This has been 

implemented for ultrasonic NDE crack characterisation by solving for sound speed in the wave 

equation, using surface wave measurements [156]. However, there is much more information and 

knowledge associated with every inspection than just the wave equation (e.g., structural geometry, 

material properties, likely defect types, inspection conditions). An interesting research goal would be a 

general purpose NDE-ML approach that could learn to solve any NDE inverse problem, while making 

use of all prior knowledge about the inspection, understanding of physics, and large sets of varied 

training data. This seems like a ‘moon-shot’ with today’s ML technology, but if achieved it would be 

transformative for automated data analysis in NDE.  

7.3.4. Communication with end-users and standards boards 
As well as technical advancements, another key factor in enabling the application of ML to NDE 

industry is communication between researchers, end-users and standards boards. Research must ensure 

that it is tackling real problems, rather than ‘low hanging fruit’ such as lab condition accuracy gains 

that cannot be replicated reliably in actual inspections, and research will never be implemented if not 

communicated to the people who could use it.  
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