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Glossary 

Term Description 
Data ecosystem A data ecosystem is a collection of infrastructure, analytics, and applications used 

to capture and analyse data. The term ecosystem is used rather than 'environment' 
because data ecosystems are intended to evolve over time and the term refers to 
interactions between multiple data users. 

Data trusts A data trust is a mechanism for individuals to take the data rights that are set out in 
law and pool these into an organisation - a trust - in which trustees make decisions 
about data use on their behalf. 

Data value 
chain 

Viewing data use as a process with stages increasing the value of data, a sequence 
also called the 'data lifecycle'. 

Economies of 
scale 

Economies of scale (also referred to as supply side economies of scale) occur where 
production of a good on increasingly large scales tends to lead to increasingly low 
costs per unit made. 

Economies of 
scope 

An economy of scope means that the production of one good reduces the cost of 
producing another related good. 

Externality A secondary or unintended consequence that affects a person, organisation or 
group without their involvement in the underlying transaction. An externality can 
be either beneficial (‘positive’) or costly (‘negative’). 

Friction costs Costs incurred executing a transaction, such as in product information gathering. 

GDPR General Data Protection Regulation is regulation on the handling of citizens’ 
personal data by public and private sector organisations.  

Non-rivalrous Non‐rivalry means that one person’s enjoyment of a good does not diminish the 
ability of other people to enjoy the same good.  

Non-excludable Non‐excludability means that people cannot be prevented from enjoying the good. 

Network 
externalities 

A network effect (also called demand-side economies of scale) is where the value a 
user derives from a good or service depends on the number of users of compatible 
goods or services. They are typically positive. 

Open data Open data is a dataset that: 

● Meets certain standards of accessibility (usually meaning published online). 

● Structures in a way that is machine-readable; and 

● Can be used by anyone for any purpose (because of the licence that it is 
published under). 

Personal data Data from which a person can be identified is personal data, including data that can 
be combined with other information to identify a person.  

Personal data 
store 

A Personal Data Store helps gather, store, manage, use and share personal 
information. 

Public good A commodity or service that is made available to all members of society. 
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Term Description 
R&D 
externalities 

Indirect, external effects of research and development, such as the general increase 
in knowledge for society through R&D. 

Spillover Effects on parties not involved in an underlying transaction - similar to externalities 
- but ones that could be ‘internalised’. Internalised means the benefits or costs are 
somehow recouped by the parties involved in the underlying transaction. 
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Executive Summary 

1. This study was commissioned by the Department for Digital, Culture, Media and Sport to: 

● Identify the likely positive and negative externalities of data use (that is, the wider social 
impacts of data use) and  

● Provide an assessment of the viability of methods that could be used to value them.  

2. The study is primarily based on a literature review. This was substantiated by interviews with a 
range of relevant policy, academic and practitioner experts. 

Data use externalities 

3. An externality is a secondary or unintended consequence that affects a person, organisation 
or group without their involvement in an underlying transaction or process. A classic example 
is the impact on property prices caused by a desirable or undesirable new development 
nearby (such as a golf course, or airport) 

4. Markets are typically less efficient when externalities occur, so it is important to understand 
when, where and to what extent they happen so proportionate responses can be 
implemented.  

5. The characteristics of data and data use mean externalities occur in a wide range of activities 
and sectors that use data. 

Typology of Data Use Externalities 

6. The research for this report has developed a typology of externalities of data use: 

● Supply-side externalities, associated with producing data products (these are divided in 
this report into economies of scale, and economies of scope 

● Demand-side externalities, including economic efficiencies as services and products are 
consumed or enter markets (divided into friction costs and network effects) 

● Legal externalities are the indirect effects on rights such as those associated with personal 
privacy or intellectual property 

● Wider external effects are all other externalities associated with data use, including 
environmental changes from greater efficiency, the cost of the unpaid labour needed to 
create some data, and other social externalities 

Locating Data Use Externalities  

7. The research also looked into what kinds of data use activities might lead to which 
types of externalities.   
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Measuring Externalities in Data Use 

8. Three approaches were considered in this report, modelling approaches, willingness to pay/ 
willingness to accept surveys, and other types of econometric approaches (such as regression 
analysis).  

9. The findings of this report are that each approach: 

○ has been used already within data policy to further our understanding of the 
contribution of data use and the impact of externalities 

○ has strengths and weaknesses, and could benefit from being used together in some way; 
this has typically not been done so far in the literature analysed. 

Recommendations and next steps 

10. This report highlights how important the design of any valuation study is, with this often 
requiring some tailoring of the research method to the issues being considered. 

11. Research on the cost to businesses of cyber security and data breaches appears to be 
the most developed area of data use externalities. While this is promising, it also 
indicates more work is needed on the valuation of data use externalities. 

12. Policies improving data sharing are a stage later in the value chain than the generation of 
data, at the aggregation/analysis stage. The focus is enabling controlled data sharing, 
balancing privacy and security negative externalities with the potential benefits from re-use. 
The policies are often sector or use specific and enable the wider ecosystem to access data. 
These areas may be ones where data use externality valuation techniques can be used 
tailoring to the specific sectors, uses and the stage in the data value chain.   
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1. Introduction 

1. The National Data Strategy sets out the opportunities associated with data use.1 Data and its 
use can impact economic and social outcomes in positive and negative ways. Firms use large 
volumes of data to spot patterns and gain insights, monetising these in various ways.2 They 
also typically put considerable effort into protecting the security of their data to prevent 
misuse. At an individual level, sharing information with an app might facilitate use of a helpful 
service like tailored travel alerts. If there’s a cyber attack however, you may then get nuisance 
calls or spam. 

2. The concept of an externality helps understand these wider social and economic harms and 
benefits. An externality is a secondary or unintended consequence, positive or negative, that 
affects a person, organisation, or group without their involvement in an underlying 
transaction or process. 

3. Any externality of data use can lead to inefficient behaviours, as businesses, consumers and 
other economic actors use data without regard for these external effects. These inefficient 
behaviours are sometimes called “market failures”. 

4. This study was commissioned by the Department for Digital, Culture, Media and Sport to: 

● Identify the likely positive and negative externalities of data use 

○ Understand whether these externalities arise at a particular point of the data 'life cycle' 

○ Review the existing estimates of the scale or scope of these externalities 

● Provide an assessment of the viability of methods that could be used to value externalities: 

○ What are the types of methods that have been or could be used to capture the value of 
externalities arising from data use 

○ Assess the viability of these methods, to inform future research.  

5. The findings come mostly from a literature review. Alongside this, interviews were conducted 
with policy makers and academics researching the economic and social impacts of data use.  

This report 

6. Chapter 2 expands on the definition of externalities, and then considers the types of 
externality identified through our research: 

○ ‘Supply-side’ externalities that are associated with producing data products (or other 
products) 

○ ‘Demand-side’ or economic efficiency externalities, that are likely to appear as services and 
products are consumed or enter markets  

                                                       
1 DCMS (2020) 

2 Ker and Mazzini (2020) 
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○ ‘Legal’ externalities, which cover effects on the individual, entity or system affected such as 
effects on privacy or intellectual property  

○ ’Wider environmental and societal’ externalities, effects beyond those relating directly to 
data use such as reduced carbon emissions from improved efficiency. 

7. Chapter 3 discusses the ways data is used within organisations and within the data ecosystem. 
For both of these, it explores when these types of externality are likely to occur. The chapter 
highlights the importance of “platforms”. 

8. Chapter 4 considers how data use externalities are associated with specific policies, covering 
open data standards and the use of settings that enable data sharing while retaining controls 
that mitigate harm. 

9. Chapter 5 looks at approaches that estimate values of these externalities,including:  

○ ‘Modelling’ approaches, which has been used to estimate the value of externalities 
(sometimes called “shadow prices”) 

○ ‘Willingness to pay/ willingness to accept’ surveys, which collect data about what 
individuals are prepared to pay or have paid in relation to externalities 

○ ‘Econometric approaches’, where the effects of policies – with a focus on tackling market 
failures faced by businesses – are assessed using firm-level or similar detailed data.  
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2. Defining data use externalities 

Chapter summary 
● This chapter covers: 

○ How characteristics of digitised data3 and its use make understanding externalities 
an important facet of the ‘life cycle’ of data; and 

○ Different types of ‘externalities’. 

● People and businesses4 can benefit or suffer from data and data use even when they did not 
directly spend time or money in that data’s creation, curation or analysis. These benefits or 
costs are called ‘positive’ and ‘negative’ externalities.5 

● This is because of the particular characteristics of data, namely that: 

○ Data is ‘non-rival’ in nature. That means that it can be used by more than one actor 
simultaneously without impacting other users or uses, for approaching zero extra 
cost and hence moving, sharing or publishing data is easy 

○ Data typically represents information about people, things or events, in a condensed 
(numerical) format and hence mathematical or statistical summary are easy 

● Markets are typically more efficient when the benefits of a product or service benefit the 
buyer exclusively, and the profits go to the seller exclusively. Understanding externalities 
and building them into transactions is therefore an important part making markets more 
efficient. 

● Externalities take different forms. Those that relate to data use identified in this research are 

■ Supply-side 

■ Demand-side 

■ Legal externalities, and  

■ A wider set of indirect effects 

  

                                                       
3 for the rest of this report, ‘data’ is used to mean ‘digitised data’ unless otherwise explicitly mentioned 
4 in economic terminology the term ‘actor’ or ‘party’ is used to describe people and businesses involved in a 

behaviour or transaction 
5 an example of positive externalities is when Transport for London published real-time operational data, 

which was then used by the public and software developers 
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Introduction 

1. For conventional private goods, which can only be used by one person at a time (they are 
rival)6 and others’ use can be prevented (they are excludable), markets typically work well (see 
Figure 2.1 below).  

2. Where goods or services don’t meet these criteria, issues such as the free rider problem arise. 
The costs and benefits of a transaction increasingly affect people beyond the transaction 
itself, and the incentive for individuals to sell or buy them diminishes. 

3. A positive or negative externality can, over time or through regulation of some kind, become 
internalised. This is when the externalities are factored into the transaction price. This process 
of internalising externalities is a key part of making markets work efficiently.7 

4. Data is not a conventional private good. Data can be replicated at approaching zero cost, or 
accessed by multiple people from a single source. In these ways data can be non-rival.8 And 
any structures to exclude others is in this context of data being easily replicated and re-used 
multiple times.  

 

Figure 2.1: Rival and Excludable Goods 

Rivalry and 
excludability are 
spectrums rather than 
binaries. With some 
goods and services, 
such as an apple, one 
party consuming all of 
it prevents another 
from consuming any of 
it. With other goods, 
such as a beach or a 
road, many parties can 
consume it but after 
certain thresholds 
there are diminishing 
returns, i.e. the beach 
is full or the road is 
congested. 

Data can be located 
anywhere on this grid. 

 

 Rivalry at the point of consumption 

High Low 

Excludability 
at the point of 
consumption 

High Private Goods 

For example, an 
apple 

Club Goods 

For example, paid 
data standards 

 Low Common Goods 

For example, coal 
fields 

Public Goods 

For example,  

National Defence 

 

 

                                                       
6 Bolded terms are defined in the glossary 
7 Inefficiency might look like, for example, underinvestment in R&D given that others might benefit from 

your ideas. 
8 Haskell & Westlake, 2018, p. 65 
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5. The potential for externalities to occur when data is used is high.9 Non-rivalry enables the 
combining and re-use of data for different purposes. For example, a person's activity tracker 
created by a smartwatch - a datafile created to understand fitness - can be combined with an 
individual's credit file - a dataset to understand credit worthiness - and used by a marketing 
firm to increase sales and profits, by advertising the right trainers at just the right price point.  

6. This data use may have externalities. The marketing firm could use data to establish that 
fitness inclined people are prepared to pay a higher price. The right price for another person 
may become higher, a negative externality of the original data use. Equally, an unrelated 
person may benefit if the marketing firm’s insight sets in motion a change so that the right 
trainers are produced more cheaply. People may feel their rights are being compromised 
through uses of data to which they did not consent or understand. 

7. The types of externalities that arise can be summarised as: 

● Supply-side externalities: Economies of scale and economies of scope in the use of data 
and the innovation aspects. 

● Demand-side externalities: Reduced friction costs in markets and network spillovers from 
the use of data. 

● Legal externalities: Privacy and data security externalities. 

● Wider external impacts, recognising that data use can meet other policy objectives such as 
environmental or societal impacts. 

The following sections provide more detail on each of these types of externality. 

Data use externalities 

Supply-side externalities 

8. ‘Supply-side’ here refers to externalities that indirectly act on the companies that provide the 
products or services. They can be further subdivided into Economies of Scope and Economies 
of Scale.10  

○  Economies of Scope can occur by re-using and combining existing data for a new purpose. 
This occurs when data is shared, as the same data need not be recreated multiple times, 
and when data created for one purpose is used for a new purpose.11  

○ Economies of Scale are the reduction in per unit costs of a product or service as the total 
quantity of production increases.12 

                                                       
9 London Economics (2020) maps the economic effects. 
10 Ctrl-Shift, 2018 and Martens, 2021 
11 For example, businesses provide details about their products online, which can then be aggregated with 

other business product information and turned into a product or service itself, which benefits 
consumers as a whole (Jones and Tonetti, 2020).  

12 For example, as the number of data points grows about consumers' actions, research done more 
accurately represents reality and hence can lead to more efficient product development, more tailored 
products or marketing (Aswani, 2017; Cameron, 2015; Leroux, 2016). 
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9. Some of these supply-side externalities are internalised,13 which can lead to some companies 
getting and staying ahead of their competitors (‘winner takes all’ scenarios)14 (see demand 
side externalities below, and Chapter 3). 

 

Demand-side externalities 

10. Demand-side externalities are factors that relate to those who purchase products or services. 
They can be subdivided into Friction Costs and Network Externalities 

○ Friction Costs are all non-direct costs.15  

○ Network externalities occur where products or services interact and reinforce one another, 
such that the value changes with changes in numbers of users.16  

Legal externalities 

11. Legal externalities relate to both Intellectual Property Rights and Personal Privacy and 
Protection. 

○ Intellectual property rights stem from data creation having a cost, while data can be copied 
and disseminated quite easily. This means the property rights framework is associated with 
externalities.17 

○ Personal Privacy and Protection externalities relate to data that can be used to understand 
aspects of an identifiable individual’s private life.18 

Wider external effects of data use 

12. These are more diffuse or less directly traceable to data use. They include: 

○ Environmental externalities. There are both positive and negative impacts on the 
environment resulting from data use, emissions caused by the infrastructure on which data 

                                                       
13 That is, the costs or benefits eventually get factored into the price of the services or products. 
14 Jones and Tonetti (2020), CMA (2020) 
15 For example, technological changes mean a product is sold online, rather than needing retail space, 

(Almunia, 2012; Goldfarb and Tucker, 2019, p.3; Shapiro and Varian, 1999)or digital verification makes it 
easier to certify trustworthiness or reputation (Brynjolfsson and Smith, 2000; Brynjolfsson et al., 2006) 

16 For example, data driven businesses which act as an intermediary like Facebook or Uber become more 
useful with more users; or transport authorities may see wider network impacts as better-informed 
consumers means lower demand at peak times ( London Economics, 2020; CTRL-SHIFT, 2018; Deloitte, 
2017). 

17 Martens, 2021. 
18 For example, when an individual shares data with a company but doesn’t know the company sells it on in a 

way that compromises individual’s privacy (Jones and Tonetti, 2020; Acemoglu et al., 2019, p. 3 
;Nissenbaum, 2011) or a company pays for cyber security to help prevent a breach (Bandhyopadhyay et 
al., 2009) 
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relies (which come with an environmental cost), as well as reductions to emissions 
following e.g. R&D and streamlining of business processes, or moving services online.19 

○ (unpaid or underpaid) labour costs of data creation. Much of this is paid, but some unpaid 
individuals (for example leaving reviews on websites, providing data about themselves as 
they transact) do not get paid for the benefits companies then derive.20 

○ Social externalities 

Concluding points 

13. These externalities occur in a wide range of activities and sectors, because data use is so 
ubiquitous. The challenge is to locate where the externalities might arise in a manner to 
facilitate analysis and evidence gathering. 

14. A further challenge is differentiating effects that are internalised or should be integrated into 
the value generation of the data owner from the effects that are indirect. There is a dynamic 
to this, with externalities becoming internalised due to changes in market structure or 
policies. For example, the incentive to bring complementary datasets together can incentivise 
mergers or data-related barriers to competition.  

                                                       
19 There have been studies on the carbon footprint of the cloud and – in the wake of the pandemic – studies 

looking at the natural experiment of switching activities that did not use data (e.g. conferencing) to 
online data-using services (e.g. Burtscher, 2020). 

20 Diepeveen and Wdowin, 2020; Savona, 2019. A distinction is made by Statistics Canada (2019) between 
data that is produced by businesses and governments for their own use but not sold in the marketplace, 
and data that is supplied by households to businesses and governments as payment-in-kind in exchange 
for other services, as is the case for Facebook, Google and many other online service providers. 
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3. Locating externalities 

Chapter summary 
● This chapter covers: 

○ Data value chains (that is, the different stages of data use and where costs 
and benefits accrue) 

○ The wider data-use ecosystem 

○ How the different types of externality described in chapter 2 fit within both 
the value chain and the data-use ecosystem 

● The data value chain involves the processes of: 

○ Data generation 

○ Data collection or aggregation 

○ Data analysis 

○ Data exchange 

● Along the data value chain: 

○ Supply side externalities mostly occur at early stages (planning, curation and 
analysis) 

○ Demand side externalities mostly occur at later stages (sharing/ publishing) 

○ Legal externalities occur along the entire value chain (as different actors are 
involved) 

○  Wider external effects of data use mostly occur at later stages 

● This report considers the actors in the data-use ecosystem to include: 

○ Researchers and academics 

○ Regulators for data privacy and legal issues 

○ Standardisation bodies 

○ Investors, venture capitalists, and incubators 

○ Organisations providing resources and services to develop the commercial potential 
of the ecosystem. 
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Introduction 

1. This chapter looks at evidence around where externalities might occur. There are two ways to 
look at this.  

○ The first characterises data use as a linear process, a sequence commonly called the 'data 
value chain' or 'data lifecycle'.  

○ While externalities will derive from activities in the data value chain, their indirect effect 
can fall outside the actors involved in the chain. Therefore this report considers approaches 
that articulate the wider set of stakeholders that are involved or affected by data use, a 
'data ecosystem'. 

Data value chains 

Data use and adding value 

2. The way data is used by organisations can be broken into stages that add value, see 
Figure 3.1.21 There is no single, widely-agreed approach, but the value chain is 
typically broken into: 

○ Initial stages of data identification, generation 

○ ‘Collection’ stages that involve capture, collection, storage, cleaning etc,  

○ ‘Analysis’ stages of data processing, statistical analysis, linkage etc22 

○ ‘Exchange’ stages involve data sharing, publication, deriving insight, repurposing and or 
utilising data for financial or public benefit.23  

3. Data's value increases as it moves through the value chain, with raw individual data carrying 
the lowest value. The aggregation of data, and its treatment, add or give it value.24  

                                                       
21 Diepeveen and Wdowin (2020), Mawer (2015) and Corrado (2019) 

22 Mawer, 2015; Corrado, 2019; Savona, 2019 
23 there are many other models, see ODI (2018b) 
24 OECD, 2015; Schimmelpfennig and Ebel, 2016; Brynjolfsson and McElheran, 2019 
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Figure 3.1: Developing the value chain looking at underpinning activities 

The simplified data value 
chain is derived from 
GSMA (2018) and OECD 
work (Nguyen and 
Paczos, 2020). The 
GSMA work explores 
data value with an 
industry structure 
perspective. The nature 
of data results in a 
tightly integrated value 
chain where the 
organisation that 
collects the data is very 
likely to keep control 
and ownership of that 
data through all steps 
towards developing the 
final output. Nguten and 
Paczos look specifically 
at international data 
flows from a business 
perspective. 

 

Externalities and the data value chain 

4. Much of any value added is captured by the organisation or other actors in the chain. 
It is internalised in business profitability, remuneration for employees, price changes 
and quality improvements for consumers enhancing market shares for producers. 
Where the overall outputs are for a public good, the value added may be in terms of 
services delivered. 

5. However, along the data value chain, it is possible to locate where externalities might occur, 
summarised in Table 3.2 below.25 

  

                                                       
25 This table summarises insights from a range of case studies (Lammerant et al, 2015, Wdowin and Diepeveen, 2020) 
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Table 3.2: Externalities emerging from activities in the value chain  

 Generation Collection/ 
Aggregation 

Analysis Exchange 

Supply-side: Economics of scale ●  ●  ●   

Supply-side: Economics of scope ●  ●  ●   

Demand-side: friction costs    ●  

Demand-side: network effects    ●  

Legal externalities: Intellectual 
property 

●  ●  ●  ●  

Legal externalities: Personal 
Privacy and Protection 

●  ●  ●  ●  

Wider external effects: 
Environmental 

 

  ●  ●  

Wider external effects: (unpaid) 
labour costs 

 

 ●    

Wider external effects: Social 
externalities 

  ●  ●  

 

Understanding the ecosystem and locating externalities 

6. The ODI has defined a data ecosystem as consisting of : 

○ Data infrastructure – such as data assets, standards, technologies, policies 

○ People, communities and organisations that are affected by the value created by it26  

○ Market structure in which the data value chain operates 

○ Actors not integrated into the data value chain but affected as data is used.27 

                                                       
26 ODI, 2018b 
27 GSMA, 2018 
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Figure 3.2: Developing the value chain through an ecosystem approach 

 

Adapted from Curry et al. 2016 

7. An ecosystem approach can be used to locate what kinds of actors are affected, and in what 
ways, by data use indirectly.28 This report found that the existing evidence base is not 
currently broad enough to complete such an analysis.  

Internalising effects within the ecosystem 

8. An increasing number of mergers in the digital sector involve data, with potential reductions 
in competition and increasing barriers to other market entrants.29 Businesses holding data 
may refuse to provide access to other firms, or the dominant firm may collect excessive 
amounts of data.30 

9. A feature of many internet and data driven businesses is that they are platforms. They act as 
intermediaries that bring together different players in the data value chain. There may be 
scope to provide multiple services, with companies expanding into and operating in adjacent 
or even unrelated areas, either launching new services themselves or acquiring other 
companies. 

 

                                                       
28 For example, the publication of TfL transport data led to app developers being able to create citymapper, 

which in turn benefitted the wider public. ODI, 2018b; Deloitte, 2017 
29 Argentesi et al. 2019; Grunes and Stucke, 2016; Furman et al., 2019. 
30 Autorite de la Concurrence and Bundeskartellamt, 2016; Scott Morton et al., 2019 
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Figure 3.4: CMA Illustration of the Facebook ecosystem  

 

The Competition and Markets Authority (CMA, 2020, p57) presents an illustration of both Facebook 
and Google’s ecosystem. Here the Facebook example illustrates: 

● successful digital companies in recent years have built large ecosystems of complementary 
products and services around their core service. 

● the channelling of online activity into these ecosystems. 

 

10. Figure 3.4 indicates a use of an ecosystem analysis. A set of consequences identified are that 
entry would be deterred and that market control insulates the most profitable aspects of the 
platform such as advertising. 

11. Beyond these costs to the ecosystem as a whole, there are benefits including integration of a 
wide range of products and services which can deliver efficiency savings, potentially reducing 
prices. It can also improve the consumer experience overall, by increasing the ease with which 
a range of different services are accessed. 

12. Recent initiatives such as Open Banking has focused on data portability as a means to reduce 
the friction costs borne by users on moving to other suppliers of services. However, these do 
not change data driven network effects. 31 

Concluding points 

13. This chapter is primarily offering tools to locate the externalities that occur as data is used. It 
explores where a search for externalities might focus. The ecosystem approaches provide a 

                                                       
31 Martens et al 2020; ODI and Fingleton, 2019 
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toolkit that could be used to locate who may benefit or lose from data use externalities. While 
case studies using this approach exist - namely CMA digital advertising study, and TfL Open 
Data Evaluation by Deloitte - further research could develop this.  
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4. Externalities and data interventions 

Chapter summary 
● This chapter covers three policy case studies: 

○ Open data standards 

○ Secure research environments 

○ Personal data stores 

● The themes covered include  

○ Opening data and data standards 

○ The use of settings and standards that enable data sharing which have the controls 
to mitigate the negative externalities that may arise 

Introduction 

1. This section looks in detail at the externalities of three policies, open data standards, secure 
research environments, and personal data stores. 

2. Information for this section was gathered from 

○ evaluative literature on each policy 

○ Interviews with relevant policy makers and researchers at bodies from ODI, OECD, Nesta, 
DCMS, TfL, Mydex and ONS.  

Open data standards 

3. Open data standards are reusable agreements that make it easier for people and 
organisations to publish, access, share and use data. Their development has been a feature of 
the opening of (public) data and this has been integrated into government with the creation in 
March 2020 of a UK Data Standards Authority. This section reviews two evaluations of case 
studies of this kind of intervention. 

○ One case study evaluated standards for the open data about leisure activities.32 It centres 
on the operational data held by leisure centres about sports and other leisure activities that 
can be booked by members of the public. The study highlights that the standards were 
developed to internalise externalities, with a first focus being the search costs for those that 
would like to use leisure facilities. Data about leisure activities was made accessible so that 
developers could create apps embedding the data and enabling users to easily view what 
activities were on offer and book the right activities for them. The direct effects were 
reduced friction costs as search for leisure activities became easier.  

○ The evaluation explores other outcomes and links the data use to increased physical 
activity. The study models impact including a reduction in premature deaths, health cost 
savings and increased productivity. While the model can be criticised due to its reliance on 

                                                       
32 Frontier Economics 2019 
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the assumptions that underpin their estimates and the simplified approach taken to link 
new users to the impacts, it develops evidence around indirect benefits of data use. 

4. The other case study is the well known evaluation of the opening of Transport for London data 
using a standard.33  

○ Users can make better decisions on when and how to travel, which can improve transport 
system efficiency. There may be spillovers, in that the better decision making at traveller 
level could then affect all travellers if – for example – it leads to lower fares or reduced 
crowding. 

○ Opening data enables those with appropriate skills to develop applications Interviews with 
those that worked on this policy suggest that 

4.○.1. Capturing indirect benefits were an explicit part of the reason for the policy. 

4.○.2. The incentives and instructions to put data online did not then guarantee the data 
would be used, and it could remain under-analysed or unused. 

4.○.3. Returns could be lower in open data applications due to entry costs being low. This 
then did highlight the need to both open data and have parallel open data standards to 
facilitate further re-use. 

 

Data access enabling research and development 

ONS Secure Research Service 

5. The Office for National Statistics has developed a Secure Research Service. This is a secure 
setting, providing access to data that has been made as safe as possible but within technical 
and procedural constraints that remove the chance of a disclosure of sensitive data. This was 
designed to balance the trade-off between analysis of rich data sources and the risk of 
compromising privacy. 34  

6. In the environment, a combination of measures enables researchers to use the data, provide 
analytical outputs, link administrative and survey datasets together. Recent outputs include 
analytical efforts to understand the health surveys and records during the Covid crisis. 

7. ONS are developing an evaluation framework for the impacts of the access they provide.  

                                                       
33 Deloitte, 2017 
34 Desai et al., 2016 describe the “Five Safes” framework. 
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Smart Data initiatives 

8. Smart Data policies include Open Banking.35 Beyond primary goals of improving 
banking experiences for customers, these facilitate secure accessing and sharing of 
data.36  

9. Infrastructure for this has been rolled out, reducing barriers to entry through easing 
customer signing up, reducing the friction costs of transacting and setting up 
accounts.37 This touches on portability of data, where individuals have a means to 
transfer their data to a third party securely. 

10. Innovation facilities that afford access have been developed. Alongside access to data, 
there is a significant level of business incubation, with open banking projects providing 
start-ups and small businesses with support through funding, technical, legal, 
marketing, and commercial assistance. A focus is the legal and privacy aspects of a 
route to market for any applications developed, given the sensitivity of the data, such 
as the European Commission sponsored Data Pitch. 

Discussions about enabling R&D using data 

11. Interviews with those that worked on these policies highlighted the following themes:  

○ Given the sensitivity of the data, the actions to mitigate the negative externalities (data 
protection of personal data, vetting of those accessing the data) helps ensure positive 
outcomes.  

○ There was a recognition of open data increasingly being complemented with data sharing 
that was more closed.38 It was felt that some bodies which held data are moving to more 
collaborative research projects with businesses and not-for-profit organisations to help 
develop new products.  

○ The balance between widening data use and the privacy of data collected in operational 
settings was highlighted. The example of transport data was given, which can be disclosive 
even if all the normal personal identifiers are removed, because they can still demonstrate 
patterns of travel.  

○ Any data sharing draws in the skills and capabilities of the wider ecosystem, especially the 
“creators” (i.e. app developers), delivering new services to segments that otherwise would 
not benefit.  

                                                       
35 The focus for Open Banking specifically, is banking data of SMEs and one million consumers. It enables 

mechanisms by which the consumer gives consent to a third party to initiate payments, submit 
confirmation of funds requests or access account information held at their bank.  

36 DCMS, 2020 
37 ODI and Fingleton, 2019 

38 in the terms of the ODI Data Spectrum 
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○ The value of the indirect effects of data use are difficult to measure and include crucial 
measurement gaps, such as locating the costs and benefits in nations when activities and 
uses were global. 

○ Benefits have been substantial but there are costs associated with mitigating the negative 
externalities.  

○ Allowing researchers access through a safe setting involved technological, legal and 
operational investments.  

Personal data stores 
12. When organisations collect and hold data about people for their business needs, they will 

typically hold this on their own systems. Any legal permissions needed (e.g. under GDPR) will 
be obtained at the point of collection. In this way, if an individual wants to check or change 
these permissions, they will need to go to the organisations themselves. A personal data store 
is an alternative model for storing data, with data about an individual going into their own 
data store. The store then allows individuals to share chosen portions of this data with service 
providers under their control.  

Mydex CIC 

13. The Mydex CIC technology uses a system of ‘tokens’ that verify facts about citizens (such as 
proofs of address, age, disability or educational qualification), held safely in the citizen’s own 
personal data store. In this way, data from multiple sources about an individual is aggregated 
in their personal data store.  

14. If someone is eligible to receive a service or a benefit they are aware of, sometimes they are 
automatically eligible for other services or benefits which they aren’t aware of. Data 
passporting is a solution to this problem. Providers can match anonymised profiles of data 
held in the individual’s data store to the requirements for accessing other services. Data 
passporting is a process already used or enabled through other schemes, such as Open 
Banking.  

Discussion about data stores and data use externalities 

15. Citizens incur friction costs due to the time, effort and money they spend finding the 
information they need to access services, filling in forms and providing information about 
themselves 

16. A data aggregator reduces these friction costs in theory. For example, Mydex notes that 
citizen financial advice providers previously would have invested considerable time with a 
client to understand the individual’s financial position, but this activity was essentially already 
completed. 

17. As data stores can facilitate multiple uses of the same data (by providing a rich, secure, pre-
verified personal data store) there is potential to capture economies of scale and scope. 

18. There are investments needed to create a personal data store, such as setting up the 
technological and organisational processes to make data accessible to the store.  

19. The extent to which the potential benefits of personal data stores are realised in practice have 
not yet been evaluated. For example, there is the potential that privacy benefits are 
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exchanged for additional environmental costs, or reduced quality of research leading to no net 
changes to utility overall. 

Concluding points 
20. From the supply side, the interventions - particularly personal data stores - facilitate 

internalising many of the externalities of multiple uses of the same data (economies of scope) 
and then putting in place the structure across multiple individuals and organisations 
(economies of scale). There are trade-offs between benefits from sharing data (such as new 
products, better insights, more efficient delivery of services), and costs (investment in 
infrastructure and processes). 

21. Evaluations examining all the externalities discussed in Chapter 4 were not found.  
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5. Measuring externalities 

Chapter summary 
● This chapter covers approaches to valuing the externalities associated with data use: 

○ ‘Modelling’ approaches, which assess the overall value of data. 

○ ‘Willingness to pay’ surveys, which collect people’s views on the value of an 
externality in the absence of a market price. 

○ ‘Econometric’ approaches, using survey data and modelling to understand an 
externalities effect on productivity and firm-performance. 

Introduction 
1. As externalities occur beyond a transaction itself, there is no market price to value them. 

Valuing externalities is useful for: 

1.1. Helping to determine their importance 

1.2. Setting a budget for mitigating the risk of harms 

1.3. Promoting policies to enable positive externalities.  

2. The overall value of an external effect is often estimated using the value of some unit of an 
externality and multiplying by the quantity of an external impact. 

Modelling 
3. In this context, a model is a range of data and assumptions pulled together for estimation 

purposes, in this instance models are used to estimate externality impacts. They may be used to 
forecast the future outcomes or consider the impacts of a past policy.  

Applications in data use externalities 

4. Several studies have looked at the value of open data using a model. For example, TfL’s open 
data and digital partnerships has been valued, estimating the time savings for network 
passengers to be between £70 and £90 million per annum, which increases to £130 million per 
annum when wider effects are accounted for.39 The basis for estimates is the modelled levels of 
time savings monetised using values for time. 

5. Key to the approach is to estimate a set of outcomes that can be monetised. Data sharing could 
lead to new mobility solutions reducing congestion, improving freight efficiency, and causing 
fewer accidents. The different steps from data usage to the outcomes are modelled. Further, 
many of the impacts assessed are regarded as externalities, in that impacts such as reduced 
congestion would not be internalised. 

6. The Open Data Institute (ODI) commissioned evaluations to estimate the economic and social 
impact of its R&D programme. London Economics (2019 and 2020) produced a framework to 
assess the economic contribution. The analysis brought together quantitative and qualitative 

                                                       
39 Deloitte, 2017 
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evidence. It provides high level estimates of the economic impact and considers the 
reasonableness of findings using sensitivity tests.  

7. A theory of change underpins the modelling and is used to understand externalities. The 
method allows attribution, by breaking down the overall change into testable steps towards this 
overall effect including any that are not internalised. The study quantifies the economic value of 
a particular open standard.  

8. A case study approach is used to evaluate projects within the ODI’s R&D programme.40 One 
case study examined the impact of banks using a common standard to share bank account data. 
The research estimates the economic impact on the increase in new signups of third-party 
overdraft services since the introduction of the standard, an outcome that can be monetised. 
They estimate the potential savings to individuals in aggregate of between £1.3 and £2.2 
million.  

9. The dynamics after data use R&D can also lead to externalities. A J-curve over time is observed, 
observing early downward effects of R&D because of mismeasurement, missing impact and the 
up-front investments affecting outcomes adversely.41 There are then positive effects. The 
analysis then uses a model calibrated on R&D outcomes applying this to data using activity, 
artificial intelligence. The model estimates the spillovers and network type externalities. 

10. Industry studies have also looked at data use and the benefits of adopting digitalisation. The 
2017 Review into Industrial Digitisation was accompanied by a benefits model.42 The review 
captures benefits by looking at barriers removed following adoption of certain 
technologies,then modelling variations in: 

10.1. The uptake of different technologies (e.g., artificial intelligence, additive 
technologies) 

10.2. The uptake between different sectors  

Lessons from other policy areas 

11. Using models to quantify externalities is common; a stocktake in 2012 suggests DfT, DWP, DH 
and MOD each have over 50 business-critical models that are used for policy simulation, 
including estimating externalities.43 There is also guidance on proportionate quality assurance 
of models used in policy making.44 

12. Looking at the example of models built by DfT, there is guidance on modelling: 

12.1. Time and impact of improved travel time 

12.2. Preventing a fatality/accident (both used in transport appraisal) 

12.3. Carbon dioxide and other pollutants 

                                                       
40 Frontier Economics, 2020 
41 Brynjolfsson and Syverson, 2020 
42 Accenture, 2017 
43 MacPherson, 2012 
44 HM Treasury, 2015, The Aqua Book 
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12.4. Wider social policies, such as expenditure to government due to transition into 
employment 

13. Where values cannot be based on guidance, the Green Book suggests that survey-based 
approaches may be considered to provide estimates.45  

Valuations based on surveys 

14. Surveys can be used to ask large numbers of people or organisations about a given issue, 
and in that way get a representative view of scope and scale. For establishing the value 
of externalities (where there is no obvious market price) a traditional survey has limited 
use.46  

15. There are however types of surveys that estimate prices of goods and services that do 
not have a market price, broadly falling into two types: 

15.1. ‘Stated preference’ approaches. Simply put, these ask respondents their willingness 
to pay (WTP) or willingness to accept (WTA) compensation for a hypothetical change in the 
level of provision of a non-market good.47 

15.2. One of the strengths of stated preference approaches is their flexibility. They are 
applicable to a wide range of externalities and can use scenarios and carefully designed 
surveys to engage with past and future changes. The method is most robust when the focus 
is an item with which survey respondents are familiar. Often, this then means either using 
materials to enhance realism or placing into the survey design specific questions or 
alternative wordings of questions to test robustness. 

15.3. However, results of this type are often very different from prices elicited through 
more complex methods48.  

15.4. ‘Revealed preference’ approaches. These use observed behaviour to estimate the 
value of indirect effects. For example, by analysing house prices (observed behaviour) and 
data on the characteristics of region and economy, you can ‘reveal’ how much people value 
living near e.g. green spaces. 

15.5. Revealed preference approaches are most robust when there are natural 
experiments, allowing data to be collected over different scenarios.  

                                                       
45 HMT, 2020 
46 There are direct costs of data use which obviously don’t fall into this category. Notably, there are direct 

losses to business following a cyber breach. DCMS conduct an annual Cyber Security Breaches Survey, 
which includes questions on impact (including estimated costs) of cyber security breaches. Other 
surveys are used to collect similar information in other countries, such as SAS OpRosk Global Data, 
which compiles information on publicly reported operational losses in excess of US$100,000 (SAS 
Corporation, 2015). The sensitivity of collecting data about security breaches however remains high. 

 
47 Mitchell and Carson, 1989 
48 Benndorf and Normann, 2018 
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Applications in data use externalities 

16. Stated preference approaches are already used to explore the trade offs between security, and 
ease of use and detail of personal information..4950 This research looked at different options to 
mitigate privacy concerns, not values; consumers might:  

16.1. Accept targeted advertising using their data (i.e. some privacy loss) in exchange for 
free web services.51  

16.2. Pay a premium to purchase from firms with better privacy protection.52  

17. Many studies find a pronounced discrepancy between participants WTP and WTA.53 Individuals 
expect to be paid more money to share their data than they would be willing to pay to regain or 
retain their privacy.  

18. To some extent, this is unsurprising given the huge uncertainties that are involved in these 
decisions. It is near impossible for individuals to foresee what their data may be used for, and 
what the consequences for them personally might be.54 When answering survey questions, 
respondents might consider the potential benefits from sharing their data which they have 
come to expect, such as a more personalised offering, even if this is not explicitly part of the 
scenario. Indeed, individuals are willing to trade-in their personal information for targeted 
recommendations as in-kind payment.55  

Lessons from other policy areas 

19. Contingent valuation studies are common in a number of public policy areas. Transport Value of 
Time studies are commissioned by the government. The surveys establish a ‘value’ for reducing 
an hours delay experienced by one individual for different modes of transport.56  

20. This approach has benefited from verification through other research approaches, notably 
‘natural experiments’ including when congestion charges were introduced. As this changed real-
life patterns of travel, it provided evidence to check stated preference survey methods .57 

21. In other policy areas, the WTA:WTP ratio for a stated preference study has also been 
researched. Studies observe much larger ratios for environmental goods, such as protection of 
endangered species(sometimes on the order of 10:1, compared to similar studies on data 
protection referenced above of ~2:1) .58 The magnitude of this disparity remains to be 
explained, but a plausible account is that in the environmental context, a high figure for WTA 
reflects a kind of moral outrage. 

                                                       
49 e.g. direct financial rewards (Culnan and Armstrong, 1999; Laufer and Wolfe, 1977) and improved quality of service such 
as personalisation and social benefits (Chellappa and Sin, 2005; Smith et al., 2011) 

50 Savage and Waldman, 2015 
51 Schumann et al., 2014 
52 Tsai et al., 2011 

53 Winegar and Sunstein, 2019; Grossklags and Acquisti, 2007 
54 Acquisti and Grossklags, 2005 

55 Li and Unger, 2012 
56 See DFT, 2016 
57 Fezzi et al., 2014 
58 Cummings et al. 1986 
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Econometric approaches to external effects 
22. Econometric approaches are where data is put into a statistical model which incorporates 

economic theory, to better understand the relationship between economic variables. 
Econometric approaches are quite varied, and a range have already been used within and 
beyond data policy. 

23. When used to explore externalities, the challenge for these approaches is to identify what 
portion of effects seen on firms or the wider economy are due to externalities. For example, 
there are sectors of the economy that currently do not invest in artificial intelligence 
approaches that are likely to benefit but have been seen to under-invest. This suggests benefits 
are possible but would not be fully internalised, with the main mechanisms being the network 
externalities and reduced friction costs associated with data use. 

Applications in data use externalities 

24. There have been a number of studies that look at the impact of externalities using an 
econometric approach within data policy. Most notably: 

24.1. The OECD finds that firms that use data exhibit faster labour productivity growth 
than those that do not, by approximately 5% to 10%.59 

24.2. Research from the United States, being at the frontier of data-driven decisions in 
manufacturing, is linked with improvements in revenue-based productivity of 4% to 8%.60 
The authors show that timing, however, is essential. Leading adopters of data analytics are 
receiving the biggest gains, while laggards that reach the frontier later tend to have lower 
net benefits or none at all.  

24.3. Analysis of German firm-level data finds evidence that use of data and analytics 
increases the likelihood of a firm becoming a product innovator, as well as for the market 
success of product innovations.61 These results hold for both manufacturing and service 
sectors but are contingent on firms’ investment in IT-specific skills. Others have 
documented similar findings.62 

24.4. A survey of 500 UK firms which are commercially active online found using data that 
online activity is associated with higher productivity. 63 The authors found that the type of 
data use that had the greatest impact on productivity was ’data analysis and reporting of 
data insights’ , whereas amassing data has little or no effect on its own.  

Lessons from other policy areas 

25. Econometric approaches that assess wider economic impacts of data use rely on firm-level data. 
This allows the impact of, for example, benefits from R&D to be assessed and tracked at firm-
level.  

                                                       
59 OECD, 2020 

60 Brynjolfsson and McElheran, 2019 
61 Niebel, Rasel and Viete, 2018 
62 Bajari et al., 2019; Wamba et al., 2017 
63 Bakhshi, Bravo-Biosca and Mateos-Garcia, 2014. In this study, ‘using data’ about online activities included the collection, 
analysis and deployment of online customer data. 
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26. The spillover effects of multiple similar companies operating in a geographically similar area 
(referred to as ‘agglomeration effects’) have been studied in this way. Research indicates that 
firms benefit from economies of scale (which are internal to the firm) and network effects 
(which exist between firms) through: 

26.1. Network drivers, such as a location providing pools of workers who have a variety of 
skills 

26.2. Increasing returns to scale (within firms) in intermediate inputs and/or  

26.3. Relative ease of communication (between firms) and obtaining supplies, workers, 
and innovative ideas due to the proximity among firms.  

27. Through these mechanisms, when firms in related industries cluster together the costs of 
production may decline due to competing multiple suppliers, greater specialisation, and division 
of labour.The disadvantages of competitors taking customers are therefore sometimes 
outweighed by the advantages of that cluster attracting more suppliers and customers than a 
single firm could have done alone.64 

28. These externality effects have been measured and valued for integration into value for money 
modelling. Underpinning transport guidance are estimates derived from estimates of the 
spillovers, so that transport interventions can consider these impacts as schemes are 
assessed.65  

29. This type of analysis has been carried out on digital clusters.66 This evaluation of the impact of 
the Tech City programme in London found that the policy increased cluster size and density, 
especially for ‘digital tech’ plants, where revenue/worker and high-growth firm activity also 
rose. But for a larger set of incumbents ‘digital content businesses, the policy also led to de-
concentration and lower revenue productivity. 

Concluding points 

30. There are methods with quite mature applications in other sectors that can inform our 
understanding of the scale and scope of externalities within data policy; indeed, this is already 
happening. 

31. Each set of approaches considered here have costs and benefits, which implies deploying these 
methods in a coordinated way for triangulation.  

32. All these methods, modelling approaches especially, rely on ultimately subjective decisions 
about what impacts are included and accounted for, studies such as the 2017 Review into 
Industrial Digitisation highlight the benefits of:  

32.1. Expert groups to calibrate and validate model assumptions 

32.2. Assuring quality by comparing results from other models and running sensitivity 
analysis.  

                                                       
64 Glaesar and Mare, 2001 
65 Venables et al., 2014; DFT, WebTAG, 2018 

66 Nathan, 2019 
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6. Conclusions 

1. Some themes emerge looking across the literature reviewed, discussions with experts and 
placing the evidence about data use externalities within a framework. 

2. The externalities associated with data use are often analysed in terms of opening data. There 
has been a drive to release data held by public bodies. This can be understood in terms of 
externalities, a means to capture indirect external effects further down the value chain. Further, 
the early action has relatively low indirect and direct costs. Privacy externalities for open data 
are low as they are usually anonymised. Data costs are minimal as data is the by-product of 
other activities. 

3. However, there is a need to consider how wider data use can be enabled where data cannot be 
opened. The spectrum of data types means that not all data is suitable for openness. This study 
has sought to understand where external effects will be important, in terms of the data value 
chain and the data use ecosystem. This proves useful because it provides a more granular, 
though somewhat generic, framework to locate externalities. Further work could usefully test 
this framework empirically on historic case studies. 

4. A key feature of the case studies considered in this literature review - Open Banking, 
personal data stores etc - are that they work across an ecosystem. Data is ‘opened’ by 
the structure of the policy that minimises legal and security risks, and hence allows value 
to be added. These ecosystem effects, the wider value captured in the ecosystem of innovative 
businesses, researchers, data aggregators, regulators beyond the value chain of the core data 
use, highlights that different sectors and types of businesses and organisations act in capturing 
or being affected by externalities. 

5. This forms the basis for looking at valuing externalities. The methods employed range from 
those grounded in currently used methods and values. To estimate the indirect effects of data 
use on transport planning, values for externalities are available. However, the methods 
available for valuing externalities that are specific to data use, such as privacy, need maturing. 
The techniques used are well-understood but, when applied to data use externalities, are less 
accurate than in other policy areas because the methods work best when interviewees 
understand the range of potential impacts of that use. 

6. These themes suggest some areas where next steps on analysing data use externalities may 
focus. Policies are improving data sharing at a stage later in the value chain than the generation 
of data, at the aggregation/analysis stage. The focus is enabling controlled data sharing, 
balancing privacy and security negative externalities with the potential benefits from re-use. 
The policies are often sector or use specific.  

7. These areas may be ones where data use externality valuation techniques can be used, tailoring 
to the specific sectors and uses. In tying the evidence gathering more directly to examples, 
evidence gathering can be more specific and better specified, defining the direct and indirect 
costs and benefits in terms of the policies, products and wider evidence about the sector or use. 
This may then improve the validity of any additional evidence collected about data use 
externalities.  
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Annex A: Research Aims and Scope 

These are the research aims and scope set out in the invitation to tender for this research. 

1. The overall objective of the project is to identify the likely positive and negative externalities of 
data use (that is, the wider social impacts of data use) and then provide an assessment of the 
viability of methods that could be used to value them. The primary aims of this research are: 

● a list of potential externalities directly related to the use of data, at each stage of the data 
'life cycle'. 

● a greater understanding of which methods are used to capture, quantify and value the 
externalities of data use. 

● an assessment of methods that are used in capturing externalities in other fields that might 
be used or adapted for use in understanding data externalities; and 

● an assessment of the viability of these methods. 

2. This might entail reviewing methods for valuing social and economic 
externalities used in other disciplines beyond those used in the area of data. The 
key topics that we wish to understand are: 

● A much more tightly defined typology of perceived externalities of data use, and to 
understand the tangible and intangible externalities associated with data use and creation. 

● What are the broad challenges to valuing externalities? E.g. are they in identifying them, or 
in the quantification, or something else? 

● Are these externalities different from other social and economic externalities being valued 
in other contexts/disciplines (in terms of assessing their valuation)? And if so, how? 

● What are the different methodologies/models used to value similar externalities? 

● Is there any evidence about what the different levels of awareness and attitudes are about 
both positive and negative externalities among different sectors? To what extent does the 
inability to measure externalities restrict companies from appropriate and effective use 
and sharing of data? 

● What is the practicality and feasibility of these methodologies? That is, out of the 
methodologies identified that could be used for valuing the externalities of data assets, 
what are the trade-offs between feasibility of carrying out the methodology, and the 
insights gained? 

● Are there differences between which externalities are of most importance to different 
types of organisation (that is, those operating in public, private and third sector, and within 
different sectors of the economy)? 

● Can we derive ‘proof of concept’ values for the externalities and methods identified?  
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Annex B: Literature review approach 

1. The literature review looked initially at key studies (such as those cited in the invitation to 
tender and recent review references on the value of data use to design a literature search 
strategy. The strategy was developed to papers that are wide-ranging and comprehensive, as 
the topic was quickly established as wide ranging. 

2. Standard databases (Google scholar) and licenced access to library resources (DeepDyve) were 
used. Search strategies used search terms to gather relevant evidence. These are in table A2.1 
and including so-called “bag of words” searches. A search was followed by sifting out those 
studies that appear least relevant. Key to the approach was that searches were then followed 
up, using citations of the studies identified to “snowball” beyond initial lists. Such citation follow 
up used filtering, such as focusing on recent studies or identifying key authors or research 
groups. 

3. The search terms were also used in more focused searches as appropriate. The terms would be 
used with search restricted to key research groups or web domains (OECD, Nesta, ODI, 
www.gov.uk). These were used differently for different aspects of search, e.g. government 
websites were a focus for policy model searches and follow ups. 

4. Reviewing of documents was undertaken in stages. An initial template driven literature review 
of documents was undertaken at the first stage. This involved identifying findings and coding 
these to topics based on the research questions. In following stages, the template driven 
approach was found to be less necessary, as studies being considered could be reviewed into 
the topics that had been established. 

Table A2.1: Search words 

Ref Search 

0 ITT citations and citations from Diepeveen 

1 "data externalities" spillovers 

2 “data use” economics 

3 "economic value of data" 

4 externalities typology "data use" 

5 "data value chain" 

6 "value chains" "big data" 

7 digital productivity 

8 privacy economics data international 

9 data privacy externalities valuation 

10 big data information asymmetry 

11 international data flows privacy 

http://www.gov.uk/
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Ref Search 

12 “willingness to pay” privacy 

13 “willingness to accept” privacy 

14 “willingness to sell” privacy 

15 UK government policy models 

16 “open data” (policy area) 

17 (policy area) data privacy economics 

18 "open banking" externalities spillovers 

19 "location data" externalities 

20 "open transport data" 

21 “business critical model” 

22 “artificial intelligence” “open data” 

23 “data driven decision making” 

24 “data use” security externality 

25 “big data” non-excludable 

26 “security costs” survey 

27 “data spectrum” 

28 “five safes” 

31 “data use” platform 
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Annex C: Summary of key valuation studies reviewed 

Table C1: Studies modelling data use externalities 

Externality Study What it does Estimates 

Economic 
efficiency, 
privacy 

Deloitte (2017) Estimates based on open data provided by Transport for London of the 
outcomes of open data on traffic, appraising economies of scale 
and scope, quantifying impacts in terms of travel outcomes, which 
can be valued using Green Books consistent values 

Gross value added of £12 - 15 million per year for 
businesses which also directly created more 
than 500 jobs. 

Spillovers Brynjolfsson and 
Syverson 
(2020) 

Develop a model for missing and miss-measuring general purpose 
technologies such as AI. Model generates a Productivity J-Curve 
and then used to analyse the historical roles of intangibles tied to 
R&D, software, and computer hardware.  

Find substantial and ongoing Productivity benefits, 
following a ‘J-Curve’ 

Economic 
efficiency 

Pollock (2008); 
Carpenter 
and Watts 
(2013) 

Modelling economic value of public sector information open data 
policies using behaviours surveys to understand economic value of 
new used of data after opening and modelling wider economic 
impacts. 

Highlight difficulties in modelling 

Economic/ 
societal 
impacts 

Accenture (2017) Economic and societal impact of digital technologies within UK 
manufacturing to support the recommendations of the Industrial 
Digitalisation Review. Industry level analysis of value at stake due 
to barriers primarily in adoption. 

Estimates of value to industry through new 
revenues and cost reduction and also value to 
individuals (new, better products and services) 
and society (healthcare improvements, 
reduced carbon waste, safety at workplace) 
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Externality Study What it does Estimates 

Economic Office of Fair 
Trading 
(2006[2]) 

The effects of changing the data-sharing arrangements employed by the 
public sector information (PSI) holders were surveyed. The study 
estimates the direct impact of PSI (i.e. the producer surplus 
generated by the PSI holders)  

Direct impacts £66 million per annum and indirect 
impact (including the consumer surplus of PSI 
re-use) was around £518 million, also 
identified the distortion of downstream 
competition in the private sector through 
restricted access to raw data, transferring 
direct impacts to consumers. 

Privacy Winegar (2019) Asking about consumers’ willingness to pay (WTP) or willingness to 
accept (WTA) 

The median participant is willing to pay relatively 
little ($5 per month) for privacy but demands 
much more ($80 per month) to give up 
privacy. This is an unusually large disparity 
between WTP and WTA.  

Privacy Lin (2020) Empirically separate two motives for consumers to protect privacy: an 
intrinsic motive, which is a “taste” for privacy; and an instrumental 
motive, which reflects the expected economic losses from revealing 
one’s private information to the firm. Combining a two-stage 
experiment and a structural model 

Find that consumers’ intrinsic preferences for 
privacy range from 0 to 5 dollars per 
demographic variable, exhibiting substantial 
heterogeneity across consumers and 
categories of personal data. 

Privacy Beresford et al. 
(2012) 

Set up two fictitious online shops where experiment participants had to 
buy a DVD, with one of the two shops requiring more personal data 
to be revealed in the purchasing process than the other. In this 
experiment, real stakes were involved, as participants really bought 
a (subsidised) DVD.  

When the shop that requires more information sells 
the DVD for EUR 1 cheaper, participants are 
more likely to shop there. When the price is 
the same, participants are equally likely to 
choose either store. Therefore, the authors 
conclude that participants are not willing to 
pay for privacy. 

Friction Liu, Brynjolfsson, 
Dowlatabadi 
(2018) 

Compare driver choices at Uber with taxis by matching trips so they are 
subject to the same optimal route 

Drivers in taxis detour on airport routes, with non-
local passengers experiencing longer detours 
and these detours lead to longer travel times. 
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Externality Study What it does Estimates 

Friction Brynjolfsson and 
McElheran 
(2019) 

Provide empirical study of the diffusion of data driven decision-making 
using firm-level linked data.  

Friction makes adoption of productivity 
enhancements costly; slowing spread and 
lowering productivity 
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