-

View metadata, citation and similar papers at core.ac.uk brought to you byﬁ CORE

provided by Ghent University Academic Bibliography

Contingency Learning 1

Running head: CONTINGENCY LEARNING AND RESPONSE HRETION

The Stroop Effect: Why Proportion Congruent hashiNag
to do with Congruency and Everything to do with @ogency
James R. Schmidt and Derek Besner

University of Waterloo


https://core.ac.uk/display/55890676?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

Contingency Learning 2

Abstract
The item-specific proportion congruent (ISPC) effiedhe observation that the Stroop effect is
larger for words that are presented mostly in coegt colours (e.g., BLUE presented 75% of
the time in blue), and smaller for words that amspnted mostly in a given incongruent colour
(e.g., YELLOW presented 75% of the time in oran@®)e account of the ISPC effect, the
modulation hypothesis, is that participants modu&tention based on the identity of the word
(i.e., participants allow the word to influencepesding when it is presented mostly in its
congruent colour). Another account, the contingemgyothesis, is that participants use the word
to predict the response that they will need to n{akg., if the word is YELLOW, then the
response is probably orange). Reanalyses of dataJacoby, Lindsay, and Hessels (2003)
along with results from new experiments are incstesit with the modulation hypothesis, but
entirely consistent with the contingency hypothe&isesponse threshold mechanism for using

contingency information is proposed and tested.
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The Stroop Effect: Why Proportion Congruent hashinag
to do with Congruency and Everything to do with Gogency

Contingency learning is a lively area of resedecly., Jacoby, Lindsay, & Hessels, 2003;
Musen & Squire, 1993; Schmidt, Crump, Cheesmang&rer, 2007). One popular domain for
this research is the Stroop paradigm. The stan8@odp effect is the finding that participants
take longer to identify the print colour of an imgpuent colour word (e.g., the word GREEN
printed in red; GREEN,) relative to a congruent colour word (REPStroop, 1935; see
MacLeod, 1991, for a review). The magnitude of $top effect changes when the proportion
of congruent items is manipulated (Lowe & Mitter&882). In particular, the Stroop effect
increases as the proportion on congruent trialeases. The standard account of the influence
of proportion congruent (Cheesman & Merikle, 1986dsay & Jacoby, 1994; Lowe &
Mitterer, 1982) is that the detection of these prtipns allows participants to modulate attention
to the word, thereby changing the size of the $tritect. However, Schmidt et al. (2007)
suggest that simpleontingency learning provides a sufficient account of the proportion
congruency effect. Here, we provide a reanalystb®flacoby et al. (2003) data and report new
results from our own laboratory that are consistatit the Schmidt et al. (2007) suggestion and
at the same time are problematic for the moduldtigpothesis. Possible mechanisms by which
participants use contingency information to conteslponding will also be considered.
Proportion Congruency and the Modulation Hypothesis

A number of experiments (Cheesman & Merikle, 1986¢say & Jacoby, 1994; Lowe
& Mitterer, 1982) have shown that the magnitudéhef Stroop effect can be modulated by
varying the proportion of congruent trials. Spegafly, the Stroop effect is larger when most of

the items in the experiment are congruent (higip@riion congruent) than when most of the
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items are incongruent (low proportion congruentje Btandard explanation of this effect
(Cheesman & Merikle, 1986; Lindsay & Jacoby, 199%\we & Mitterer, 1982), here termed the
modulation hypothesis, is that participants strategically modulate &ttento the word depending
on the proportion of congruent items. For instamndggn the word and colour match most of the
time (high proportion congruent), participants atk¢o the word more than usual. This will
speed up responses on congruent trials (increasdiation) and slow down responses on
incongruent trials (increased interference), makora larger Stroop effect. In contrast, when
the word and the colour mismatch most of the tiloe proportion congruent), participants
make a greater effort to ignore the word. This éases both facilitation from congruent words
and interference from incongruent words, makingafemaller Stroop effect. Thus, the
modulation account holds that participants usermétion about proportion congruency to
decide the degree to which they will attend towloed and thus to allow the word to impact
performance in colour identification.

The modulation hypothesis seems to be the moglwatcepted explanation for the
proportion congruent effect. For instance, Lowe Bhiiterer (1982) conclude that their findings
“demonstrate the strategic modulation of selectittention” (p. 698) and Lindsay and Jacoby
(1994) state that the effect “suggests that whest fitems are incongruent, subjects somehow
inhibit the influence of word-reading processekatree to when most items are congruent” (p.
225).

Although intuitively appealing, the modulation logpesis has difficulty explaining some
findings. Given the assumption that participantsloiate attention to the word, it would be
expected that this modulation would be task-widgatTis, words should be ignored throughout a

low proportion congruent block and attended todlgfmut a high proportion congruent block.
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However, Jacoby et al. (2003) manipulated proportiongruency for each item (i.e., each
colour word) such that some words were presentest aften in their congruent colour (e.g.,
BLUEe) and other words were presented most often intecpkar incongruent colour (e.qg.,
ORANG-Egi0w). A proportion congruent effect was still observeden though high and low
proportion congruent stimuli were intermixed. Jacebal. called this finding the item-specific
proportion congruent (ISPC) effect. As Jacoby epaint out, this finding is difficult to
accommodate within the modulation hypothesis fraotéwbecause it would have to be
assumed that participants are modulating attemtidhe word on a trial-by-trial basis depending
on theidentity of the word (e.g., if the word is BLUE, then therd is attended, but if the word
is ORANGE, then the word is ignored). In essencelefend the modulation account it would
have to be maintained that participants decide ldrdb attend to the word after they have
already read it.
Response Prediction and the Contingency Hypothesis

A different account of the ISPC effect, here tedrttecontingency hypothesis, is that
participants implicitly learn contingencies (i.eorrelations) between words and responses and
then use said contingencies to predictgbeeific response associated with each distracting word
(Schmidt et al., 2007). For instance, if the wolRANGE is presented most often in yellow,
then upon processing the word ORANGE patrticiparnlismnconsciously) predict that the
correct response will be yellow. This response iptesh allows participants to shortcut some
processing (thus speeding responding) if the prediesponse is indeed the correct one. When
a word accurately predicts the correct responsge, @LUE, e, where BLUE is presented most
often in blue), we call this laigh contingency trial. When the word predicts the wrong response

(e.g., BLUEyeen, We call this dow contingency trial. When the word does not predict a specific
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response (e.g., PINKwn Where PINK is presented equally often in all cok), we call this a
medium contingency trial.

It is important to note that we are not the ficspoint out a role for contingency in the
Stroop task. Dishon-Berkovits and Algom (2000; slse, Malara & Algom, 2003; Sabri,
Melara, & Algom, 2001) have argued that when wamd colours are correlated, participants
will pick up on this cue, attend to the contenthe word, and use that content to aid responding.
For instance, in three experiments using a worddwersion of the Stroop task they
demonstrated that a Stroop effect is only obsewlseh the correlation between words and
colours is non-chance. When the correlation is chatiney claim, participants do not attend to
the content of the distracting word. While theicaant is not as specified as the current account
(indeed, their argument could even be construedvasiant of the modulation hypothesis), their
work has highlighted the importance of correlatianees on responding.

Although the modulation hypothesis has difficidtgplaining the ISPC effect, the
contingency hypothesis does not. According to thrgingency hypothesis, in the high
proportion congruent condition responses to congrirgls will be faster than usual, because
participants can use the word to successfully ptede response (e.g., BLUE; high
contingency). The same advantage does not occurdongruent trials in this condition
because, for instance, BLUE does not accuratelgigiran incongruent green response (low
contingency). Thus, by speeding congruent butmangruent trials, the difference between
incongruent and congruent trials (the Stroop effexdt be larger (i.e., relative to a condition
where words are not predictive of responses). &iyilin the low proportion congruent
condition responses will be faster facongruent items, because participants can use the word to

successfully predict the response (e.g., ORANGE high contingency). The same advantage
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does not occur for congruent trials in this comditbecause, for instance, ORANGE predicts a
yellow, not an orange response (low contingencliusT by speeding incongruent but not
congruent trials, the overall Stroop effect will drealler.

According to the contingency hypothesis, thenpprtion congruency manipulations are
confounded with contingency. Specifically, as destmated in Table I, in the high proportion
congruent condition the magnitude of the Stroopatfis inflated due to confounding higher
word-response contingencies for the congruent ¢&18jive to incongruent (.25) items.
Similarly, in the low proportion congruent conditithe Stroop effect is reduced due to
confounding higher word-response contingenciestferincongruent (.75) relative to congruent
(.25) items. Fixing this confound is as simple@arranging the cells in the design. Rather than
comparinghigh contingency congruent trials witthow contingency incongruent trials (the high
proportion congruent condition), we can comgagh contingency congruent trials (from the
high proportion congruent condition) wikingh contingency incongruent trials (from the low
proportion congruent condition). Similarly, ratliean comparindow contingency congruent
trials with high contingency incongruent trials (the low proportion congruenmdition), we can
compardow contingency congruent trials (from the low proportion congrueondition) with
low contingency incongruent trials (from the high proportion congmticondition). After making
this adjustment, the contingency hypothesis pre@ianain effect of Stroop trial type
(congruent, incongruent), a main effect of contmge(high, medium, low), and, more critically,
no interaction between the two. In contrast, the modulation hypsithpredicts an interaction,
because incongruent trials should be more affdeyeattention given that the majority of the
Stroop effect is interference, with little or nailgation from congruent trials (see MacLeod,

1991, for a review).



Contingency Learning 8

TABLE | ABOUT HERE

Facilitation and Interference

The contingency hypothesis claims that participarse response prediction to speed
responses on high contingency trials. There areulteédly several mechanisms that could be
proposed to explain how this occurs. For the pwmdshis paper we will test the a priori
hypothesis that participants prepare for a respbgdewering the threshold for the expected
response. As shown in Figure 1, for instance,@ftlord ORANGE is presented most often in
yellow, then presentation of the word ORANGE wélatl the participant to reduce the threshold
for a yellow response. Consequently, it will taked activation of this potential response for it to
be made. This mechanism therefore predicts resgoneéacilitation on high contingency trials
(where the predicted response is correct) relativeedium contingency trials (where no
prediction is made). However, no interference &sponse time is expected on low contingency
trials (where the predicted response is incormetétive to medium contingency trials, because
on both low and medium contingency trials the respahreshold for theorrect responseis at
the normal level. For instance, if BLUE is presemaost often in blue, then when participants
are given the low contingency trial BLigEnthey will see the word BLUE and expect a blue
response. As such, the response threshold forrtber{ect) blue response will be lowered, but
the threshold for the (correct) green responsenwiflbe changed. As a result, it will take just as
long to make a correct green response as it wéould prediction were made. Thus, the
contingency hypothesis predicts response factitatbut not response interference for response
times.

FIGURE 1 ABOUT HERE

It is important to articulate why this account dawt predict interference on low
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contingency trials. On a low contingency trial (eBLUEyee, the distracting word is predictive
of a specific response (i.e., BLUE predicts a ey response). Thus, the threshold for this
predicted response will be lowered. However, tlspoease threshold for the remaining colours
(green, yellow, and orange) will be unaltered. Bisesthecorrect response (green) is not the
predicted response (blueprrect response latencies will not be speeded.
Summary

The first goal of the present investigation isganalyze the Jacoby et al. (2003) ISPC
Stroop experiment to test predictions derived ftbecontingency hypothesis. Specifically, it is
expected that contingency and Stroop effects wilsaparately and that there should therefore
be no interaction between Stroop trial type andingency. That is, the size of the Stroop effect
should be the same for words with .75 contingen@ies high-proportion-congruent congruent
words vslow-proportion-congruent incongruent words) as it is for words with .25 togencies
(i.e.,low-proportion-congruent congruent words v$igh-proportion-congruent incongruent
words) or any other contingency. Congruent andngogent trials should be faster in the high
contingency condition, but thdfference between congruent and incongruent trials should not
vary with contingency. In a final analysis, higmtagency and low contingency trials are
compared to medium (chance) contingency trialssess, respectively, facilitation and
interference. Based on the response prediction Intbeeexpectation is that the contingency
effect will be solely facilitative for responseéaties. In other words, although there is a benefit
in responding to items where the words have grehser chance contingencies, there is no cost

in responding to items where the words have lowan ithance contingencies.
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Reanalysis 1 — Jacoby et al. (2003) Response Liagenc

Method

Sixteen participants named the colour (green,eybiue, yellow) of colour words
(GREEN, WHITE, BLUE, YELLOW). Individual words wengresented 75%, 50%, or 25% of
the time in their congruent colour, and in a seldéhcongruent colour the remaining trials (i.e.,
each word appeared in two colours only). Respowses verbal. Further details on the method
of this experiment can be found in the original grapy Jacoby et al. (2003). For the purpose of
these analyses, the means for congruent and ineemigirials in Experiment 2a of Jacoby et al.
were rearranged as a function of word-responsergmricy: high (.75), medium (.50), and low
(.25). Thus, the high contingency condition corsstdtcongruent trials with high proportion
congruent words and incongruent trials with lowgadion congruent words, the medium
contingency condition consists of congruent andmgeuent trials with medium proportion
congruent words, and the low contingency conditionsists of congruent trials with low
proportion congruent words and incongruent trialth Wwigh proportion congruent words.
Results

The response latency data (along with the originganization of the data) are presented
in Figure 2. A 3 (contingency; high, medium, low2 XStroop trial type; congruent, incongruent)
ANOVA for response latencies revealed a main efi@ctontingencyf(2,30) = 3.848MSE =
1513,p= .033,yp2 =.204, and a main effect for Stroop trial typél,15) = 35.235MSE = 4902,
p< .001,rj,,2 = .701. Critically, and as predicted, no interactwas observed between
contingency and Stroop trial type(2,30) = .284MSE = 668,p = .755,Up2 =.019. Although
Type Il error is always a concern when interpreingull finding, the measure of effect s(pgz)

indicates that the interaction term explains léss1t2% of the variance in the resditbus
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reinforcing the claim that this is a true null &rleast very small) interaction.
FIGURE 2 ABOUT HERE

Congruent and incongruent trials for each conticgdevel were then averaged and
planned comparisons were conducted to test thethgpis that the entire contingency effect is
driven by response facilitation on high contingetr@ls. As expected, there was a significant 24
ms advantage for high contingency trials (609 ragtive to medium (chance) contingency
trials (636),t(15) = 2.293 4 = 11,p = .036,rjp2 =.260. The 1 ms numerical difference
between medium contingency (636) and low contingénals (635) was not significart(,15) =
.180,SEqi = 10,p = .859,7,° = .002.

Discussion

The results of this reanalysis confirm the two dtyygses stemming from the contingency
hypothesis. First, contingency and Stroop effectsaparately, in that these factors produced no
interaction. Second, as predicted by the respdmwsshold model, the contingency effect is
entirely facilitative for response latencies. Asalissed in the introduction, these findings
provide further empirical support for the continggypothesis, which holds that participants
use distracter words to predict responses therdetrgcaitting some processing when this
prediction is successful (high contingency triaédative to when response prediction is
unsuccessful (low contingency trials) or not attesdgmedium contingency trials).

These findings undermine the modulation hypothegisch asserts that participants
modulate attention to the word based on the prapodongruency of the distracter words. Of
particular importance, if it is assumed that pgrtats increase attention to the word on high
proportion congruent trials, then not only shoudahgruent trials (high contingency) be speeded

relative to the chance condition due to increaseditation (observed), but incongruent trials
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(low contingency) should be slowed relative to ¢thance condition due to increased
interference (not observed). Similarly, if partigigs suppress the word on low proportion
congruent trials, then not only should incongrueats (high contingency) be speeded relative to
the chance condition due to decreased interfer@iserved), but congruent trials (low
contingency) should be slowed relative to the ckazondition due to decreased facilitation (not
observed). Further, because interference is suiabtartarger than facilitation in the Stroop task,
incongruent trials should have been more influermedttention than congruent trials, resulting
in an interaction between contingency and Stroaptiype (not observed). Thus, these data
entirely support the contingency hypothesis, batiaimportant ways inconsistent with the
modulation hypothesis.

Consistent with our findings, Logan, Zbrodoff, aniliamson (1984, Experiment 3)
reported a null interaction between contingency @imdop trial type for a four-choice Stroop
task with a standard task-wide proportion congruegmipulation. In that experiment, the
difference in response latencies between high @awdcbntingency congruent trials was the same
as the difference between high and low contingemogngruent trials. Logan et al. also reported
a pair of two-choice experiments (Experiments 1 2nehere an interaction between
contingency and Stroop trial typeas observed. This could be regarded as a potentialgro
for the contingency hypothesis described here. Hewat is important to note that task-wide
proportion congruency manipulations (two-choiceeesgly) are subject to confounding
sequential effects (i.e., trial-to-trial modulatsoof word reading). For instance, if the word on
the previous trial was congruent, then the Strdtgcewill be larger on the current trial
(probably due to increased attention to the womdti@n, Coles, & Donchin, 1992; see Schmidt

et al., 2007, for a similar finding of sequentiahtingency effects). Given that more trials are
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preceded by a congruent trial in a high propordongruent block than in a low proportion
congruent block, it seems that simple proportiomgroency experiments are ill suited to test the
present hypothesésThe ISPC paradigm used here, on the other hamtb)ésto rule out the
sequential trial confounds, because each trial iypeeceded by the same proportion of every
type of trial (i.e., there are no systematic setjakoonfounds).

Reanalysis 2 — Jacoby et al. (2003) Percentage Erro

The first reanalysis demonstrated that when tbpgation of congruent items is
manipulated the resultant variations in the sizéhefStroop effect can be explained by
confounded contingencies. In the current secti@empand on the contingency hypothesis used
to generate the predictions for the first analgsid test some novel predictions that fall out of
this account. In particular, whereas the respom®shold mechanism described earlier predicts
only facilitation in response latencies, it predibbth facilitatiorand interference in errors. The
reason that facilitation is predicted on high coegéncy trials for errors is the same as that for
response times: the threshold for the correct (pred) response is lower. Consequently, it takes
less time to make a correct response and it idyhighlikely that participants will make another
(incorrect) response due to the relatively loweeshold for the correct response compared to
the incorrect responses.

Unlike for latencies, where no response interfeeamas expected, response interference
is predicted for errors because the threshold forafitlee competing (incorrect) responses is
lowered relative to the correct response and tmther incorrect responses. For instance, for the
stimulus BLUEen the threshold for the blue response is lowerenvéver, the blue response is
not the correct response. Thus, there is a heigtitprobability that participants will make an

error and select this predicted incorrect respdblse) over the unpredicted correct response
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(green).
Method

There were 16 participants in Experiment 2b. Expent 2b was identical in all respects
to Experiment 2a, except that participants had 6bly ms (rather than 2000 ms in Experiment
1) to respond. This procedure increases the nuoflarors, which increases the power to detect
effects in the error data. For the purpose of tlaesdyses, the means for congruent and
incongruent trials in Experiment 2b of Jacoby etadre rearranged as a function of word-
response contingency: high (.75), medium (.50),land(.25).
Results

The percentage error data (along with the origimganization of the data) are presented
in Figure 3. Overall, error rates were high (.181), reflecting the difficulty of producing a
correct response before the 550 ms deadline. A&ifmency; high, medium, low) x 2 (Stroop
trial type; congruent, incongruent) ANOVA for pentage error revealed a main effect for
contingencyf(2,30) = 8.827TMSE =0.8,p < .001,yp2 = .233, and a main effect for Stroop trial
type,F(1,15) = 114.481IMSE=2.9,p< .OOl,yp2 = .798. As predicted, no interaction was
observed between contingency and Stroop trial ty(#£30) = .126MSE = 0.8,p = .882,0,,2 =
.004. Again, the effect size meas(vyé) suggests that this is a true null (or at leasy genall)
interaction, explaining less than 1% of the var@aircthe results.

FIGURE 3 ABOUT HERE

Congruent and incongruent trials for each conticgdevel were then averaged and
planned comparisons were conducted to test thethgpis that the contingency effect has both a
facilitative effect on high contingency trials aad interfering effect on low contingency trials.

As expected, there was a significant 4.4% advarfagaigh contingency trials (32.3%) relative
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to medium (chance) contingency trials (36.68@5) = 1.854 Sk = 2.4,p = .042 one tailed,
Upz =.106, and a significant 5.2% disadvantage fardontingency trials (41.9%) relative to
medium contingency trial§(15) = 2.3153E4¢ = 2.3,p = .035,rjp2 =.156.
Discussion

The results of the second reanalysis provide éurslipport for the response threshold
mechanism of the contingency hypothesis. Spedificahereas only facilitation was observed
in response latencies, both facilitation on hightoggency trials and interference on low
contingency trials were observed in the error daia.atypical for an account to make
differential predictions for response latencies amdrs, so the present findings constitute strong
and thoroughly consistent support for the contirgdrypothesis. The experiments that follow
test some even more fine-grained hypotheses geddraim the contingency hypothesis.

Experiment 1

The contingency hypothesis presented here ho&dgHrticipants implicitly learn
contingencies and implicitly use them to aid regpiog. Further, we propose a mechanism
whereby participants use contingency informatiorettuce the response threshold for the
predicted response. This account successfully getifacilitation with no corresponding
interference when response latency was the depeudeable, but both facilitation and
interference when error percentage was the depéerdeable. Further, contingency effects
operate separately from the Stroop effect, a figdumpported by the null interactions between
contingency and Stroop trial type. To further tbst contingency hypothesis, Experiments 1 and
2 investigate contingency effects in the contingdearning paradigm developed by Schmidt et
al. (2007) using colour-unrelated words.

It could be argued that the size of the Stroopatfivas only incidentally equivalent in the
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high, medium, and low contingency conditions. ltlcbalso be claimed that the failure to find
increased interference in the high proportion caegt condition and decreased facilitation in
the low proportion congruent condition were merByype Il errors. But the modulation
hypothesis rests on the critical assumption tharélason for variations in the size of the Stroop
effect is that participants detect the proportiboangruent items. The contingency hypothesis,
on the other hand, makes no such claim. Accordirthe contingency hypothesis, words and
responses merely have to be correlated; coloutectlaords are not even needed to observe
contingency effects.

In that vein, Schmidt et al. (2007; see also Mu&e&quire, 1993) report several
experiments that provide further support for thetecmency hypothesis interpretation of the
ISPC effect by showing that contingency effects lbambserved in the absence of a Stroop
effect. In their experiments, colour-unrelated v&ofe.g., MOVE) were presented most often in a
given colour (e.g., MOVE 75% of the time in blu&NST 75% of the time in green, etc.). Key
press responses were faster to high contingeraly {8.g., MOVIg,,e) than low contingency
trials (e.g., MOVEgeen. Thus, the results of these experiments confirat participants are able
to use words (even when they are colour-unreldategjedict what response to make. This is a
critical result, because the modulation hypotheaimot accommodate these findings given that
the words and colours have no congruency relatiahdan be used to decide whether or not to
attend to the word.

Experiments 1 and 2 use the Schmidt et al. (2p@igdigm to demonstrate contingency
effects in the absence of any congruency relatibhese experiments include a medium
contingency condition (not used by Schmidt ettal )emonstrate a facilitation-only pattern in

the response latencies (Experiment 1) and fadditednd interference in errors (Experiment 2)
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to mirror the main effects observed in our rearedysf Jacoby et al. (2003).

Experiment 1 was a two-choice, rather than a thaice, task (in part to ensure that the
interactions observed by Logan et al., 1984, wetatiributable to something more than
sequential confounds). In Experiment 1, severalwsunrelated words were presented most
often in a randomly-assigned colour. For insta@&/EN may have been presented 75%
percent of the time in blue and 25% of the timgreen. Other words, for instance CHAIR, were
presented in blue and green equally often. This tfgmanipulation creates high contingency
(.75; e.g., SEVEMe), medium contingency (.50; CHAIR.), and low contingency (.25; e.g.,
SEVENyreen trials. Experiment 1 focuses primarily on resmolaencies, with the goal of
replicating the facilitation-only pattern of resutibserved in Reanalysis 1.

Experiment 2 uses the response deadline procedeckin Jacoby et al. (2003), where
participants are given a very short amount of timeespond, to maximize errors and focuses on
error percentages. Experiment 2 attempts to replite findings observed in Reanalysis 2 and
tests new predictions from the response thresholdienBoth experiments are key press, rather
than naming, tasks.

Method

Participants. Thirty-four University of Waterloo undergraduatesicipated in
Experiment 1 in exchange for course credit.

Apparatus. All stimuli were presented on a standard computanitor and responses
were made on a QWERTY keyboard. Participants pdetbee“f” key for blue and the “j” key for
green. Stimulus presentation and response timing aentrolled by E-Prime (Psychology
Software Tools, 2002).

Materials and Design. There were three display words (SEVEN, GLIDE, CHA#Rd
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two display colours (blue, green) in the experim@&hie words were selected to be of the same
length. For each participant, one of the words.(&§VEN) was presented most often (three out
of four times per block) in blue, another word (e@LIDE) was presented most often (three out
of four times per block) in green, and the finalrdi¢e.g., CHAIR) was presented equally often
(twice each per block) in blue and green. Assigrtroémords to colours was counterbalanced
across participants. Words were presented in ®ldoint Courier New font. The RGB values
for the stimulus colours were 0,0,255 (blue) artbB,0 (green). There were three contingency
levels in the experiment: high (.75; e.g., SEME) medium (.50; e.g., CHAIR¢), and low

(.25; GLIDEyo).

Procedure. There were 420 trials in this experiment, consgsth35 blocks of 12 trials
each. On each trial, a white (255,255,255) fixatorss (i.e., “+”) was presented in the middle
of a black screen for 250 ms. This was followedhgther 250 ms of blank screen, followed by
the stimulus display. The stimulus display was @nésd until a response was made or until the
trial timed out at 2000 ms. Correct responses Vi@i@ved by a blank screen for 250 ms before
the next fixation cross. Incorrect and null resgansere followed by the messages “Incorrect”
and “Too Slow,” respectively, for 1000 ms in re®%20,0).

Results

The dependent measures for Experiment 1 were gwaect response latencies and error
percentages. All responses shorter than 250 negef than the response deadline were
considered spoiled trials and were excluded froatyais (less than 0.2% of the trials).

The mean correct response latencies for Experithangé presented in Figure 4. A one-
way ANOVA on contingency (high, medium, low) forsponse latencies was significant,

F(2,66) = 3.902MSE = 162,p = .025,yp2 =.106. As expected, planned comparisons revealed
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that high contingency trials (437 ms) were respdriddaster than medium contingency trials
(444 ms){(33) = 3.223SE45=2.1,p= .003,rjp2 =.239. Also as predicted, no difference was
found between medium and low contingency (445 nesit(33) = .395SEqi = 3.4,p = .696,
rjpz = .005. For this latter comparison, there was Ipigiver (.8) to detect an effect as small as 6
ms.
FIGURE 4 ABOUT HERE

Errors were infrequent in Experiment 1, as shawhigure 4. An ANOVA on
contingency (high, medium, low) for error percemsgvas significant(2,66) = 3.987MSE <
d,p= .023,rjp2 =.108. Although the means were numerically ingkpected direction, there
was only a marginal difference between high (4.4%) medium contingency trials (5.2%),
t(33) = 1.763FEqr = .5,p = .087,yp2 =.086, and a non-significant difference betweeaiom
and low contingency trials (5.7%)33) = .941 SEqi = .5,p = .353,yp2 =.026.
Discussion

Experiment 1 successfully replicated the findihgasponse facilitation for high
contingency trials with no response interferencddw contingency trials relative to medium
(chance) contingency trials in a task with coloaralated words. This provides further support
for the claim that the “proportion congruent” effécin fact not due to modulations in the
Stroop effect, but is instead due to a confoundingtroop and contingency effects.

Experiment 2

Experiment 2 investigated whether the same pattefacilitation and interference in
errors observed in the ISPC task would be seenamiimple contingency task. In addition,
Experiment 2 tested a novel prediction from thetiogency hypothesis. The argument for the

presence of response interference on low contingeras is that, because the threshold for the
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(incorrect) predicted response is lowered, paidicip will be more likely to erroneously select
this predicted response rather than the correpbres for the colour. For instance, for the
stimulus MEETreen Where MEET is presented most often in blue, pigints will predict a blue
key response based on the word. This will resuthéthreshold for the blue response being
lowered and will therefore increase participargsidency to incorrectly make this response (i.e.,
because lowering a response threshold can be tkeneosening the trigger for this response to
fire). An observation of response interferencerimors supports the notion of a response
threshold mechanism, but this account further ptedhat the inflation of errors in the low
contingency condition is due solely to an increase specific predicted response rather than
just an increase in errors in general. For instaimca four-choice task, we should expect
increased blue key errors for the stimulus Mg&k butno increased yellow or orange key
errors. Although yellow and orange would also lminect responses, they are not phedicted
incorrect response. Thus, it should be expectedibee than a chance number of errors in the
low contingency condition (33% of incorrect respesjsshould be the predicted response.
Moreover, after correcting for this inflation ofrers for the predicted response, response
interference should no longer be observed.
Method

Participants. Ninety-five University of Waterloo undergraduatestipated in
Experiment 2 in exchange for course credit. Noreegaaticipated in Experiment 1.

Apparatus. The apparatus for Experiment 2 was identical imedpects to Experiment 1,
with one exception. Experiment 2 was a four-chtésk (which was necessary to test the
hypotheses regarding predicted versus unpredictetsg participants pressed the “a” key for

blue, the “z” key for green, the “m” key for yellownd the “k” key for orange.
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Materials and Design. The materials and design for Experiment 2 weretidaito
Experiment 1, with the following exceptions. Therere six new display words (LOOP, FINS,
MEET, SLID, CALL, TUBE) and four display coloursl(®, green, yellow, orange). For each
participant, one of the words was presented mashdtix out of twelve times per block) in
blue, another most often in green, another mosndft yellow, and another most often in
orange. These words were presented equally oftdreiremaining colours. The remaining two
words were presented equally often (three timebk pacblock) in all colours. Assignment of
words to colours was counterbalanced across gaatits. The RGB values for the new stimulus
colours were 255,255,0 (yellow) and 255,125,0 (gednThere were three contingency levels in
the experiment: high (.50), medium (.25), and laiwr).

Procedure. The procedure was identical in all respects to Erpnt 1, with the
following exceptions. There were 432 trials in thigeriment, consisting of 6 blocks of 72 trials
each. To increase error frequency, participantsttadspond before a 550 ms deadline when the
stimulus display terminated. To avoid discouragngrs, only the “Too Slow” message for null
responses had the 1000 ms “penalty duration” us&kperiment 1, whereas the “Incorrect”
message for errors was set to the 250 ms durasied on correct trials.

Results

The dependent measure for Experiment 2 was eerceptages. Responses not made
within the response deadline were considered spuii@s and were excluded from analysis
(approximately 20% of the data, reflecting theidiffty of this task).

The error percentages for Experiment 2 are predantFigure 5. To broadly characterize
the data, although we were able to induce adequiigh errors, contingency effects were small

in this experiment. This may have been due toelaively weaker contingency manipulation
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(.17-.50 rather than .25-.75) or due to difficuggrning contingencies with such a brief response
window. A one-way ANOVA on contingency (high, meriplow) for errors was significant,
F(2,188) = 12.068VSE = 0.3,p < .OOl,yp2 =.114. As expected, planned comparisons revealed
that high contingency trials (27.7%) generated fesveors than medium contingency trials
(30.1%),t(94) = 2.890SE4 = .8,p = .005,yp2 =.082, and low contingency trials (31.4%)
generated more errors than medium contingencgtt(@¥) = 1.929 34« = .7,p = .028 one
tailed, 5,? = .038.
FIGURE 5 ABOUT HERE

Critically, we also assessed the hypothesis tiaincrease in errors for low contingency
trials was due to an increase in the (incorreajljmted response and found that the 36.4% errors
for the predicted response was significantly gretiian chance (33.3%4)94) = 2.800SE=1.1,
p= .006,yp2 = .077. We then tested the assumption that tleef@rence observed for low
contingency trials would be eliminated by removihg extra predicted errors. To do this, we
calculated a fourth condition (shown in Figurel&)y contingency adjusted, that consists of the
error frequency of only the non-predicted respomsissted to the same scale as the other trial
types. This was done with the formula: (low conéingy) x (percentage unpredicted errors) x (3
/ 2). As predicted, the resulting low contingendyuated condition showed significantly fewer
errors (30.0%) than the unadjusted low contingexmnydition (31.4%)t(94) = 3.036 &t = .4,
p= .003,rjp2 =.089, and no difference in errors compared tdiome contingency trials (30.1%),
t(94) = .113SE4 = .7,p= .910,yp2 < .001. For this last comparison, there was gefity high
power (.8) to detect an effect as small as 2%.
Discussion

Experiment 2 replicated the findings of facilitatiand interference in errors observed in
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Reanalysis 2. Additionally, these analyses supberprediction of the contingency hypothesis
that the interference effect in errors is due sdielthe increase in errors for the predicted
response: participants made more of the predictedsethan expected by chance, and when this
increase was controlled for there was no differenaarors for medium and low contingency
trials. This is inconsistent with any version of tmodulation hypothesis that we can think of and
provides further support for the notion that papénits use the contingencies between words and
responses to reduce the response threshold fpréldéected response.

General Discussion

Two new analyses of the data from Jacoby et @083) along with the results of two
new experiments converge with the results of otbeent investigations (e.g., Schmidt et al.,
2007) to confirm a simple contingency account eftBPC effect (and probably the majority of
the proportion congruent effect). When Stroop @éffece analyzed as a function of the
predictability of the words (i.e., contingency)r@ip trial type (congruent, incongruent) does not
interact with contingency in either the responseriay or error data. This finding confirms the
view that the entire ISPC effect (i.e., the higrdplicated interaction between proportion
congruency and Stroop trial type) can be accouiutelly a main effect of Stroop trial type and a
main effect of contingency.

Reanalysis 1 and Experiment 1 also demonstratgdtintingency effects are solely
facilitative in response times. That is, high cogéncy trials are speeded relative to medium
(chance) contingency trials, but there is no disatige for low contingency trials relative to
medium contingency. These results are inconsistghtthe modulation hypothesis, but are
entirely as predicted by the contingency hypothésisording to the contingency hypothesis,

response time facilitation occurs because partitgare able to successfully predict the correct
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response based on the word on these trials anttahprocessing by reducing the response
threshold for the predicted response. This saménaméem further predicts facilitation for high
contingency trials and interference for low conéngy trials in errors. These predicted results
for errors were observed in Reanalysis 2 and Experi 2. Error facilitation is predicted
according to this account because the thresholthécorrect response is lowered when it is
predictable (i.e., on high contingency trials) @nd therefore less likely that participants will
make any other response. Error interference is@isdicted, because the response threshold for
one of thencorrect responses is lowered when it is predictable @®lpow contingency trials)
and it is therefore more likely that participanttl wmake this particular error. Further analyses in
Experiment 2 confirmed that the increase in ermothe low contingency condition is due solely
to the increase in thgpecific predicted incorrect response.
Conflict Monitoring

These findings have important implications for tieaflict monitoring framework of
Botvinick, Braver, Barch, Carter, and Cohen (20@Dtvinick et al. propose that many of the
effects observed in Stroop and Stroop-like paradigan be explained by a conflict monitoring
mechanism thought to lie in the anterior cingutaagex (ACC). According to their account, the
ACC detects conflict when it occurs (e.g., whenaxdvand display colour indicate two different
potential responses). After detecting conflicteation is more stringently focused on the target.
Through simulation work, Botvinick et al. have deratyated that conflict monitoring can
explain sequential Stroop effects (because attembidhe target is increased following an
incongruent trial) and the standard proportion coagt effect (because the greater number of
incongruent trials in the low proportion congrueandition leads to more attention to the target

dimension of colour block-wide).
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Clearly, the conflict monitoring account of theportion congruent effect is a variant of
the modulation hypothesis and suffers from the ssimeetcomings. In particular, the modulation
hypothesis is unable to explain the ISPC effeatabse the amount of conflict experienced prior
to high and low proportion congruent trials is faene (i.e., because they are mixed within the
same block). However, Blais, Robidoux, Risko, ardiiger (in press) present a variant of the
conflict monitoring account in which conflict is mibored separately for each item. For instance,
each time YELLOW is presented as the distractedwitre level of conflict will be monitored. If
YELLOW is presented most often in an incongruemden then overall conflict will be high. As
such, when YELLOW is again encountered, attentiotihé colour will be highly focused, thus
minimizing the impact of the word on performancewéver, within the same block, BLUE
may be presented most often indtmgruent colour, resulting in low overall conflict for this
word. As such, when the word BLUE is presente@nditbn to the colour will not be as focused,
thus allowing the word to impact performance reklif more. Blais et al.’s variant of the
conflict monitoring account can therefore expldia variations in the size of the Stroop effect
when the proportion of congruent items is manimdadcross items. But Blais et al.’s account
simulates only the interaction between proportiongruency and Stroop trial type, and not the
various other characteristics of the data (e.g.falt that the effect is driven by the speeding of
congruent trials in the high proportion congruemdition and incongruent trials in the low
proportion congruent condition). More criticallfglir account cannot explain why contingency
effects are still observed with colour-unrelateddago there is simply no differential conflict to
monitor between the various conditions.

In summary, although the conflict monitoring modéBotvinick et al. (2001) provides a

compelling explanation for sequential Stroop efdegthich undoubtedly contribute to the simple
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proportion congruent effect), the weight of thedevice suggests that the ISPC effect is better
explained by contingency learning. Further, althfosgquential (trial n-1) effects contribute to
the simple proportion congruent effect, it is ouggestion that the remainder (and bulk) of the
effect is explained by contingency.

Implications for Future Stroop Research

These results, successfully predicted by contiogéypothesis, illuminate an error in the
popular conceptualization of proportion congruem@nipulations. For instance, in the high
proportion congruent condition of a two choice taskgruent words withhigh contingencies
(e.g., BLUEy,¢) are being compared tocongruent words withlow contingencies (e.g.,

BLUEgeen. That is, words are 75% predictive of the corresponse in the congruent condition,
but only 25% predictive of the correct responsthaincongruent condition. The reverse is true
in the low proportion congruent condition, wheoagruent words withlow contingencies (e.g.,
ORANGEangd are being compared tocongruent words withhigh contingencies (e.g.,
ORANGE0w). In this sense, Stroop effects (i.e., facilitatand interference resulting from
conflict in meaning between related concepts) ardatinded with contingency effects (i.e.,
prediction of responses based on word-responselatons).

Given that the contingency hypothesis explanatiime proportion congruent effect
appears sufficient, it would be prudent to questien“purity” of all Stroop effects emerging
from methodologies with non-chance contingencidgof and colleagues have reached a
similar conclusion (Dishon-Berkovits & Algom, 200dalara & Algom, 2003; Sabri, Melara, &
Algom, 2001). The main methodological point is tl@though non-chance contingencies may
“maximize” the size of the Stroop effect (and titssdetectability), the said Stroop effect

measure is confounded with contingency effectssThuay data collected with such a design
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may not be applicable to the standard effect whtéince contingencies. For instance, in a four-
colour Stroop task, each word should be presenteddh colour 25% of the time (which is
typically not the case). Any deviation from suchiiegencies will necessarily confound Stroop
effects with contingency learning effects. This Inoetological point applies to all paradigms in
which contingency information may aid responding.

Conclusions

The results of two new analyses of previously ghield data (Jacoby et al., 2003) along
with the results of two new experiments disconfth@a generally accepted and intuitively
appealing modulation hypothesis, which explaingtfuportion congruent effect in terms of
control over attention allocated to processingvwied. On the other hand, these analyses provide
consistent support for the contingency hypothegsch explains the proportion congruent
effect in terms of the predictability of words (j.eontingency). Specifically, the results are
consistent with the proposed response mechanismevplaeticipants decrease the threshold for
the expected (high contingency) response. Of pdaticiote, the contingency hypothesis
successfully predicted differential results forp@sse latencies and error rates.

Confirmation of the contingency hypothesis wikdly be received with both frustration
and excitement by researchers in cognitive psygyolthe results may seem frustrating because
they disconfirm the highly appealing modulation aggesis and consequently bring into
guestion the proper interpretation of the experitmémat have made use of the paradigm over
the last 25 years. On the other hand, the redutiisld be exciting because they demonstrate the
processing power and control of implicit processed open the flood gates for research on

implicit learning.
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Footnote
! Note that even a true random factor will explaims proportion of variance with a partial eta
squareddpz) due to maximization on random error. This is @i@ll measures of effect size,
such as R squaregy.
% The issue of sequential trial confounds can becevea more complicated given that all
congruent trials have high contingencies and abmgruent trials have low contingencies in the
high proportion congruent block, whereas the rexvésdrue in the low proportion congruent

block.
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Table | - The relationship between proportion colegicy, congruency, and contingency

Proportion Congruency

High Medium Low

Congruent
Congruency

Incongruent

low contingency

(e.g.,
ORANGEyrangd

medium
contingency

high contingency
(e.g., BLUE)|ue)

high contingency

(e.g.,
ORANGE;eliow)

medium
contingency

low contingency
(e.g., BLUEyeen

Note: As indicated by the highlighted cells, coregruand incongruent trials are not matched for
contingency in the high and low proportion congtusanditions.




Contingency Learning 33

Figures

Figure 1. Response threshold model of contingency effeCBRIANGE is presented most often
in yellow, then when ORANGE is presented the tho&sfor the yellow response will be
lower than the threshold for all other potentiapenses (e.g., orange).

Figure 2. Bottom: mean response latencies in milliseconoisi fdacoby, Lindsay, and Hessels
(2003) for congruent and incongruent trials witgthimedium, and low contingencies. Top:
original organization of the data.

Figure 3. Bottom: error percentages from Jacoby, Lindsag,lessels (2003) for congruent and
incongruent trials with high, medium, and low cogencies. Bottom: original organization of
the data.

Figure 4. Experiment 1 mean response latencies in millisesdor high, medium, and low
contingency trials. Error percentages are in paesss.

Figure 5. Experiment 2 error percentages for high, mediurd,law contingency trials.
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