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#### Abstract

Queueing systems with batch service have been investigated extensively during the past decades. However, nearly all the studied models share the common feature that an uncorrelated arrival process is considered, which is unrealistic in several real-life situations. In this paper, we study a discrete-time queueing model, with a server that only initiates service when the amount of customers in system (system content) reaches or exceeds a threshold. Correlation is taken into account by assuming a discrete batch Markovian arrival process (D-BMAP), i.e. the distribution of the number of customer arrivals per slot depends on a background state which is determined by a first-order Markov chain. We deduce the probability generating function of the system content at random slot marks and we examine the influence of correlation in the arrival process on the behavior of the system. We show that correlation merely has a small impact on the threshold that minimizes the mean system content. In addition, we demonstrate that correlation might have a significant influence on the system content and therefore has to be included in the model.
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## 1 Introduction

Whereas servers in traditional queueing systems serve individual customers, batch servers process batches consisting of several customers. Batch servers appear for instance as elevators in high buildings, transport vehicles, recreational devices in amusement parks, ovens in production processes, et cetera. Furthermore, in telecommunications, it is often the case that information packets are aggregated into larger entities (batches) and these batches are transmitted instead of all packets individually. This is mainly done for efficiency reasons, since only one header per aggregated batch has to be constructed instead of one header
per single information unit, thus leading to an increased throughput. Technologies using packet aggregation include Optical burst switched (OBS) networks [10], [25], IEEE 802.11n WLANs [23]. A more general model can be found in [3].

Batch-service queueing models have been studied extensively during the past decades [2], [6]-[9], [11]-[12], [16]-[17], [19], [21], [24], [26], [28]-[29], [31]. However, these surveys share the common feature that only models with an uncorrelated arrival process are considered, which is unrealistic in several real-life situations. For instance, in telecommunications, a traffic source which is inactive in a given time slot is very likely to remain inactive for a long time (or during a large number of time slots). In order to capture most traffic characteristics up to any desired precision, one often adopts the discrete batch Markovian arrival process (D-BMAP) [4], [13], [18], [20], [22], [27], [30]. In [30], the queue length is studied in a multiserver system with finite buffer space and deterministic service times. [4] analyses the queue length at departure instants in a singleserver, finite-buffer system with general service times, whereas [18] investigates the queue length at arbitrary instants and the waiting time for this system. [22] examines the queue length for a single-server system with infinite buffer space and general service times. In [27], a single-server, finite-buffer system with vacations is considered. [13] analyses an infinite-buffer, single-server system with vacations, whereas [20] evaluates an infinite-buffer retrial queue. Mark that, although, in theory, self-similar or long-range dependent (LRD) traffic is precluded from Markov modelling, many studies show that this need not be restrictive, see e.g. [1], in realistic scenarios.

The main contribution of this paper is that we study the combination of batch-service and D-BMAP. As a starting point, we consider a model with geometrically distributed service times and a server that solely initiates service if the system contains at least as many customers as a threshold $l$ (more details of the model are given in section 2 ). We deduce the probability generating function (PGF) of the system content, i.e. the number of customers in the system, those in service included, in section 3. Next, we investigate the influence of correlation on the mean system content in section 4 . We demonstrate that ignoring correlation can lead to a severe under- or overestimation of the mean system content and therefore has to be included in the model. In addition, as determining the value of $l$ that minimizes the mean system content is a crucial part in batch service, we pay special attention to the influence of correlation on this issue.

## 2 Model description

- The time axis is divided into fixed-length slots.
- The queue is infinitely large.
- There is one batch server of capacity $c$ ( $c$ a constant), which means that the server can process up to $c$ customers simultaneously. The available server solely starts service if the system contains at least as many customers as the threshold $l(1 \leq l \leq c)$. Hence, if the server finds less than $l$ customers upon becoming available, it waits to initiate service until the first slot mark
whereby the system contains at least $l$ customers. We further assume that the already present customers remain in the queue when the server waits to start service. Hence, during each slot, the system content consists of the customers being served (the server content) and the customers waiting in the queue (the queue content).
- A service period is the period between the start and end of the service of one batch of customers. The service can only start and end at slot boundaries, implying that an arriving customer has to wait for service at least until the next slot mark.
- The consecutive service times - a service time is the length of a service period, expressed in a number of slots - are independent and identically distributed (IID) and have a geometric distribution, with mass function $t(n)=(1-$ $\alpha) \alpha^{n-1}(n \geq 1)$, whereby $\alpha(0 \leq \alpha<1)$ represents the probability that an ongoing service during a random slot is not finished at the end of that slot. The corresponding PGF is equal to $T(z)=(1-\alpha) z /(1-\alpha z)$, and the mean service time $\mathrm{E}[T]$ equals $1 /(1-\alpha)$ slots.
- Customers arrive in the buffer according to a homogeneous irreducible DBMAP. The number of background states is finite and denoted by $N$. We designate the state during slot $k$ by $\tau_{k}$ and during a random slot by $\tau$. The arrival process is completely defined by the values $a(n, j \mid i) ; n \geq 0 ; i, j \in$ $\{1, \ldots, N\}$, denoting the probability that if the background state is $i$ during a slot, there are $n$ arrivals during this slot and the background state during the next slot is $j$. We put these probabilities in a matrix generating function $\mathbf{A}(z)$ with dimension $N \times N$, whose entries are defined as follows:

$$
[\mathbf{A}(z)]_{i j} \triangleq \sum_{n=0}^{\infty} a(n, j \mid i) z^{n}
$$

Finally, we define $a_{i}(n)$ as

$$
a_{i}(n) \triangleq \lim _{k \rightarrow \infty} \operatorname{Pr}\left[A_{k}=n \mid \tau_{k}=i\right]
$$

with $A_{k}$ the amount of customers arriving in slot $k$, and

$$
A_{i}(z) \triangleq \sum_{n=0}^{\infty} a_{i}(n) z^{n}=[\mathbf{A}(z) \mathbf{1}]_{i}
$$

with 1 a $N \times 1$ column vector whose $N$ entries are equal to 1 .
The stability condition requires that the load $\rho \triangleq \frac{\lambda}{c(1-\alpha)}<1$, whereby $\lambda$ represents the mean number of customer arrivals during a slot, i.e.

$$
\lambda \triangleq \sum_{i=0}^{N} \operatorname{Pr}[\tau=i] A_{i}^{\prime}(1)
$$

with $A_{i}^{\prime}(1)$ the mean number of customer arrivals in a slot if the background state equals $i$ (we use primes to indicate derivatives).

## 3 PGF of the system content

In this section, we deduce the PGF $U(z)$ of the system content at random slot boundaries. Therefore, we first compute the vector generating function $\mathbf{U}(z)$, whose $j$-th entry equals the partial generating function of the system content at a random slot mark when the background state during the slot equals $j$. We then have that

$$
\begin{equation*}
U(z)=\mathbf{U}(z) \mathbf{1} \tag{1}
\end{equation*}
$$

In order to deduce $\mathbf{U}(z)$, we first compute the vector joint generating function $\mathbf{P}(z, x)$ of the queue content $Q$ and the server content $S$ at random slot boundaries. Then, we find $\mathbf{U}(z)$ by letting $x \rightarrow z$ in $\mathbf{P}(z, x)$. Let now $Q_{k}$ represent the queue content at slot mark $k$ and $S_{k}$ be the server content at slot boundary $k$. The slot-by-slot evolution of the pair (queue content, system content) is governed by the following system equations:

whereby $(X)^{+} \triangleq \max (X, 0)$. Note that, as opposed to the case of an IID arrival process, the sequence $\left\{\left(Q_{k}, S_{k}\right)\right\}_{k \in \mathbb{N}}$ does not constitute a Markov chain anymore. Let us now introduce the $1 \times N$ row vectors $\mathbf{d}_{k}(n)$ and $\tilde{\mathbf{d}}_{k}(n)$ :

$$
\left[\mathbf{d}_{k}(n)\right]_{j} \triangleq \operatorname{Pr}\left[Q_{k}+A_{k}=n, S_{k}=0, \tau_{k+1}=j\right], \quad 1 \leq j \leq N, \quad n \geq 0
$$

and

$$
\left[\tilde{\mathbf{d}}_{k}(n)\right]_{j} \triangleq \operatorname{Pr}\left[Q_{k}+A_{k}=n, \tau_{k+1}=j\right], \quad 1 \leq j \leq N, \quad n \geq 0
$$

In addition, $\mathbf{P}_{k}(z, x)$ denotes the $1 \times N$ joint vector generating function of $Q_{k}$ and $S_{k}$, i.e.

$$
\left[\mathbf{P}_{k}(z, x)\right]_{j} \triangleq \mathrm{E}\left[z^{Q_{k}} x^{S_{k}} \mathbf{1}_{\left\{\tau_{k}=j\right\}}\right]
$$

The above system equations can then be translated into

$$
\begin{align*}
\mathbf{P}_{k+1}(z, x)= & \alpha\left[\sum_{n=0}^{l-1} \mathbf{d}_{k}(n) z^{n}+\sum_{n=l}^{c-1} \mathbf{d}_{k}(n) x^{n}+\sum_{n=c}^{\infty} \mathbf{d}_{k}(n) z^{n-c} x^{c}\right] \\
& +(1-\alpha)\left[\sum_{n=0}^{l-1} \tilde{\mathbf{d}}_{k}(n) z^{n}+\sum_{n=l}^{c-1} \tilde{\mathbf{d}}_{k}(n) x^{n}+\sum_{n=c}^{\infty} \tilde{\mathbf{d}}_{k}(n) z^{n-c} x^{c}\right] \\
& +\alpha\left[P_{k}(x, z)-P_{k}(z, 0)\right] \mathbf{A}(z) . \tag{2}
\end{align*}
$$

Next, taking into account that

$$
\sum_{n=c}^{\infty} \mathbf{d}_{k}(n) z^{n-c} x^{c}=\frac{x^{c}}{z^{c}}\left[P_{k}(z, 0) \mathbf{A}(z)-\sum_{n=0}^{l-1} \mathbf{d}_{k}(n) z^{n}-\sum_{n=l}^{c-1} \mathbf{d}_{k}(n) z^{n}\right]
$$

and

$$
\sum_{n=c}^{\infty} \tilde{\mathbf{d}}_{k}(n) z^{n-c} x^{c}=\frac{x^{c}}{z^{c}}\left[P_{k}(z, 1) \mathbf{A}(z)-\sum_{n=0}^{l-1} \tilde{\mathbf{d}}_{k}(n) z^{n}-\sum_{n=l}^{c-1} \tilde{\mathbf{d}}_{k}(n) z^{n}\right]
$$

going to the steady state and defining $\mathbf{f}(n) \triangleq \lim _{k \rightarrow \infty}\left[\alpha \mathbf{d}_{k}(n)+(1-\alpha) \tilde{\mathbf{d}}_{k}(n)\right]$, equation (2) transforms into

$$
\begin{align*}
z^{c} \mathbf{P}(z, x)(I-\alpha \mathbf{A}(z))= & \left(z^{c}-x^{c}\right) \sum_{n=0}^{l-1} \mathbf{f}(n) z^{n}+\sum_{n=l}^{c-1} \mathbf{f}(n)\left(z^{c} x^{n}-z^{n} x^{c}\right) \\
& +\alpha\left(x^{c}-z^{c}\right) \mathbf{P}(z, 0) \mathbf{A}(z) \\
& +(1-\alpha) x^{c} \mathbf{P}(z, 1) \mathbf{A}(z) \tag{3}
\end{align*}
$$

Letting $x \rightarrow 0$ in (3) produces

$$
\begin{equation*}
\mathbf{P}(z, 0)=\sum_{n=0}^{l-1} \mathbf{f}(n) z^{n} \tag{4}
\end{equation*}
$$

Letting $x \rightarrow 1$ in (3) and appealing to (4), we obtain

$$
\begin{align*}
\mathbf{P}(z, 1)= & {\left[\left(z^{c}-1\right) \sum_{n=0}^{l-1} \mathbf{f}(n) z^{n}(\mathbf{I}-\alpha \mathbf{A}(z))+\sum_{n=l}^{c-1} \mathbf{f}(n)\left(z^{c}-z^{n}\right)\right] } \\
& \times\left[z^{c}(\mathbf{I}-\alpha \mathbf{A}(z))-(1-\alpha) \mathbf{A}(z)\right]^{-1}, \tag{5}
\end{align*}
$$

with I the $N \times N$ identity matrix. Finaly, letting $x \rightarrow z$ in (3) and relying on (5), we find the expression for $\mathbf{U}(z)$

$$
\begin{align*}
\mathbf{U}(z)= & {\left[\left(z^{c}-1\right) \sum_{n=0}^{l-1} \mathbf{f}(n) z^{n}(\mathbf{I}-\alpha \mathbf{A}(z))+\sum_{n=l}^{c-1} \mathbf{f}(n)\left(z^{c}-z^{n}\right)\right] } \\
& \times\left[z^{c}(\mathbf{I}-\alpha \mathbf{A}(z))-(1-\alpha) \mathbf{A}(z)\right]^{-1}(1-\alpha) \mathbf{A}(z)[I-\alpha \mathbf{A}(z)]^{-1} \\
= & {\left[\left(z^{c}-1\right) \sum_{n=0}^{l-1} \mathbf{f}(n) z^{n}+\sum_{n=l}^{c-1} \mathbf{f}(n)\left(z^{c}-z^{n}\right)(\mathbf{I}-\alpha \mathbf{A}(z))^{-1}\right] } \\
& \times\left[z^{c} \mathbf{I}-(1-\alpha) \mathbf{A}(z)(\mathbf{I}-\alpha \mathbf{A}(z))^{-1}\right]^{-1}(1-\alpha) \mathbf{A}(z)[\mathbf{I}-\alpha \mathbf{A}(z)]^{-1} \\
= & {\left[\left(z^{c}-1\right) \sum_{n=0}^{l-1} \mathbf{f}(n) z^{n}+\sum_{n=l}^{c-1} \mathbf{f}(n)\left(z^{c}-z^{n}\right)(\mathbf{I}-\alpha \mathbf{A}(z))^{-1}\right] } \\
& \times\left[z^{c} \mathbf{I}-T(\mathbf{A}(z))\right]^{-1} T(\mathbf{A}(z)) . \tag{6}
\end{align*}
$$

Equation (6) together with (1) produces the PGF $U(z)$ of the system content. More details concerning the computation of the unknowns $\mathbf{f}(n)$ in (6) are mentioned in appendix A .

## 4 Numerical examples

In this section, we evaluate the influence of combining correlation and batch service on the behavior of the system. To this end, we consider some numerical examples. We assume throughout this section that the number of states $N$ equals 2. We denote the probability that if the background state is $i$ during a slot, the background state remains $i$ during the next slot by $p_{i}, i=1,2$. Note that $p_{i}=[\mathbf{A}(1)]_{i i}$. In view of the above assumptions, we define the coefficient of correlation $\gamma$ between the states of two consecutive slots as

$$
\gamma \triangleq \lim _{k \rightarrow \infty} \frac{\mathrm{E}\left[\tau_{k} \tau_{k+1}\right]-\mathrm{E}\left[\tau_{k}\right] \mathrm{E}\left[\tau_{k+1}\right]}{\left(\operatorname{Var}\left[\tau_{k}\right] \operatorname{Var}\left[\tau_{k+1}\right]\right)^{1 / 2}}=p_{1}+p_{2}-1
$$

In Fig.1, the mean system content $\mathrm{E}[U]$ is depicted versus the load $\rho$ for several values of $\gamma$. The left pane corresponds to $l=1$, whereas in the right pane $l=c$. It is assumed that $p_{1}=p_{2}, a_{1}(0)=1, a_{1}(n)=0$ if $n \geq 1, a_{2}(n)=$ $[1 /(1+2 \lambda)][2 \lambda /(1+2 \lambda)]^{n}, c=10$ and $\mathrm{E}[T]=10$. Fig. 1 learns us that, regardless of $l$, positive correlation $(\gamma>0)$ leads to a significant larger $\mathrm{E}[U]$ as compared to the uncorrelated case $(\gamma=0)$. Hence, disregarding positive correlation can lead to a severe underrating of the mean system content. Fig. 1 also exhibits that ignoring negative correlation leads to some overestimation of $\mathrm{E}[U]$. We further perceive that these observations manifest themselves more as $\rho$ increases.


Fig. 1. $\mathrm{E}[U]$ versus $\rho$ for several values of $\gamma ; p_{1}=p_{2}, a_{1}(0)=1, a_{1}(n)=0$ if $n \geq 1$, $a_{2}(n)=[1 /(1+2 \lambda)][2 \lambda /(1+2 \lambda)]^{n}, c=10, \mathrm{E}[T]=10$

Next, we take a look at the influence of the distributions $a_{i}(n), i=1,2$ on the behavior of the system. Therefore, $\mathrm{E}[U]$ is represented versus $\rho$ in Fig. 2 for the sets for $a_{1}(n)$ and $a_{2}(n)$ given in Table 1. It is again assumed that $p_{1}=p_{2}$, $c=10$ and $\mathrm{E}[T]=10$ and the panes each correspond to a unique combination of $\gamma$ and $l$. We notice that, regardless of $l$, the exact expressions for $a_{1}(n)$ and $a_{2}(n)$ have an undeniable impact on $\mathrm{E}[U]$. In general, it appears that a larger variance in the number of customer arrivals leads to a larger $\mathrm{E}[U]$. We also perceive that the influence is more pronounced in case of positive correlation. Note that the preceding conclusions are similar to those in multiserver systems with correlated arrivals (see e.g. [5], [15]).

Table 1. Overview of the different sets of expressions for $a_{1}(n)$ and $a_{2}(n)$

|  | $a_{1}(n)$ | $a_{2}(n)$ |
| :--- | :---: | :---: |
| set 1 | 1 if $n=0$, else 0 | $\frac{1}{1+2 \lambda}\left(\frac{2 \lambda}{1+2 \lambda}\right)^{n}$ |
| set 2 | $\frac{1}{1+5 \lambda / 3}\left(\frac{5 \lambda / 3}{1+5 \lambda / 3}\right)^{n}$ | $e^{-\lambda / 3} \frac{(\lambda / 3)^{n}}{n!}$ |
| set 3 | $e^{-2 \lambda / 3} \frac{(2 \lambda / 3)^{n}}{n!}$ | $e^{-4 \lambda / 3 \frac{(4 \lambda / 3)^{n}}{n!}}$ |

As determining the optimal value of $l$ (i.e. the value that minimizes $\mathrm{E}[U]$ ) is of the utmost importance in batch-service systems, we study whether correlation affects this optimal value. For this purpose, the optimal value of $l$ is shown versus $\rho$ in Fig.3, for several values of $\gamma$. Each pane characterizes a distinct combination of $c, \mathrm{E}[T]$ and expressions for $a_{1}(n)$ and $a_{2}(n)$. We perceive that correlation merely has a slight influence on the optimal value of $l$. In view of this, we now


Fig. 2. $\mathrm{E}[U]$ versus $\rho$ for the sets of $a_{1}(n)$ and $a_{2}(n)$ given in Table 1; $p_{1}=p_{2}, c=10$, $\mathrm{E}[T]=10$; each pane corresponds to a unique combination of $\gamma$ and $l$
investigate the impact of adopting $l_{\text {opt }}$ of the uncorrelated case in the correlated system. Therefore, we define the relative differences as

$$
\frac{\mathrm{E}[U]_{l_{\mathrm{opt}}}-\mathrm{E}[U]_{\tilde{l}_{\mathrm{opt}}}}{\left(\mathrm{E}[U]_{l_{\mathrm{opt}}}+\mathrm{E}[U]_{\tilde{l}_{\mathrm{opt}}}\right) / 2}
$$

with $\mathrm{E}[U]_{l_{\mathrm{opt}}}$ the mean system content in the correlated case when $l_{\mathrm{opt}}$ is adopted and $\mathrm{E}[U]_{\tilde{l}_{\mathrm{opt}}}$ the mean system content in the correlated system when the optimal value of $l$ of the corresponding uncorrelated system is adopted.

In Fig.4, the relative differences are depicted both in the cases $\gamma=0.8$ and $\gamma=-0.8$, for the examples from Fig.3. We observe that even when the optimal value of $l$ is different, $\mathrm{E}[U]$ is approximated very well. In view of this, the existing results of the corresponding uncorrelated system can be used to determine a near-optimal value of $l$. Adopting this near-optimal value has nearly no impact on $\mathrm{E}[U]$.


Fig. 3. The optimal value of $l$ versus $\rho$ for various values of $\gamma ; p_{1}=p_{2}$; each pane represents a specific combination of $c, \mathrm{E}[T]$ and expressions for $a_{1}(n)$ and $a_{2}(n)$


Fig. 4. Relative differences versus $\rho$ for $\gamma=0.8$ and $\gamma=-0.8 ; p_{1}=p_{2}$; each pane represents a specific combination of $c, \mathrm{E}[T]$ and expressions for $a_{1}(n)$ and $a_{2}(n)$

## 5 Conclusions

In this paper, we have studied a batch-service queueing model with a server that waits to initiate service until at least $l$ customers have accumulated in the system. The most prominent feature is that customers arrive according to a discrete batch Markovian arrival process. Such an arrival process has the advantage that it can capture most real-life characteristics up to any desired precision. We have deduced the probability generating function of the system content (i.e. the number of customers in the system) at arbitrary slot marks. In addition, we have pointed out that correlation merely has a small influence on the value of
$l$ that minimizes the mean system content and consequently, that the existing results of the corresponding uncorrelated system can be applied to determine a near-optimal value of $l$. Finally, we have demonstrated that disregarding correlation in the arrival process can lead to a dramatic under- or overestimation of the mean system content and therefore cannot be ignored.
In the future, we will investigate whether these conclusions also hold in more general batch-service queueing models, such as models with general service times. We will also examine the influence of correlation on the customer delay.
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## A Calculation of the unknowns $f(n)$ in equation (6)

In this appendix, we demonstrate how the unknowns $\mathbf{f}(n)$ can be determined by means of the spectral decomposition method. Therefore, let $\lambda_{i}(z)$ denote the $i$-th eigenvalue of $\mathbf{A}(z)$ and let $\mathbf{r}_{i}(z)$ represent the corresponding $N \times 1$ right eigenvector of $\mathbf{A}(z)$, i.e.

$$
\mathbf{A}(z) \mathbf{r}_{i}(z)=\lambda_{i}(z) \mathbf{r}_{i}(z)
$$

Multiplication of both sides of (6) by $\mathbf{r}_{i}(z)$ then produces

$$
\begin{align*}
& \mathbf{U}(z) \mathbf{r}_{i}(z)=\frac{T\left(\lambda_{i}(z)\right)}{z^{c}-T\left(\lambda_{i}(z)\right)} \\
& \times\left[\left(z^{c}-1\right) \sum_{n=0}^{l-1} \mathbf{f}(n) z^{n}+\frac{1}{1-\alpha \lambda_{i}(z)} \sum_{n=l}^{c-1} \mathbf{f}(n)\left(z^{c}-z^{n}\right)\right] \mathbf{r}_{i}(z), \quad 1 \leq i \leq N \tag{7}
\end{align*}
$$

Remark 1. We follow the commonly adopted convention that $\lambda_{1}(z)$ and $\mathbf{r}_{1}(z)$ denote the Perron-Frobenius eigenvalue and vector respectively, i.e. $\lambda_{1}(z)$ is the eigenvalue that satisfies $\lambda_{1}(1)=1$.
Unlike the IID case, it is not possible to construct an irrefutable mathematical proof, based on Rouché's theorem, to show that each of the equations $z^{c}-$ $T\left(\lambda_{i}(z)\right)=0,1 \leq i \leq N$ necessarily has $c$ solutions inside the closed complex unit disk $\{z \in \mathbb{C}:|z| \leq 1\}$. Nevertheless, an example where this is not the case has not been encountered up to now, and, to the best of our knowledge, such an example, if it exists, has yet to be constructed. So for practical purposes, we can venture to state that the above equation has indeed $c$ solutions inside the closed complex unit disk for each value of $i$, provided that the equilibrium condition $\rho<1$ holds.
Let us characterise the $k$-th solution of the $i$-th equation by $z_{i, k}$. As $\lambda_{1}(1)=1$, one of the solutions of $z^{c}-T\left(\lambda_{1}(z)\right)=0$ equals one. Without loss of generality, we let $z_{1,1}$ be that zero. As $\mathbf{U}(z)$ is analytic inside the closed complex unit disk, the numerator of the right-hand-side of (7) must also vanish at these zeroes. This observation leads to $N c-1$ linear equations in the $1 \times N$ vectors $\mathbf{f}(n), 0 \leq$ $n \leq c-1$. The zero $z_{1,1}$ cannot be used as it produces the trivial equation $0=0$. Fortunately, we can resort to the normalisation condition to obtain another
equation. This condition is found by letting $z \rightarrow 1$ in (7) for $i=1$ and taking into account that $\mathbf{r}_{1}(1)=\operatorname{span}\{\mathbf{1}\} \triangleq\{\mathbf{x} \mid \mathbf{x}=K \mathbf{1}, K \in \mathbb{C}\}$, leading to

$$
\mathbf{U}(1) \mathbf{1}=1=\frac{c \sum_{n=0}^{l-1} \mathbf{f}(n)+\frac{1}{1-\alpha} \sum_{n=1}^{c-1} \mathbf{f}(n)(c-n)}{c-T^{\prime}(1) \lambda_{1}^{\prime}(1)} \mathbf{1} .
$$

One can easily show that $\lambda_{1}^{\prime}(1)=\lambda$, so that the final equation reads:

$$
\left[c \sum_{n=0}^{l-1} \mathbf{f}(n)+\frac{1}{1-\alpha} \sum_{n=l}^{c-1} \mathbf{f}(n)(c-n)\right] \mathbf{1}=c(1-\rho) .
$$
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