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Abstract—One of the applications of Natural Language Pro-
cessing (NLP) is to process free text data for extracting infor-
mation. Information extraction has various forms like Named
Entity Recognition (NER) for detecting the named entities in
the free text. Biomedical named-entity extraction task is about
extracting named entities like drugs, diseases, organs, etc. from
texts in medical domain. In our study, we improve commonly
used models in this domain, such as biLSTM+CRF model, using
transformer based language models like BERT and its domain-
specific variant BioBERT in the embedding layer. We conduct
several experiments on several different benchmark biomedical
datasets using a variety of combination of models and embed-
dings such as BioBERT+biLSTM+CRF, BERT+biLSTM+CRF,
Fasttext+biLSTM+CRF, and Graph Convolutional Networks.
Our results show a quite visible, 4% to 13%, improvements
when baseline biLSTM+CRF model is initialized with pretrained
language models such as BERT and especially with domain
specific one like BioBERT on several datasets.

Index Terms—Natural Language Processing, Named Entity
Recognition, Biomedical, LSTM, CRF, GCN

I. INTRODUCTION

Medical or biomedical data comes in various forms, espe-
cially in an unstructured text form which makes information
extraction difficult and tedious. Medical text data processing is
a cross-disciplinary study of computer science and medicine.
Structured medical data is needed to productively inspect
and mine via using existing analytic methods. Information
extraction plays a crucial role, especially in the medical field.
Extracting valuable knowledge from these records presents
a challenging task since text reports, and narratives include
both highly domain-specific terminologies, including jargon,
acronyms, and special medical terms.

Named Entity Recognition (NER) is an information ex-
traction method and has practical applications in medical or

biomedical sector. The primary objective of NER is to classify
words or phrases in the text into categories like person (PER),
location (LOC), organization (ORG), etc. In the context of
the medical domain, this task aims to identify medical named
entities such as diseases, species, drugs, chemicals, genes,
cell-type, RNA, and proteins. NER is a supervised sequence
classification task that requires labeled data. Supervised ma-
chine learning (including deep learning) models are used in
this domain. In this paper, we experiment with several differ-
ent machine learning models including Conditional Random
Fields (CRF) for sequence classification, CRF on the top of
the bi-directional Long Short-Term Memory (biLSTM) type
deep learning models, Bidirectional Encoder Representations
from Transformers (BERT), and several contextual or static,
generic or domain-specific word embedding models for biL-
STM+CRF, and lastly Graph Convolutional Neural Networks
(GCN). Our results show that deep learning algorithms such as
biLSTM+CRF can achieve state-of-the-art results if combined
with powerful word representations obtained from pre-trained
language models in a specific domain such as BioBERT. The
sections in this paper are organized as follows: Section II
presents an overview of the current research and state-of-the-
art in named entity recognition. In Section III we go through
our approach and the followed methodology for solving the
problem. Section IV presents the results of the experiments
and highlights the best and worst-performing models and the
differences between them. Finally, we conclude the findings of
this study in Section V with a quick summary of the potential
directions and improvements that could be done in the future.

II. RELATED WORK

Conditional random field (CRF) is a sequence labeling
type machine learning algorithm traditionally used for Named978-1-6654-9810-4/22/31.002022IEEE
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Entity Recognition (NER) [1] which used to be the state-of-
the-art (SOTA) results in many benchmark datasets before the
wide applicability of the deep learning models. Even today
it is relevant and is used with deep learning models such as
LSTM.

NER is considered one of downstream tasks of NLP [2].
Medical text contains vital information which comes in the
form of clinical notes, patient discharge reports, medical
reports, etc. NER models provide the underlying semantics
in these clinical texts, which are then used as input to clinical
entity resolving [3] and de-identification of the sensitive or
personal data [4] as described by Protected Health Information
(PHI) standards. NER and deep learning at large, in the
medical field goes beyond research. It now helps to improve
patient-based service, detection of early spreading of diseases,
creating new perspectives on disease mechanisms to provide
better treatment methods [5], [6], [7]. Recent methods for NER
can be divided into two; traditional Machine Learning (ML)
based and Deep Learning (DL) based. Traditional ML methods
in this domain includes CRF [8], Hidden Markov Models
(HMM), and Maximum entropy Markov models (MEMMs)
[9], and feature-based supervised learning approaches [10]
[11].

As part of the development of effective NLP tools to assist
the arrangement, curating, and retrieval of information in
the biomedical domain, B. Settles used CRF for Biomedical
NER [1]. Though these methods are commonly used, the
emergence of DL methods which use several neural networks
provides more robust and better results in many NLP tasks
including NER. One of the main difference of DL models
is the ability to learn and discovers features automatically, in
other words learning the task-specific efficient representations
in hidden layers [12]. Based on this we select biLSTM+CRF
as a baseline model for our work. In addition, LSTM-based
networks are proven to be effective in sequence labeling
problems. Unlike LSTM, Bi-directional LSTMs [13] does
capture both previous and next context information making
it a more robust model to label a token.

In 2018, Google developed a language model BERT [14]
and open-sourced the pre-trained and fine-tuned versions of
their work, which has proved to be SOTA in many NLP
downstream tasks. By using transfer learning, in the medical
domain BERT can be fined tuned on domain specific data to
form variety of models [15]. Issifu et el. [16] in their work uses
domain-specific language model bioBERT [15] with text data
augmentation methods to increase the performance of NER
Models.

Researchers combine deep learning models such as biLSTM
[17] or a more recent transformer-based language model BERT
[14] with CRF to achieve better results [18]. Huang et el. [17]
use a 50-dimensional vector senna1 word embedding with a
combination of biLSTM+CRF.

Just like transformer models which are built on general
attention models, Graph Convolutional Networks (GCNs) have

1Downloaded from https://ronan.collobert.com/senna/

gained popularity recently in the NLP research arena, espe-
cially in text classification tasks. The work of Alberto Cetoli
et al. [19], inspired by the work of Diego Marcheggiani et el.
[20], shows that GCN can be combined with biLSTM+CRF
models to get promising results in NER tasks. Even though
their work falls short of the SOTA results, the study suggests
that the GCN model can improve over the biLSTM+CRF
baseline.

In [21], authors suggest the use of multi-lingual pre-trained
BERT models with biLSTM+CRF so that they can use English
and Spanish biomedical datasets. They evaluate and compare
the performance of the biLSTM+CRF model and a multi-
lingual BERT model in a general domain and biomedical for
both Spanish and English datasets.

It is possible to fine-tune a transformer models such as
BERT [14] to a particular application or domain. This usually
increase the performance of the downstream application. This
transfer learning is one of the most powerful aspects of these
models. One specific example is the BioBERT [15]. BioBERT
initializes with the weights of a pre-trained BERT model that
is trained using a general corpus, then uses a large biomedical
corpora to fine-tune the weights. This domain-specific model
outperforms the BERT model in several downstream tasks
including text classification and NER [15]. In biomedical
benchmark datasets, BioBERT outperforms BERT with an F1
score of 0.62% improvement

Another interesting development in the NLP domain is
the development of multilingual embedding models which
represents the words of many different languages in the same
embedding space. The popular examples of such models are
multilingual fastText [22] and Multilingual Bert [23]. These
are important because they can allow us to train a machine
learning model by using a training set in one language and
using that model to classify instances in another language.
This may prove important for low-resource languages such as
Turkish in specific domains such as the medical domain.

III. APPROACH

In our approach we used different word representations such
as fastText embeddings, contextual embeddings obtained from
pre-trained BERT model, and medical BioBERT model with
the biLSTM+CRF architecture to increase the performance of
the baseline model on biomedical benchmark dataset.

In supervised learning, data inputs are composed of both the
examples and their respective labels. NER is one of the super-
vised learning tasks that need labeled data to train a model.
In this study, we trained several machine learning / deep
learning based supervised NER models on four biomedical
benchmark datasets which are available publicly. The datasets
are NCBI-disease corpus [24], BC5CDR (BioCreative V CDR
corpus) [25], JNLPBA [26], Species-800 [27], and BC2GM
[28] datasets. We use the pre-processed version of all datasets
that are described in Lee et al [15].

The current studies use transformer models directly for
NER tasks. We hypothesize that a combined model of deep
learning and traditional machine learning, biLSTM+CRF can
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perform comparably or better. So in this study, we use biL-
STM+CRF models that are initialized using different type of
embeddings. We use two different contextual embeddings that
are produced by pre-trained general domain and a fine-tuned
domain-specific transformer model (i.e. BERT and BioBERT).
We also use static embedding method fastText that is pre-
trained using a general corpus. These models are named
as BERT+biLSTM+CRF, BioBERT+biLSTM+CRF and biL-
STM+CRF, respectively. Our architecture for the transformer
model + biLSTM + CRF is depicted in figure 4.

The biLSTM model consists of two LSTM layers, which
processes the sequence in the writing direction and the op-
posite direction. The ability to work with sequential input
and the capacity to recognize long-term dependencies because
of a memory cell are the fundamental characteristics of the
LSTM. The hidden states vectors H = (h1, h2, . . . , hn) are
the output of the LSTM, which receives a series of vectors
X = (x1, x2, . . . , xn) as input.

In biLSTM, xt, ht, and ct are input at time t, hidden state
at time t, and cell state at time t, respectively. Furthermore, σ
represents the sigmoid function.

Fig. 1. A General Architecture for biLSTM algorithm (Adapted from [29]
).

BiLSTM+CRF model is one of the most popular models
used for named entity recognition problems [30]. A CRF
model makes a prediction as a graphical model in order
to account for the influence of nearby data. A linear chain
CRF can make predictions utilizing this improved context
after receiving the biLSTM’s output. This CRF and biLSTM
combination is referred to as a biLSTM+CRF model [31], and
its architecture is shown in Figure 2.

A Graph Convolutional Network (GCN) [33] is a type of
convolutional neural network (CNN) that efficiently make use
of the connections or relations between instances that can be
represented as a graphe. GCN creates embedding vectors of the
nodes of the input graph based on connectivity of the nodes.
Hence, the GCN model requires data to be represented as a
graph. In our case a graph is created by representing words or
terms as nodes and their pair-wise similarities as edge weights.

Fig. 2. BiLSTM-CRF structure (Adapted from [32]).

We use Point-wise Mutual Information (PMI) for measuring
similarities. A graph is usually stored and processed as an
Adjacency Matrix (A).

The normalized version of the adjacency matrix A of the
graph (A*) will be added as an input to the forward pass in Eq.
(1). In this way, the model can learn feature representations
based on the connectivity of instances. Bias b is omitted for
clarity’s sake. We can think about the GCN as a first-order
approximation of Spectral Graph Convolution in the form
of a message-passing network, in which the information is
propagated along the graph’s neighboring nodes as explained
in more detail in [34].

H [i+1] = σ(W [i]H [i]A∗) (1)

After normalizing the matrix by placing the parameters we
have in the H [i+1] (in Fig. (1)) the layer of the neural network,
the 2-layer neural network is run with the forward pass method
and the results are calculated. The architecture of the two layer
GCN model represented in Figure 3.

Fig. 3. Two layer Graph Convolutional Network architecture.

The architecture of the biLSTM+CRF model with BERT
embedding is shown in Figure 4. In this architecture, the
second layer consist of a Bidirectional Long Short-Term
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Memory (biLSTM) model as a black-box, and it make use
of the natural sequence structure of the words in sentences.
On the the top of that, Conditional Random Field (CRF) layer
is used for sequence labeling, that is assigning one of the pre-
determined named entity class label to a particular word in the
sequence.

Fig. 4. BiLSTM+CRF model with Transformer embedding architecture
(Adapted from [35]).

As mentioned, the very first layer of the biLSTM+CRF is
the input layer which can take the vector representations of
individual terms. A popular approach is to use short and dense
vector representations of terms using pre-trained embedding
models. Transformer based large language models such as
BERT [14] can be used to obtain contextual embeddings
of words. As a result, we use different BERT models in
our experiments. The BERT model uses bidirectional self-
attention, and the model we use has 12 transformer blocks.
Each transformer block has 768 layers with 12 attention heads.
The vocabulary size parameter is set to 110,000. The BERT
algorithm can be used for pre-training from the scratch or fine-
tuning an existing pre-trained model for a specific domain or
application. The model is trained using usually a very large

amount of unlabeled data in pre-training. On the other hand,
a pre-trained model can be fine-tuned using labeled data for a
specific downstream task or domain specific unlabeled data.
A downstream task training for a model employing BERT
will have its own fine-tuned model at the end. BioBERT is
a domain specific variation of BERT. It is pre-trained in a
bidirectional way using a large-scale biomedical corpus. We
use this models embeddings to the biomedical NER task.

We trained our GCN model from scratch using the medical
datasets mentioned at the beginning of this section. The GCN
provides message passing between nodes. In our case we
use a two-layer GCN which means the message passing can
be between nodes that are at most two steps away. This is
interesting because although there are no direct document-
document connections or edges in the graph, due to its two-
layer structure it may facilitate information exchange between
pairs of documents.

For the training set, development set and test set split we use
the settings provided by the datasets. We use several evaluation
metrics in our experiments. For precision, recall, and F1 we
use macro-averaging.

IV. EXPERIMENT RESULTS AND DISCUSSION

To establish a baseline, we start with the simplest model,
which is the traditional machine learning method of Con-
ditional Random Fields (CRF) for Named Entity Recogni-
tion (NER). After building biLSTM+CRF model, we use
biLSTM+CRF that is initialized using embeddings from a
pre-trained BERT model from general domain and BioBERT
model from biomedical domain. We also use pre-trained fast-
Text embeddings with biLSTM+CRF. The above mentioned
models have following parameters: Loss Function is ”neg-
log-likelihood-loss”, optimizer is ”Adam”, and learning rate is
”1e-4”. We got optimal experiment results by using 10 epochs
with a batch size of 32.

We also experiment with GCN models. Like biLSTM+CRF,
we apply GCN directly to sequence labeling applications in
particular NER. Please note that we don’t use a pre-trained
embedding model with GCN.

TABLE I
PERFORMANCE COMPARISONS OF MODELS ON JNLPBA

Method Accuracy Precision Recall F1
GCN 83.87 61.06 55.28 57.16
CRF 85.07 65.91 57.03 60.47
biLSTM+CRF 89.90 74.10 81.30 77.27
FastText+biLSTM+CRF 81.56 33.31 34.15 32.14
BERT+biLSTM+CRF 93.32 82.04 85.14 83.52
BioBERT+biLSTM+CRF 93.40 86.41 78.53 82.02

From the result tables, we can clearly see our biLSTM+CRF
model with BERT embedding generally outperforms the other
models in comparison. Other models use attention based (Att
+ biLSTM + CRF) approach [30] or Glove word embedding
[36] or other word embeddings, but in the medical domain,
like in this research, BERT and BioBERT word embeddings
are the best choice since we use medical corpora.

Authorized licensed use limited to: ULAKBIM UASL - MARMARA UNIVERSITY. Downloaded on December 27,2022 at 06:42:29 UTC from IEEE Xplore.  Restrictions apply. 



TABLE II
PERFORMANCE COMPARISONS OF MODELS ON S800

Method Accuracy Precision Recall F1
GCN 96.32 48.82 37.36 39.34
CRF 95.68 67.75 37.81 40.70
biLSTM+CRF 96.54 73.25 61.03 65.94
FastText+biLSTM+CRF 94.28 33.41 33.23 33.25
BERT+biLSTM+CRF 96.94 74.98 74.01 74.42
BioBERT+biLSTM+CRF 97.37 78.46 77.54 77.99

TABLE III
PERFORMANCE COMPARISONS OF MODELS ON NCBI-DISEASE

Method Accuracy Precision Recall F1
GCN 92.53 70.51 42.65 47.88
CRF 91.91 67.27 43.00 47.62
biLSTM+CRF 96.53 72.32 65.46 68.38
FastText+biLSTM+CRF 89.28 39.72 35.72 37.01
BERT+biLSTM+CRF 95.99 81.70 82.15 81.93
BioBERT+biLSTM+CRF 96.25 85.80 78.86 82.06

The GCN model was trained for 500 epochs for s800,
NCBI-disease, and JNLPBA datasets. The results on the
JNLPBA dataset show 57% F1 which is a significant increase
in the performance.

By optimizing the model and increasing the epochs in
training, one may achieve better results. We reserve the GCN
model as a viable option for NER.

Our experiment results shows that BioBERT+biLSTM+CRF
model generally outperforms other models for the NER task
in almost all of the datasets. The results of these datasets can
be seen in Table II for s800 dataset, Table III for NCBI-
Disease dataset, Table IV for BC5CDR-Disease dataset and
Table V for BC2GM dataset. There is an exception for
BERT+biLSTM+CRF results that can be seen in Table I for
the JNLPBA dataset, in this case, BERT pre-trained model
from a general corpus outperforms other models for Recall and
F1 metrics. These are interesting results that require further
investigation.

As can be seen in all tables, and as expected our sim-
plest model, CRF has lower performance compared to the
more complicated models of biLSTM+CRF with different
embeddings (BERT, and BioBERT). One exception to this is
FastText+biLSTM+CRF. A generic FastText pre-trained model
decreases the performance of biLSTM+CRF considerably,
showing the lowest results for all our datasets. This also
requires further investigation.

It is important to underline that we reach the state-
of-the-art (SotA) result in the JNLPBA dataset, our
BERT+biLSTM+CRF model achieves an 83.52% F1 score and
the BioBERT+biLSTM+CRF model achieves 82.02% F1 score
can be seen in Table I. Both of the models outperform the
current SotA KeBioLM [37] of 82.0% F1 score and are also
better than the original BioBERT of 77.59% F1 score.

Also in the s800 dataset, we got the SotA using our
BioBERT+biLSTM+CRF model with an F1 score of 77.99%
can be seen in Table II, outperforming the current SotA of
SciFive-Base [38] 76.55% F1 score.

TABLE IV
PERFORMANCE COMPARISONS OF MODELS ON BC5CDR-DISEASE

Method Accuracy Precision Recall F1
GCN 94.55 52.36 37.28 38.79
CRF 94.15 54.01 35.44 36.38
biLSTM + CRF 94.62 63.92 65.42 64.52
FastText+biLSTM+CRF 93.92 38.47 33.52 32.89
BERT + biLSTM + CRF 96.32 76.98 72.49 74.55
BioBERT+biLSTM+CRF 96.94 76.56 78.26 77.39

TABLE V
PERFORMANCE COMPARISONS OF MODELS ON BC2GM

Method Accuracy Precision Recall F1
GCN 90.37 61.10 48.72 51.63
CRF 89.90 66.08 43.99 48.56
biLSTM + CRF 92.41 74.39 65.53 69.34
FastText+biLSTM+CRF 89.37 30.97 33.32 31.51
BERT + biLSTM + CRF 94.50 81.63 77.12 79.22
BioBERT+biLSTM+CRF 95.10 83.46 80.32 81.81

We have mixed results for GCN. GCN usually performs
poorly and outputs lower results than our baseline model of
CRF. Only on NCBI-disease dataset GCN can catch CRF as
can be seen in Table III. However, we use a vanilla GCN and
believe that it can be modified to have a better performance
for this task.

The biLSTM+CRF model only, without initializing the
embedding layer with a pre-trained model embedding layer
such as BERT, BioBERT or FastText, as expected performs
relatively poorly.

V. CONCLUSIONS AND FUTURE WORK

In the medical domain, domain-adapted transformer models
such as BioBERT [15] has the state-of-the-art results for
Named Entity Recognition (NER). In our study, we focus on
improving the biLSTM+CRF using a variety of word embed-
ding approaches including the BioBERT. We also attempt to
use Graph Convolutional Networks (GCN) in this domain;
biomedical named entity recognition. We conduct extensive
experiments with several different biomedical datasets and
several different models. Our results show that domain spe-
cific large language models based on transformers such as
BioBERT can also be used to improve the performance of
biLSTM+CRF, a deep learning based NER model, when used
in the embedding layer. Furthermore, even the general domain
BERT shown to be useful and as expected, works better than
static embeddings such as fastText. Interestingly, we could be
able to achieve and surpass state-of-the-art results of domain
specific language models based on transformers using our
BioBERT+biLSTM+CRF setting on some of the datasets.

For future work, we shall explore more medical domain
embeddings based on transformers such as BioELECTRA [39]
, SciBERT [40], and static embeddings such as BioWordVec
[41], and cui2vec [42]. With this domain specific embeddings
+biLSTM+CRF, we think there will be more interesting re-
sults. We also plan to significantly improve the GCN model by
modifying it for NER. We will also apply our current solutions
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for multilingual cases. By using multilingual models we can
apply our solution to datasets in different languages.
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