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Abstract: Since cyberspace was identified as a domain of operations, defence practitioners started a
race with academy, researchers, and industry and military organizations working together towards
defining related lines of capability development (e.g., DOTMLPFI) and exploring the needs and
opportunities they entail. An essential cornerstone of adapting to the convergence of the cyber
domain with conventional theaters of operation is the need for producing tools for easing to acquire
cyber situational awareness (CSA), from which human operators shall be able to perceive, reason and
project situations and events observed in cyberspace that may vertically/horizontally propagate from
technological to tactical, operational and strategic planes. Benefiting from the higher maturity level
of civilian capabilities for cybersecurity, the military sector has embraced the challenge of creating
related beyond state-of-the-art CSA enablers that comprise the existing technological background
while adopting concepts such as operations, missions or courses of action (CoAs), properly aligning
them with military doctrine. Beyond ongoing development efforts, there is a wide methodological
gap in the lack of suitable CSA verification and validation (V&V) frameworks, which are expected
to analyze if related capabilities meet the requirements to operate in the military context; at the
same time supporting the thorough development life-cycle of brand new cyber defence technologies.
With the motivation of closing the identified gap, this research introduces a novel V&V framework
able to guide the evaluation of CSA-related tools, which makes converge purely military aspects
with dual-use state-of-the-art V&V approaches. Three core CSA evaluation concepts are discussed
in-depth: software, operational and application tests. They range from the daily application of new
capabilities to their ability to enable the acquisition of a joint operational picture understandable by
human decision makers.

Keywords: cyber defence; cyber situational awareness; decision making; verification and validation
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1. Introduction

The concept of situational awareness (SA) is colloquially known as “knowing what’s
going on so you can figure out what to do” [1,2], more recently redefined by M. Endsley
as a human state of mind that allows decision makers to “perceive the elements in the
environment within a volume of time and space, to comprehend their meaning and project
their status in the near future” [3] (see Figure 1). The digitalization of the defence sector and
the consolidation of cyberspace as a fifth domain of operations has led to the need for un-
derstanding the impact of perceived situations on the cyber defence infrastructure, services
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and assets on traditional physical domains, resulting in the evolution of conventional SA to
the understanding of the convergence between cyberspace and other dimensions, referred
to as cyber situational awareness (CSA) [4]. However, despite its relevance, today, no single
solution fulfills all operational requirements needed for a comprehensive solution tailored
to the military, highlighting, among other things, the importance of advanced information
filtering to adjust SA pictures to match the needs of each particular user (strategic, opera-
tional and tactical), reduce information overload and increase operational efficiency. This
is due, among other things, to the great disruption of cyber operations at a conventional
doctrine level, the difficulty of making converge the mission concept with the technological
background inherited from the dual ecosystem, and the information technology dynamism
inherent in the rapid evolution of the digital sectors. On the other hand, and despite there
being a wide interest of cyber defence practitioners in acquiring CSA-related capabilities,
their validation entails a rara avis topic in the cyber defence landscape [5], which, contradic-
torily, implies an outstanding gap in the thorough design and development of CSA-related
tools with particular needs for adapting to emerging communication paradigms [6,7].

Motivated by these changes and with the purpose of contributing to digitalizing the
defense sector, the research presented in this paper describes a joint effort between military
industry, academy, research and technology organisations towards defining a common
evaluation methodology by using V&V techniques able to assess the capability of cyber
defense tools to guide the human acquisition of CSA, which is expected to assist their devel-
opment and maintenance cycle, while assessing their effectiveness prior to consideration
for deployment on real theaters of operation. The conducted research supports the findings
previously presented in [8]. Its main contributions are enumerated as follows:

• In-depth review of the state-of-the-art research in military CSA, as well as the evalua-
tion methodologies for assessing the cyber defence tools for CSA acquisition, high-
lighting needs, technological gaps, challenges and opportunities.

• Introducing a core set of evaluation concepts and a testing workflow for validating
CSA related tools.

• Proposing novel verification and validation guidelines for mission-centric assessing
of the vertical/horizontal propagation of cyber threats between cyberspace and the
mission plane.

• Describing CSA tool-evaluation guidelines and suggesting a reference questionnaire
template.
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Figure 1. Endsley’s model for situational-awareness acquisition [9].

The paper is organized into eight sections, starting with an introduction. Section 2
reviews the state-of-the-art research in CSA and discusses the main challenges and method-
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ological gaps of the related evaluation procedures. Section 3 describes the cornerstones of
the introduced framework for evaluating CSA-related tools. Section 4 presents the testing
concepts of the framework. Section 5 presents its operational concepts, and Section 6 presets
its application concepts and details the proposed evaluation workflow. Finally, Section 7
summarizes the conclusions and potential lines of future research.

2. A Review of The State-of-the-Art Research

The following describes the evolution and emerging challenges in the fields of SA,
CSA in military operations and the assessment of CSA-related tools.

2.1. Situational Awareness in Cyber-Physical Systems

Endsley proposed three stages of information processing: perception, comprehension,
and projection. The first stage entails tasks such as monitoring and incident identification,
the second stage involves their analysis and association, and the third stage forecasts the
development of the system’s state. These should support security operators’ decision
making by defining a closed-loop strategy that implements continuous feedback between
the inferred operational picture, decision making (course-of-action identification, selection,
planification) and their enforcement. The Endsley model’s adaptation has shown to be
especially successful in complex and dynamic cyber environments [10,11], where the defi-
nition of “cyber situational awareness” was observed; the diagnosis is strongly dependent
on the context in which occurrences are recorded, and where CSA becomes crucial in the
battle against cybercrime. Alternatively to the Endsley’s model, the acquisition of SA has
been widely studied and adapted during the last decades. For example, a generalized
variation has emerged as an outstanding solution for enhancing the effectiveness of first-
response actuation (Figure 2): the observe–orient–decide–act (OODA) loop. Originally
conceived for supporting decision making in uncertain and chaotic environments, the
OODA loop adapts the scientific method for solving countermeasure identification, se-
lection planning and enforcement challenges; where observe resembles the acquisition of
preliminarily factual knowledge, orient–decide proposes the best hypothetical approach
to a cyber-physical incident, and act coincides with testing and contrasting the assumed
hypothesis. If, based on the next observations, the planned response seems improvable,
the decision loops are executed again looking for a better solution. This procedure allows
responding to complex situations in near real time, and increasing the effectiveness of
the first-response actuations during their course. However, implementing this loop in
heterogeneous technological ecosystems, as is the case of real operations, requires the
development of an accurate operational picture, which shall be provided by combined
cyber-physical awareness acquisition [12]. For example:

• Observe. Perception of the operational environment through the aggregation and
fussing of data from diverse data sources, directly collected by sensors watching over
cyberspace or physical features, or gathered from social-cognitive sources (media, etc.)
and cyber-physical intelligence repositories or entities.

• Orient. The deduction of additional knowledge useful for the in-depth understanding
of the operational, where diagnosis, prediction, simulation and related adaptive
machine-learning capabilities shall allow identifying cyber, physical and combined
threats; as well as anticipating their evolution at different time horizons.

• Decide. Supports decision-making and planning/conducting first-response actuations
on the identified threats by taking advantage of the analytical capabilities previously
adopted at the Orient step of the OODA loop. The suggested decisions will provide
predictions and simulations able to define anticipatory actuations and preliminarily
assess the impact of the courses of action to be conducted.

• Act. Reactive/proactive responses to be conducted will take advantage of both tech-
nological enablers that take part of the protected tunnel infrastructure and those
carried by first responders. Consequently, conventional actuators such as fire ex-
tinguishers, ventilation systems, signalling devices, etc., shall be combined with
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next-generation capabilities, e.g., unmanned vehicles, wearable devices or virtual
network functions (VNF).
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Figure 2. Example of OODA loop for assisting cyber-physical incidents.

This procedure allows a response to complex situations in near real-time and improve
the effectiveness of the first-response actuations during their course [12]. Many of the
related preliminary contributions were collected in [13], where an in-depth revision of the
CSA landscape evidenced the predominance of approaches towards facilitating emergency
risk management, industrial systems, and communication networks [14]. As discussed
in [10], they enhance the information security risk management (ISRM) process’s three
most prevalent flaws: (1) information-security risk identification is frequently performed
in a superficial manner; (2) information security risks are frequently estimated without
much consideration of the current situation; and (3) information-security risk assessment
is frequently performed on an ad-hoc, non-historical basis (a conventional security risk
assessment scheme can only provide a “snapshot” of cyber risks at a given time).

Numerous publications attempt to combine both paradigms in order to address these
issues while maintaining the ISRM foundation. This is the case of [15–17], where the
SA is acquired, taking into account the definition of risks, assets, and their influence
on preventing, identifying, and mitigating cyber threats presented by various standards
and platforms. In [11,18,19], this is extended to emerging communication environments,
where to share the acquired operational pictures constitutes a key element for inferring
cyber threat intelligence (CTI) [20] and cyber-attack attribution. In [21,22], the problem of
sharing acquired operational pictures was discussed, where a method for defining critical
information and the relevant information quality elements that are required to build shared
SA were discussed. On these grounds, the OODA loop became a key enabler for near
real-time acquisition of SA in critical scenarios [12], where the responses teams must adapt
their modus operandi as their mission progresses.

In the meantime, security practitioners have witnessed an exponential growth in
the development and deployment of various types of cyber-physical systems (CPS) [23]
able to cover insider/outsider sourced situations [24], which can be found in a plethora
of areas, such as aerospace, automotive, chemical processes or transportation, most of
them being tagged as critical Infrastructure. However, as highlighted in this study, one
fundamental issue in CPS security is the heterogeneity of the building blocks—which
implement hardware components such as sensors, actuators, and embedded systems—and
in the grounds of different collections of software products, proprietary and commercial,
for control, monitoring and any kind of tasks. As a result, every component, as well as their
integration, can be a contributing factor to a CPS risk, in this way presenting a wide variety
of risk surfaces [25]. The complexity of CPS and the heterogeneity of its components have
encouraged the proposal of different approaches towards addressing their safety [26], and
its combination with security and privacy protection [12], which have a close relationship
with CSA military needs.
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As the complexity of physical interactions increases, social factors became fundamental
for the proper management and understanding of cyber-physical situational awareness
enablers [22] and prevent safety and security situations [23]. Consequently, in [25], the
need for a paradigm shift from classical CPS to cyber-physical social systems (CPSS) was
anticipated, where it was notorious for analysing the impact of CPS on humans and vice
versa, hybridisation, i.e., machines and human users covering parts of the system function
in deep interaction, is emerging as a novel core concept. Therefore, CPSS can be thought of
as a new step in the development of ubiquitous computing, which typically entails three
stages: CPS, cyber-social systems (CSS), and CPSS [26]. These two systems, in particular,
together with CPS and CSS, are improving and becoming universally interconnected. In
order to facilitate intelligent interaction between the cyber, physical, and social realms,
they have finally been integrated into CPSS, in this way presenting a perfect baseline for
developing capabilities for managing hybrid threats from operations in the grey zone and/or
hybrid warfare theaters of operation.

2.2. Managing Cyber Incidences on Military Operations

The CSA on military operations extends the scope of the conventional CPS security ca-
pabilities towards covering the understanding of the dependences between the cyberspace
and the operational context, which includes the rest of the battle domains (air, land, space,
sea) and the ongoing/planned missions [27]. The concept measure of effectiveness (MOE),
applied to mission impact assessment and hostile adversarial actions in cyberspace, was
introduced by Musman [28], and refers to the measures that characterize the operational
effectiveness of a cyber defence unit or force in achieving its objectives during a joint
mission [29]. The authors explicitly stated the need to determine the mission impact of a
cyberattack based on the timing and duration of the attack. This was first noted by Fortson
in his thesis in 2007 [30]. According to [28], the timing/duration of the attack needs to be
correlated with timing and workflow information from the mission in order to precisely
infer consequences on MOE. For that purpose, mission models should capture such time-
dependent information of a mission, including the relative importance of its various tasks
along the time. Some of the state-of-the-art mission-mapping technologies that include
dependencies with cyberspace were analysed in [31], being classified as process-driven
analysis techniques or artifact-driven analysis techniques. Overall, the study concluded that
the process-driven acquisition of CSA [32] was typically developed manually by subject-
matter experts, which evidenced drawbacks that are expected to be partially addressed
by the inclusion of automatisms: (1) they are highly subjective; (2) they are highly time-
consuming; and (3) mission mapping cannot be updated in a timely manner. On the other
hand, artifact-driven analysis techniques [33] are close to the data fusion [34] paradigm,
where logs and other data collected by sensors shall be able to guide the discovery and/or
inference of cyber assets, their dependence regarding planned/ongoing missions and
potentially vertical threat propagations. Compared to process-driven approaches, these
techniques are much faster, support real-time asset discovery and can identify non-trivial
dependencies. However, they heavily rely on capabilities for monitoring, discovering
and analyzing cyberspace, as well as their capability of making the information that they
provide understandable by operators and decision-makers.

On the other hand, when acquiring CSA, it is critical to understand the key assets that
contribute the most to supporting mission processes and services [35]. These assets are
commonly referred to as cyber key terrains (CKT). In a recent work, Price et al. explore the
use of multi-attribute decision-making (MADM) for identifying them [30]. An interesting
observation given by Price et al. is that the most important factor in determining the CKT
is the relative importance of each subsystem for a particular mission. This is valuable,
since the number of subsystems can be manageable for a process-driven approach but
the number of assets (where an asset is part of one or more subsystems) is certainly not.
In [35], the authors argue that a complete understanding of the current cyber operational
picture is not necessary to effectively manage the impact of cyber threats. As an alternative
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to holistic solutions, they propose Cyber-ARGUS, which leverages the contributions by
Damico et al. [36] for the construction of an ontology system to simplify mission impact-
assessment tasks.

Based on the analysis of existing technologies and publications and the feedback
received by stakeholders regarding previous publications, the authors of this paper can
conclude that none of the related works provides a complete set of required functionalities
at an adequate maturity level for supporting military operations, where the following
knowledge areas require further research: active data gathering to construct more reli-
able mission mappings, identification of mission dependencies in non-recurring missions,
timely updating of mission mapping as mission needs evolve, and security implications
for the mission if an attacker compromised the mission mapping. As a result, the research
community should at least prioritize the following developments: (1) asset perturbation to
probe and measure mission sensitivity to every network asset; (2) mission-aware architec-
tures, which heavily rely on software-defined networking and virtualisation techniques to
deploy system architectures that already reflect the mission dependencies; (3) YMAL (you
may also like) approaches based on the machine learning and big data of past missions to
help the analyst during the mapping of capabilities to the current mission needs; (4) and
a role-based mission-behaviour baseline that correlates the role of the user executing the
tasks in the mission planning system and the assets supporting their functions.

2.3. Situational Awareness Assessment

To truly understand “what is going on” in cyber defense, it is rarely simple to obtain a
sense of the threat landscape as a whole [9]. Endsley’s definition of situational awareness
defined progressive levels of awareness, ranging from (1) simple perception of fundamental
data, (2) interpretation and combination of data into new knowledge, and (3) the capability
of forecasting and anticipating situations and courses of action (CoA). This shows that
situational awareness can be attained gradually, rather than in a linear fashion, with greater
degrees of understanding dependent to some extent on lower levels of awareness [37].
This preliminarily conception settled the ground for developing a plethora of more or
less elaborated and validated methods for measuring situational awareness on physical
operational environments [2], particularly focused on the air battle domain. However,
as pointed out by Brynielsson [38], to determine whether it is possible to evaluate/test
a cyber solution in terms of achieved cyber situational awareness heavily relies on the
capability of CSA measurement based on identifying suitable SA activities transposable
to the cyber domain, and those inherent in the cyber domain that are not significant in
the rest of the battlegrounds. Depending on the necessity, this activity might involve a
small-scale validation test or a full-scale CDX utilizing a design that allows for relevant
training while also assessing the degree to which the cyber solution has contributed to
individual comprehension of the broader cyber situation.

Bearing this in mind, the objective of the measurement shall be to be able to compare
an object or event with another. With this purpose, Stevens stated that, for measurement,
it is essential that “numbers are assigned to aspects of objects or events according to
one or another rule or convention”, thus allowing to quantitatively conduct comparisons
to, ideally, an object of truth in order to be able to rate the level of SA [39], with this
being a well-known statement heavily supported by the research community. It is worth
highlighting that the concept of truth or “ground truth” in the SA context has been an
object of controversy for decades, where authors such as Parasuraman argue in favor of its
existence [40], and others such as Dekker criticizing the feasibility of acquiring it; the latter
was justified by the need for an objectivity [41]. To deal with this problem, the research
community has developed and validated different techniques that often describe models
particularized to their application domain. A good example of this is illustrated in [42],
where a large inventory of situational awareness methodologies for C4I (command, control,
communications, computers and intelligence) environments applied to domains such as
military aviation, air traffic control, energy plants, etc., were presented. It divided the
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situational awareness methods into seven great categories: (1) SA requirement analysis, (2)
freeze probe analysis, (3) real-time probe techniques, (4) self-rating techniques, (5) observer
rating techniques, (6) performance measures, and (7) process indices. They are briefly
described, as follows:

• SA requirement analysis. Requirement analysis will identify the components that
commanders aquire in situation awareness in specific operational contexts and do-
mains. This analysis is thought of as the preliminary action for all SA assessment
actions. It may also involve questionnaires, goal-directed task analysis, and interviews
with subject-matter experts [43].

• Freeze probe analysis. Freeze probe analysis is based on freezing or temporally inter-
rupting the testing activities for conducting direct queries to participants regarding
their understanding of the operational domain. The responses are contrasted with a
sequential ground truth, which allows quantitative/qualitative measurement of the
acquired operational picture. The main benefit of this procedure is its direct nature,
thus allowing gathering fresh feedback from the operational domain. However, the
freezes may disrupt the conducted tasks, which may alter the forthcoming results. The
situation awareness global assessment technique (SAGAT) [44] has been consolidated
as one of the most effective freeze probe analysis techniques, and is used in many
different contexts, such as military aviation, air traffic control, military operations,
driving, industrial processes, etc. [45].

• Real-time probe techniques. In contrast with the freeze probing analysis methods,
real-time probe techniques query users without interrupting their tasks. For this
purpose, non-intrusive questionnaires must be preliminarily developed by subject-
matter experts, which indicate the topics to be considered, and the time in which
questions should be conducted. There is controversy of the “non-intrusively” property
of this approach, since most queries may direct attract the participants’ attention
and potentially bias the data. The the situation present assessment method (SPAM)
is the most widely applied and adapted real-time probe technique [46], which was
preliminarily conceived for assessing the situational awareness acquired by air traffic
controllers.

• Self-rating techniques. As a variation of the aforementioned methods, self-rating
techniques assess the commander understanding of the operational picture through
a rating scale. These questionnaires are typically conducted post-tests, so they are
not intrusive regarding the tasks to be conducted. As well as not disturbing the
participants during the test execution, they are easy to administer. However, they
are criticized from two perspectives: first, since the questionnaires are not conducted
online, they may entail poor recall and bypass sensitivity/stress variables. On the
other hand, the participants may misunderstand the situation or tamper with the
self-rating scores. The situation awareness rating technique (SART) is the best self-
rating method in the state bibliography [3], which is administered post-trial. SART
has 10 dimensions, each of which is rated on a seven-point scale.

• Observer rating techniques. The most popular field rating methods use observers
who are typically subject-matter specialists. The fact that these methods are non-
intrusive and adaptable to real-world settings is their fundamental benefit. It is
debatable if the subject-matter expert can grade the learned situation awareness
appropriately. For example, within this category, one extensively used observer
evaluation method for infantry men is the situation awareness behavioral rating scale
(SABARS) [47]. This method consists of 28 observed behaviors that are scored on a
five-point scale.

• Performance measures. Situation awareness can be measured indirectly using per-
formance indicators. These metrics can range from hits and misses to false alarms,
accurate rejection, and response time, depending on the task and circumstance. The re-
lationship between performance and situation awareness is not always evident, despite
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the fact that performance metrics are frequently simple-to-use and non-intrusive [5].
This is due to the fact that these indicators may be directly provided by automatism.

• Process indices. Process indices are based on assessing behavioral and/or biometrical
features that may reveal the participant condition when decision making (e.g., stress,
confidence, etc.). For example, this is addressed in [48] by eye-tracking on the SA
operator’s gaze. The primary criticisms of this strategy are supported by the fact
that the recorded data only document what participants observed, not what they
perceived [49].

In [50], according to Endsley, (good) SA can be viewed as a factor that raises the
likelihood of good performance but does not ensure it. Good system design decisions can
be made by measuring situation awareness, which eventually increases the likelihood that
the operator will make wise judgments and avoid poor ones. She worked to make sure a
technique was valid and reliable in order to create effective measurement procedures:

1. Establishing metrics that only measure the object the procedure is meant to assess.
2. Employing sensitivity and diagnostic techniques to provide the necessary understanding.
3. Using a probing technique that is balanced for each specific purpose.
4. During the procedure, the construct should not be altered significantly.

These considerations became particularly relevant when assessing cyber situational aware-
ness, where the acquired picture presents a hybrid nature between human factors and
supportive analytical processes conducted by automatisms.

2.4. Verification and Validation of the Acquired Cyber Situational Awareness

One of the pioneering publications for evaluating CSA tools was introduced by
Brynielsson et al. [38], and aimed to transpose some of the general-purpose SA assessment
methodologies to the cyber domain, which was driven by the execution of cyber defense
exercises (CDX) and adapting the questionnaires and criteria previously considered in
kinetic contexts. In [5], it is remarked that most of the existing related evaluation efforts
were designed to be technology-oriented, thus focusing on assessing the performance
and quality of the acceptance of the supportive technological enablers, rather than how
the presented operational picture impacts on the participant understanding of the opera-
tional environment. Criticized by the research community, this simplified the scope of the
CSA solutions into data fusion and artificial knowledge inference tools [51]. In response,
Gutzwiller et al. [52] coined the term cyber-cognitive situational awareness (CCSA), which
attempted to back the CSA point of view into the human activities conducted in cyberspace.
It is important to keep in mind that cognitive factors were originally presented in the
classic SA models, so, as highlighted by M. Endsley in [37], the common understanding of
cyber situational awareness as a mere result of log analysis or data-driven actions entails a
fallacy that may led to assuming inaccurate CSA design/validation decisions. Although
the number of publications regarding the role of the human factor in CSA-related topics
have increased ([53–56]), few have presented research on which actual CSA measurement
technique has been used [57] and evaluated in realistic scenarios.

Among this research, it is worth highlighting the contributions of Giacobe et al., where
a cyber SAGAT questionnaire was conceived for evaluating the participant’s acquired
CSA [58]. Analogously, in [59], SART and SAGAT where adapted to CDX, where it was
concluded that Giacobe’s measures were not feasible mainly due to their implementation
difficulty. In order to reduce the intrusiveness of the questionnaires into the tasks conducted
by the participants, in [58], SPAM was implemented for assessing CSA in the context of
collaborative cyber security, which reveals a weak correlation between the acquired CSA
and the observed performance. However, some studies, such as [5], oppositely concluded
that freeze probing measurement tactics are feasible in particular scenarios, for example,
large CDX. In [60], SAGAT was successfully applied in the context of the Pacific Rim
Collegiate Cyber Defence Competition (PRCCDC), a CDX held by the U.S. Service Academy,
where problems derived from acquiring quality data and modelling each participant status
(anxiety, enthusiasm, etc.) thorough the exercises, were considered. The research is about
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what should be visualized in log analysts [61], and previous task analyses in the field [62]
give some insight into what information is important to be processed for facilitating cyber
situational awareness acquisition. To establish operationally pertinent situation awareness,
a CSA system must make use of six classes of information (threat environment, anomalous
activity, vulnerabilities, key terrain, operational readiness, and ongoing operations). These
constitute a strong understanding of CSA as a whole, but they still need to be further
defined and examined.. Shiravi et al. [61] particularized these outcomes by conducting a
review of network security visualizations, identifying the six primary data sources that
may be used: network traces, network events, application logs, security events, as well as
contexts pertaining to network activities, users, and assets. However, because they only
consider anomalous actions and not the other five criteria of Dressler’s classification, these
data sources only cover a small part of CSA. In addition, these approaches do not consider
the vertical propagation of risks between the communications and information systems
(CIS) layer and the mission layer, which entails a significant handicap when solely applied
in supporting cyber defence operations.

Since the evaluation methodology proposed in this paper attempts to combine both
holistic cyber situational awareness assessment and log/event-driven measurements, the
following sections consider more deeply the most outstanding evaluation statements
considered in the fields of: cyber risk detection and inference, cyber and mission risk
assessment and capabilities for supporting military decision-making capabilities.

3. Verification and Validation Frameworks

The following presents the design assumptions and challenges, and the evaluation
concepts that integrate the proposed framework.

3.1. Assumptions and Problem Statement

Software (and system) requirement quality control, which includes validation and
verification, is frequently described in the literature as a heterogeneous process utilizing
a wide range of largely independent methodologies [63]. Since no standard for software
requirements validation has been specified for CSA tool development and evaluation,
the state of the art has been widely reviewed with the observation of a large variety of
heterogeneous classical and novel methods for completeness, consistency, validity, realism,
ambiguity, verifiability, etc. and their checking procedures (test case generation, prototyp-
ing, requirement review, automated consistency analysis, walk-through, etc.). Inspired by
Zimek et al. [64] on meeting the problem of multiple truths in data from clustering and
pattern mining perspectives, the Indian parable of the blind men and the elephant perfectly
describes the need for an ensemble perspective towards producing a holistic analysis of a
CSA-related tool. The parable describes how different “experts”, in this case blind men,
reach different conclusions about the nature of the animal based only on the information
offered by touching a different part of its body. By pooling their knowledge, experts were
able to find the correct classification of the creature. In the context of CSA verification
and validation, each of the reviewed proposals provided a partial and interesting view
of the characteristics of the analysed tool, but it is assumed that only their merging will
allow answering questions such as those addressed by Jackson’s model [65] for proper
assessment of the fulfillment of software requirements and specifications, among them:

• What is the effect on the environment that is desired?
• What would the behaviour of the machine on the boundary (interface) be that would achieve

the desired effect on the environment?
• What would the internal behaviour and structure of the machine be that would lead to the

needed behaviour on the boundary?

The answer to question (1) led to the definition of the outer requirements of the system.
On the other hand, by answering question (2), the inner requirements of the system (which
are usually meant when one speaks of “requirements”) are defined. Finally, question (3)
refers to the design principles of the solution to be developed for satisfying the outer and
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inner requirements (see Figure 3); all of them need to be addressed by the evaluation
framework to be proposed.
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Figure 3. Jackson’s model: environment, machine and boundary [65].

Due to this, software end users and customers tend to focus on external needs, whereas
designers and developers pay close attention to internal requirements. A more recent
classification associates inner requirements to functional capabilities and outer requirements
to non-functional features, which shall be separately defined at the design stage of CSA
tools. Therefore:

• Functional requirements, related to the capability or functions required to directly
support users in completing their goals and missions.

• Non-functional requirements emerge as system requirements to suit the users’ func-
tional needs, and are often implicit and technical in nature. Examples include service
quality, availability, timeliness, and accuracy.

Each operational necessity and authoritative source, such as a document or a person,
must be attributable to a functional or non-functional requirement. Once defined, it is
given a special identification number that makes it possible to precisely connect the need
to the software design, coding, and testing processes. The task related with validating
and verifying requirements shall be measurable, either quantitatively or qualitatively. On
the other hand, quantitative measurements typically refer to numbers. A quantitative
approach can be used to count events, metrics or numerical KPIs directly gathered from
tests, demonstrations or the operational effectiveness of the solution. The definitions of the
requirements must be quantifiable or qualitatively measurable. Typical risk management
categories include:

• Measures of effectiveness (MOEs), i.e., metrics of mission success from the perspec-
tive of the stakeholders.

• Measures of performance (MOPs) used to assess whether the system satisfies the
performance standards required to fulfill the MOE.

• Key performance parameters (KPPs) or indicators (KPIs) defined by stakeholders
as measures of a minimal and critical system or project performance and level of
acceptance.

In the context of the previous contents, a clear separation is observable between the
concepts validation and verification, which shall answer the following questions:

• Validation: am I building the right product (according to end-user expectations)?
• Verification: am I building the product correctly?

System validation activities are typically driven by demonstrating the fulfilment of
outer requirements, while system verification activities typically assess inner requirements.
Consequently, the term validation can be defined as “the assurance that a product, service,
or system meets the needs of the customer and other identified stakeholders”; while
verification can be defined as “the evaluation of whether or not a product, service, or system
complies with a regulation, requirement, specification, or imposed condition”. A holistic
evaluation methodology for verifying and validating CSA tools shall strongly analyse the
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relationship between both techniques, since, as defined by Endsley, situational awareness
depicts a human state of mind that facilitates means and ways of the evaluation of CSA
tools. Based on this, the proposed methodology addresses the challenge of introducing
novel evaluation concepts and models that, in the grounds of ergonomics, shall guide the
definition and execution of verification tests at all levels (technical, operation, application,
etc.), perform the validation of non-functional requirements assuming a dual-use end-user
perspective, and establish a logical linkage between them so that, at the end, it shall be
possible to state if a CSA-related tool is already able to facilitate the user acquisition of
cyber situational awareness.

3.2. Evaluation Model and Core Concepts

The evaluation of CSA capabilities, both as subsystems or integrated platforms as
a whole, implies a multidisciplinary action that shall be suitable for covering any phase
through the life cycle, from early design and implementation actions to their maintenance
and update/upgrade once delivered and integrated into end-user facilities. Bearing this
in mind, the introduced evaluation methodology distinguishes three main evaluation
concepts, which shall be studied in depth by following a bottom-up direction: testing,
operation and application; each of them targeting specific evaluation criteria (see Figure 4).
As a first step towards evaluating CSA-related systems (from down to top in Figure 4),
testing processes will be conducted for validating the developments functionality with an
intent to find whether the developed software met the specified requirements or not, and
to identify the flaws to ensure that the product is glitch-free in order to produce a quality
product. This concept embraces the development of software-unit, integration, security
and reliability tests prior to evaluate the targeted capabilities on uses cases, as well as their
application in operational environments.

Tests

Unity Testing Integration Testing Security Testing Reliability Testing

Discovery Risk/Threat Assessment Risk Management

Cross-component Evaluations

Operation

Application

User Acceptance
Cyber Situational Awareness 

Aquisition

Figure 4. CSA verification and validation framework.

The second step is the evaluation of the targeted capabilities when operating. These ac-
tions cover a preliminary cross-component evaluation that includes accuracy, performance,
response time, updatability, upgradability, scalability, and strengthening against adversar-
ial tactics. They can be assessed separately (i.e., component-to-component, function-to-
function, etc.) or assuming an integrated CSA solution as a whole. Then, a particular evalu-
ation will be conducted, which is focused on the capabilities for mapping the cyberspace,
the capabilities for assessing the vertical propagation of threats from the cyberspace to the
mission plane, and the capabilities for supporting their management.
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Finally, the third step refers to the evaluation of the studied solutions for properly
facilitating the acquisition of CSA, which is assumed as their major purpose. This includes
evaluation of the end-user response by tracking both biometrical and cognitive features. In
addition, the user acceptance will be validated by directly asking end users about their level
of satisfaction, as well as their opinion concerning the usability, ease of use, functionality
and suitability of the information presentation.

3.3. Limitations of the Proposal and Conducted Research

The early identified and assumed limitations in the scope of the conducted research are:

• The issues of responsible and safe data management are not specifically addressed by
the concepts proposed. Therefore, prior to adoption, methods to enforce privacy and
data protection shall be studied independently.

• The suggested methodology provides a broad overview but will need to be customized
for the unique characteristics of each application scenario. The information presented
above should help analysts evaluate and adjust cyber defense capabilities and the
operational context in which they will be used.

• Time and resource restrictions have not been taken into account. Therefore, be-
fore adoption in situations with limited resources, a suitable frugal adaptation may
be required.

• Prior research on the subject of cyber situational awareness from a mission-centric
approach is seriously lacking fo varied and strong contributions. This indicates that
the proposal’s theoretical underpinnings are unstable, and, as a result, the proposal
may need to be modified when the scientific community in this area of study makes
further progress.

• The conducted research skips over potential adversarial tactics that could sabotage
the proposed evaluation activities. These may range from direct assaults on sensors
that monitor performance indicators to poisoning threats against human–computer
interfaces.

3.4. Early Identified Operational Risks

The following anticipated circumstances may make the proposal less likely to be adopted.

• The sensors used, as well as how they communicate internally, may have an impact
on the conducted mesurements.

• It is possible that users lack the education and/or training necessary to use the cyber
defense solutions that are being tested.

• The data gathered during the operation of the cyber defense technologies may report
insufficient observations, which may result in misleading statistical conclusions.

• Models built from training data may be used by sensors, data fusion techniques, etc.
The research community is aware of the problem of the lack of appropriate datasets in
some study domains, which also arises from operational situations such as those to be
evaluated by the methods developed.

• The proposed surveys and validations might not take into account the variations in
cognition and skill of different users. Therefore, the evaluators’ capacity to handle this
issue will ultimately determine how effectively the methodology is implemented.

• The user operation may be disrupted by probes, potential intermediary surveys, etc.,
generating a visibly apparent fake operating context. This may impact the evaluation
results.

• The users may behave differently if they are conscious of being monitored.

4. Cyber Situational Awareness Testing Concepts

This methodology describes four testing tasks concerning the proposal testing evalua-
tion concept: unity testing, integration testing, reliability testing and security testing, which
may be customizable, updatable or ignored as the capability development plan requires.
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4.1. Unit Tests

Unit tests are typically automated tests written and run by software developers to
ensure that a section of an application (known as the “unit”) meets its design and behaves as
intended [66]. This methodology assumes that units are the smallest testable part of a CSA-
related solution, since they enable discovering early problems through the development
lifecycle. Moreover, unit testing allows developers and experts of all technical partners and
stakeholders to amend, refactor or, if code needs to be fixed later, make sure the module
still functions properly. Test cases should be tested independently, taking advantage of
methods such as:

• Method stubs: they may act as a temporary stand-in for still-to-be-written code, or
they may emulate the behavior of existing code.

• Mock objects: simulated items that accurately mirror the behavior of real objects. In
order to test the behavior of another object, a programmer often builds a mock object.

• Fakes: a fake is closer to a real-world implementation than a stub. They can be useful
for system tests as well as for unit testing purposes, but they are not intended for
production use because of some limitation or quality requirement.

• Test harnesses: collection of software and test data configured to test a program unit
by running it under varying conditions and monitoring its behaviour and outputs.
They are able to: (1) call functions with given parameters, output the results, and (2)
compare the obtained values. The test harness serves as a hook to the created code so
that it may be tested automatically.

This methodology assumes that units are the smallest testable part of a cyber-situational-
awareness-related solution, since they enable discovering early problems thorough the
development life-cycle. Moreover, unit testing allows developers and experts of all tech-
nical partners and stakeholders to amend, refactor or fix code at a later date, and make
sure each module—as a single entity within a modular system configuration—still works
correctly. As a code base became larger, an existing set of unit tests simplified integration of
new code modules. Integration testing became more simpler by first testing the individual
components of a software before testing the programme as a whole.

The definition of the most suitable test will be designed, as illustrated in Figure 5,
based on customer requirements or their transpositions, among them those concerning
the presentation layer, system workflows, processes, functions, storage, etc. The imple-
mentation of the capabilities that allow their fulfilment will be identified at all levels, from
framework objects to schema, structs, etc. The meta-design considers the entire application
from a holistic point of view and is concerned with such issues as: object decoupling
through the use of design patterns, an application-wide framework, componentization of
different functional blocks, and instrumentation.

Figure 5. Global unit test requirements.
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4.2. Integration Tests

Individual software modules are merged and tested as a unit during integration
testing. Unit-tested CSA components are used as input for integration testing, which
collects them into bigger aggregates and applies tests specified in an integration test plan
to those aggregates to produce an integrated system suitable for final testing [49]. Running
user-like workloads in integrated user-like environments serves as the foundation for
this kind of integration testing. This method of testing directly proofs the environment
while indirectly verifying the individual components through use. This methodology
heavily relies on the component developers to perform the isolated unit testing for their
input on the CSA systems, as planned. The strategy’s objective is to avoid repeating the
developer testing and instead identify and address issues brought on by the interactions of
the components in operational environments and virtual labs.

Integration tests typically may be conducted driven by three approaches: big-bang,
bottom-up and top-down, and/or their combination. This methodology assumed that the
most suitable approach shall be decided in the scope of the testing needs, considering,
among other things, the granularity of the tests, development stage or the nature of the use
cases to be defined. The following briefly describes each of them:

• Big-bang testing: In order to create a complete software system or a significant portion
of the system, the majority of the generated modules are connected together and used
for integration testing. The integration-testing procedure can be sped up significantly
with the help of this technique. However, the integration process will be made more
difficult and the testing team may not be able to accomplish the purpose of integration
testing if the test cases and their results are not properly documented.

• Bottom-up testing: Prior to using them to facilitate the testing of higher level compo-
nents, the lowest level components are tested. Up till the component at the top of the
hierarchy is tested, the process is repeated, including the integration and testing of
all the bottom-level or low-level modules, processes, or functions. The next level of
integrated modules will be generated and can be used for integration testing when
the lower level integrated modules have undergone integration testing. This strategy
only works when all or the majority of the modules at the same stage of develop-
ment are completed. This approach also makes it simpler to provide testing progress
as a percentage and aids in assessing the technology readiness levels of generated
applications.

• Top-down testing: the top integrated modules are tested and the branch of the module
is tested step by step until the end of the related module. This is the opposite of bottom-
up testing.

• Hybrid/sandwich testing: a mix of top-down and bottom-up strategies. Here, lower
modules are integrated with top modules and tested at the same time that top modules
are tested with lower modules. Stubs and drivers are both used in this method. The
degree of hybridization used and the module scope for each technique determine the
pros and cons.

4.3. Security Tests

In order to determine whether a software application is secure or not and for de-
termining whether it is vulnerable to cyberattacks, security testing is a a useful method
of software testing [67]. Specifically, (1) to determine if an information system protects
data while maintaining functionality; (2) to check how the information flows in a secure
environment; (3) to assess how the CSA capabilities react when being disrupted; and (4) to
identify software weaknesses in terms of confidentiality, integrity, authentication, availabil-
ity, authorization and non-repudiation. Targeting this direction, this methodology suggests
taking advantage of commercial off-the-shelf (COTS) solutions, as is the case of the OWASP
(Open Web Application Security Project) Testing Guide [68] as the basis for evaluating
the CSA-related developments and the supported services discovering potential flaws,
improper configurations, or risky end-user behaviors. Other related COTS solutions are
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Nmap/Zmap, Generic online network tools (whois/domaintools, etc.), Burp Pro, Charles
and ZAP proxies + Burp extensions, Maltego, IntelliJ, etc. The key steps of the adopted
security testing approach are the following:

1. Discovery. To better understand the application’s scope and functionality, the tech-
nologies and design concepts being used, and any attack vectors, the application
should be manually walked through.

2. Configuration management. Analyse the servers that support the application. This
includes any web servers, application servers, database servers, or load balancers that
are accessible from the target system. These systems are analysed for missing patches,
up-to-date software, and security-related configuration settings.

3. Authentication. Ensure that the application properly verifies the user’s identity
before granting access to restricted functionality and data within the application.
Authentication testing also seeks to determine if the authentication process was coded
and configured according to recommended best practices.

4. Authorization. Ensure the authorization controls by manipulating cookies, hidden
parameters, and other identifiers and to attempt to access resources and functionality
without having an active authenticated session.

5. Session management. Check for issues that may allow a user’s session to be hijacked
or otherwise compromised to permit an attacker to impersonate the victim within the
application.

6. Data validation. Ensure the application handles user input and output securely
to prevent misinterpreting user input strings as executable commands or database
queries. This also applies to the potential impacts of data forgeries and data-driven
adversarial machine-learning tactics (e.g., mimicry). In the case of data feeds from
perceptions of the operational environment, validations may include procedures to
avoid cognitive bias or intentional actions.

7. Error handling. All error messages will be checked that are returned for any sensitive
or useful information.

8. Data protection. Assessment of the effectiveness of sensitive data protection in
storage or transit due to a lack of encryption; improper use of production data in a
test environment; or displaying sensitive information to an unauthorized user.

9. Reporting. Proper documentation of the security test results, ranging from human-
understandable texts up to binary, logs, etc. and any other evidence generated.

4.4. Reliability Tests

Reliability in statistics and psychometrics is the overall consistency of a measure,
which refers to producing similar results under consistent conditions. In the context of
CIS (as is the case of CSA enablers), and as indicated by the American National Standards
Institute (ANSI), The chance of fault-free software operation for a certain amount of time in
a given environment is what is known as software reliability [69], which became essential
when deployed in military operations on the cyberspace. This methodology relies on the
following reliability testing procedures, which may be extended as each capability requires:
feature testing, regression testing, and load testing. The first covers three actions: (1) each
function in the software should be executed at least once; (2) interaction between two or
more functions should be reduced; and (3) each function should be properly executed.
On the other hand, regression testing is conducted when new functionalities are added
or obsolete ones are removed, in order to ensure that consequent issues/bugs were not
introduced. Finally, load testing attempts to stress the CSA systems under the maximum
workload expected for identifying its limitations.

As frequent in the state of the art, the reliability will be measured according to the
mean time between failures (MTBF), which is the anticipated amount of time between
inherent failures when the system is operating normally. Accordingly, for each observation,
the “down time” is the instantaneous time it went down, which is after (i.e., greater than)
the moment it went up, the “up time”. The difference (“down time” minus “up time”)
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is the amount of time it was operating between these two events. With reference to the
illustration above, the MTBF of a component is calculated by dividing the total operational
time by the total number of observed failures. Accordingly:

MTBF =
∑(starto f downtime − starto f uptime)

TotalNumbero f Failures
(1)

5. Cyber Situational Awareness Operational Concepts

The CSA operational concepts include the V&V of capabilities for dynamically as-
sessing risks/threats on the cyberspace, inferring their potential operation and impact
on the mission plane, and suggesting the most suitable CoAs. These procedures are
described below.

5.1. Assessment of Cyber Threats

In the last decades, different methodologies for evaluating risk/threat recognition
systems have been published. They monitor additional factors that aid in determining
which detection procedures are most appropriate for each use case in addition to their
capacity to detect mismatches. Keep in mind that, as shown in [70], in the same way that
risk/threat discovery is affected, the evaluation of an intrusion detection system that only
takes accuracy into account gives a snapshot of its effectiveness in a specific moment in
time. Therefore, this comparison with future proposals tends to become less relevant when
modifications are made to the monitoring scenario. As a result, the research community
has also been given additional guidelines for determining their effects on a monitoring
environment [71]. Accuracy, effectiveness, responsiveness, ease of updating, scalability,
and resilience to evasion attacks are the most widely used in the bibliography. Refs. [72,73]
are also adoptable as criteria for the evaluation of the risk/threat identification effectiveness
on CSA solutions.

5.1.1. Accuracy

The accuracy of the procedures for identifying risks and threats describes their capa-
bilities for distinguishing neutral, adversarial and friendly situations on the cyber domain,
as well as the deduction of mission-level situations from them. These calculations clas-
sify timely monitorizations and events observed in the operational environment, labeling
them accordingly; typically, as positive (i.e., the situations belong to a particular class) or
negative (i.e., the situations do not belong to a particular class). Four subcategories are
typically used to evaluate these labels: true positives, true negatives, false positives, and
false negatives [74].

Based on the indicators, it is easy to state that the capability objectives for inferring
risks and threats from the operational environment is to achieve the highest true positive
and negative rates, in the same time that the false positive and negative rates are minimized.
On these bases, the considerations in Table 1 are suggested to assess the class-based accuracy
of the discovery capabilities in cyber situational awareness:

Despite its simplicity, this binary classification typically fails to evaluate responses in
terms of the accuracy of a system regarding variations in its adjustment parameters, where
factors such as the tolerance to calibration errors, or the support to solving trade-offs be-
tween accuracy and other features (e.g., resource consumption, data protection and privacy,
etc.) demand additional measurements. On the other hand, the evaluation of non-binary
classification samples also requires the introduction of additional considerations. The first
of them is typically addressed by taking advantage of receiver operating characteristic
(ROC) analysis, while the second leads to calculations of a confusion matrix.
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Table 1. Accuracy: illustrative deconstruction of observation in classes.

Feature Description Classes

Analysis for CTI for
update /feasibility

Accuracy for CTI assessment
when updating/upgrading, and
deletion of CTI linked to FPs

Binary: an action may be needed/ non-needed
Multiclass: kind of action

Threats/Alerts
Grouping

Accuracy when grouping
threats and/or alerts

Binary: a threat/alert may be grouped/ non-grouped
Multiclass: Particular group/cluster on which they are associated

CI threat/risk detection Accuracy when identifying CI
threats and/or risks

Binary: a CI situation may entail a threat/risk, or not
Multiclass: a particular group/cluster on which they are associated

Mission threat/risk
detection

Accuracy when identifying MI
threats and/or risks

Binary: an MI situation may entail a threat/risk, or not
Multiclass: a particular group/cluster on which they are associated

Threat/risk Prediction
Accuracy when forecasting
threats/risks in the requested
time horizons

Binary: a sequence of observations may derive in a threat/risk at
time horizon t [75]
Multiclass: the kind of threat/risk from which the sequence may be
derived.

CI to MI propagation
Accuracy when inferring MI
threats/risks from CI
threats/risks

Binary: a CI threat/risk may derive an MI threat/risk, or not
Multiclass: the kind of threat/risk from which a CI threat/risk may
be derived.

Anomaly recognition Accuracy when discriminating
Binary: an observation is tagged as discordant, or not
Multiclass: the kind of anomaly in which an observation may
be tagged.

CKT recognition Accuracy when recognizing
cyber key terrains (CKT)

Binary: a cyber asset is tagged as CKT, or not.
Multiclass: the kind of CKT in which a cyber asset is tagged.

Multi-step attack Attacker next step estimation

Binary: a sequential attack may be derived from further intrusion
steps, or not
Multiclass: the kind of attack steps inferred from the current status
of a multi-step attack.

Attack path evaluation Accuracy when inferring each
attack path

Binary: an attack path is inferable from certain attack, or not
Multiclass: the kind of attack path inferred from a certain attack.

Self-protection issues Non AuthZ/AuthN actions,
user inactivity, etc.

Binary: an observation is tagged as a potential self-protection issue,
or not
Multiclass: the kind of self-protection issues from which a certain
situation is derived.

5.1.2. Performance and Efficiency

The efficiency of a cyber situational awareness solution determines its ability to pro-
cess information as a function of time. On the other hand, performance refers to how the
information processes manage to reach a certain efficiency. Although the performance
of CIS is widely studied in the state of the art, there are a few contributions concerning
efficiency engineering from the software architectural point of view. The reason for the lack
of literature could be that efficiency engineering is usually seen as a part of performance
engineering. As already mentioned, improving efficiency will boost performance in almost
all cases. Nevertheless, efficiency engineering is also about optimizing resource allocation.
Therefore, in the following part of the methodology, the performance or efficiency optimiza-
tion will be the same, but what is different is the requirement (time constrain or resource
limits). The following measurable factors may be considered in the context of assessing the
performance and efficiency of cyber situational awareness solutions:

• Latency. Time delay between the cause and the effect of each process in the system.
Latency is a result of the limited velocity with which any system interaction can take
place (measured delays, packet jitter, etc.).

• Bandwidth. Measurement of the bit-rate of available or consumed data communica-
tion resources (Mbit/s, Gbit/s, etc.).

• Throughput. Rate of production (Packets/s, Transactions/s, Events/s, etc.)
• Channel capacity. Highest upper bound on the rate of information that can be reliably

transmitted/processed over a communications channel, and/or without causing
bottlenecks.
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• Power consumption. The amount of electricity consumed. This becomes especially
important for systems with limited power sources, such as those deployed at the edge.
(Power use (Watts), kW/h, etc.).

• Compression ratio. Data compression is subject to a space–time-complexity trade-
off, which aims to reduce resource usage (data compression ratio, space savings,
transmission savings, losses, etc.).

• Environmental impact. Measurements (such as power usage effectiveness (PUE),
compute power efficiency (CPE), etc.) that are taken with the goals of decreasing
waste, hazardous chemicals, and a computer’s ecological footprint are referred to as
“green computing” measures.

5.1.3. Response Time

The response-time criteria evaluate the speed of a cyber situational awareness solution
for being able to observe, deduce threats and/or risks and suggest the best suitable courses
of action (CoAs). The response time takes into account the fact that some processes
need a preceding observation period before the processing of the collected data, unlike
measurements linked to performance and efficiency. As a result, the time taken to process
the data adds to the delay in data collecting. The following illustrates the main measurable
factors to be considered in the context of assessing the response time of processes of
cyber-situational-awareness-related solutions.

• Average response time. The average response time (ART) per CSA operation is
typically affected when slow inference actions are being conducted. It serves as a
finer grain measurement, which usually require additional indicators to consider
non-obvious problems in depth.

• Peak response time. The longest responses to all requests sent by the server are
measured as the peak response time (PRT). This is a reliable indicator of how well
CSA-related functionalities are performing.

• Total raw response time. The total raw response time (TRRT) is the sum of the
response times at a certain time interval, which became very useful for assessing finer
grain actions composed by several system procedures.

• Response time percentile. A percentile (or a centile) is a measure originated in
statistics that indicates the range in which a given percentage of observations in a
group of observations falls. For example, the 80th percentile of the response time is the
value below which 80% of the conducted response time may be found. In the scope of
threat/risks management and response to decision making, this may be an indicator
of the proper processing of potential incidents based on prioritization.

• Response time jitter. Jitter in electronics and telecommunications is the divergence of
a supposedly periodic signal from genuine periodicity, frequently in connection to a
reference clock signal. Overall, jitter measures how much a specific action’s response
time can vary.

5.1.4. Updatability and Upgradability

Updatability refers to the capability of modifying or adding functionalities, knowledge
or functionalities to a system; being the upgradability a particular case where an original
feature is fully replaced by a new one. In the context of cyber-situational-awareness acqui-
sition, the term updatability refers to the capability to modify components, functionalities,
configurations or data without disrupting CSA operations while minimizing the related
maintenance costs. In analogy with the truth-functional propositional logic, updatability
heavily lies in the feasibility of describing and enforcing rules of replacement, which shall
fulfil commutativity, associativity, specificity and suitable updating costs. Beyond the state
of the art, this methodology introduces the following novel updatability/upgradability
indicators:

• Commutativity. Adapted to systems, services, knowledge, configuration, etc.; when
commuting components, their results shall be independent of order. For example, it
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shall be possible to digest new cyber threat intelligence (CTI) from a recent discovery
source without their order (space-temporal) affecting the CSA risk-identification and
management outcomes. Commutativity may be revealed at system tests where the
divergence between different CTI organizational settings shall approach no differences.
Regarding CSA capabilities, commutativity may be measured based on the similarity
between organizational cases, potentially adopting similarity distances on the metrics
adopted for assessing the capabilities of the compared cases separately (they can be
evaluated in terms of accuracy, performances, etc.).

• Associativity. In the context of updating/upgrading cyber-situational-awareness-
related capabilities, associativity refers to the degree to which how their internal
functionalities as black-box views are not affected by the order or prioritization to be
conducted. For example, a decision-support system may analyze concurrent if-then
scenarios before suggesting the best suitable CoAs. Under an optimal associative
condition, the order in which the scenarios are simulated and evaluated shall not affect
the suggested decisions. Consequently, it is possible to state that this decision-support
capability is more easy to update/upgrade when meeting the associativity property,
since fewer conditions should be taken into account prior to conducting modifications.
Similar to commutativity, associativity can measure the similarity between different
execution cases, potentially adopting similarity distances on the metrics adopted for
assessing the capabilities of the compared cases separately.

• Discernibility. Despite the proper satisfaction of the rest of the updatability/upgradability
properties, a cyber-situational-awareness-acquisition solution can only be modified or
updated when suitable factual and operational knowledge exists and may enhance its
original capabilities. These “replacements” may be imported for external sources (e.g.,
COTS, OSSINT, etc.) and/or manufactured/developed based on the previous capabil-
ities. In this context, discernibility refers to the existence and availability of such prior
knowledge. For example, the lack of data for training/validation purposes typically
entails a well-known problem for further add ons of machine learning. The CSA
components mostly affected by this problem will present a lower level of discernibility
than those that leverage data-rich environments and use data-driven algorithms.

• Reversibility. As considered in maths, reversibility refers to the existence of a func-
tionality able to reverse the preliminarily achieved results regarding domain/range.
Extending this definition for evaluating the updatability/upgradability of a cyber-
situational-awareness system/sub-system, reversibility refers to the capability of
achieving changes driven by updates/upgrades on the target of the evaluation. It is
assumed that the degree of reversibility is maximized when updates/upgrades can
completely change a functionality outcome. Similar to commutativity, reversibility can
be assessed by measuring the similarity between different execution cases, potentially
adopting similarity distances on the metrics adopted for assessing the capabilities of
the compared cases separately.

• Acquisition plan. The evaluation of the acquisition plan for an update/upgrade is
discomposed into two main features: total cost of acquisition (TCA) and acquisition
model (AM). TCA entails estimations of the optimistic, pessimistic, and average
cost, which is the total of the closing, research, accounting, commissions, legal fees,
shipping, preparation, and installation costs of the purchase. On the other hand, AM
defines the business model associated with the provisioning of upgrading/updating
material, which may provide a greater/lower value based on the CSA tool capacitation
context (ranging from free of economical and legal boundaries, up to direct sale of
licenses, subscription models, or transaction-based charges).

5.1.5. Scalability

A cyber-situational-awareness acquisition system is said to be scalable if it can expand
to meet rising computing demands and monitoring circumstances. A scalable system must
be able to adjust to these changes without having a substantial negative influence on its
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ability to process data, as this circumstance frequently directly affects this capacity. The
ability to include new functionality or the simplicity of adapting to drastically increased
workload rates are two ways that scalability can be measured. As a result, the factors
to be considered while evaluating scalability are directly related to how the system is
implemented as well as how it is integrated into the operational environment.

Many of the measures historically used for this purpose are compiled in [76]. However,
in spite of their great variety, as indicated by Xiong et al. [77] currently, there is no one
criterion for evaluating their applicability; rather, each proposal examines scalability from
a certain angle and is concentrated on a particular use case. Scalability testing is a non-
functional test methodology in which an application’s performance is measured in terms of
its ability to scale up (vertical scalability) or scale down (horizontal scalability) the number
of user requests or other such performance-measure attributes regarding the scalability
target: performance, availability, maintenance, expenditures, etc.

With the purpose of assessing the scalability of cyber-situational-awareness-related
systems and functionalities, and given the heterogeneity of features to be considered for
scalability analytics, this methodology adopts an approach derived from queue theory
research: an adaptation of Little’s law, the coefficient of efficiency and the zero-delay rate.

• Outrun. According to Little’s law [78], under steady-state conditions, the average
number of items in a queuing system equals the average rate at which items arrive
multiplied by the average time that an item spends in the system. Let us consider a
queuing process where L is number of users, transactions, processes, etc. scheduled; W
is the average waiting time; and λ is the average number of items arriving per unit of
time, Little’s law describes the following relationship: L = λxw. In the context of CIS,
this expression is typically abstracted as a black-box view as follows: X = N

R ; where X
returns the outrun metric associated to the scalability throughput, N is the average
number of operations conducted by the system/functionality target of evaluation; and
R is the average operation duration.

• Coefficient of efficiency. The coefficient of efficiency p acts as a stochastic representa-
tion of the outrun metric, being detailed as follows: p = λ

mµ ; where λ is the average
total of request per service, µ is the total capacity of the system/functionality for
service, and m is the number of servers, resources, etc. which the target system is able
to escalate with. Note that when p > 1 the evaluated capability is not able to property
serve all the services so the request queue grows.

• Zero delay rate. Furthermore, the probability that a request has zero delay in a queue
before receiving service is shown with W(0). Equivalently, 1 − Q(0) is the probability
that a customer has a nonzero delay. The formula that gives the probability that an
arriving customer is delayed in the queue (i.e., has positive, non-zero wait in the
queue), is a function of the parameters c and r, r = λ

µ called the Erlang-C formula [79].

C(m, r) = 1 − q(0) =
rm

m!(1−p)
rn

m!(1−p) + ∑ rn

n!
(2)

5.1.6. Robustness against Adversarial Tactics

Targeted attacks against these systems are now more lucrative due to the recent rise in
popularity of new disruptive technologies and the rapid development of a digital society.
This also facilitated the development of a number of evasion techniques capable of nulli-
fying even the most successful intrusion-detection and risk-management techniques [80].
The necessity to create effective detection methods that can withstand denial-of-service
attacks and detect malicious actions concealed by imitation observations of appropriate
behaviors is a direct result of these new threats [81–83]. However, despite their significant
and increasing evolution, there are no standardized procedures or metrics for assessing the
resistance of systems, services, functionalities, etc. against these threats. As a response, this
methodology proposes to follow the same procedure adopted by most of the state-of-the-art
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research publications, which rely on conducting comparisons between the effectiveness
achieved by conventional scenarios against the results observed when repeating their
execution modified by evasion/adversarial tactics. With this purpose, this methodology
introduces the effectiveness loss (EL) metrics, which is calculated as follows:

EL = [E f f ectiveness in normal case]− E f f ectiveness under evasion
adversarial tactics

(3)

where the effectiveness of a capability shall be properly measured according to its di-
mension (e.g., accuracy, performance, scalability, etc.) and the type of operation it entails
(i.e., in the grounds of the most suitable associated metrics). Accordingly, the greater the
effectiveness loss, the lesser the capability is hardened against adversarial tactics.

5.2. Cyber-Threat Mitigation on the Mission Plane

There are not consolidated frameworks for evaluating the implementation of mission-
centered cyber-risk-management-related capabilities. In this context, the proposed frame-
work suggests the adoption of conventional solutions for well-known methodologies,
such as Magerit [84] or CVSS [85], as the evaluation framework developed by the ENISA
working group (WG3) on risk assessment and risk management (RA/RM) [86]. This pa-
per abstracted this methodology to the particularities of the military operations on joint
domains aligned with the ISO 31,000 method, as illustrated in Figure 6.

• P1. Definition of external environment. Statement of all those capabilities for the
mission that have a direct dependence on the outside world, i.e., all those capabilities
whose functioning may be altered by external elements to the mission.

• P2. Definition of internal environment. Statement of all mission capabilities whose
behavior may be altered by an internal failure. Internal faults are considered as all
those faults that do not have an external origin and can affect to the rest of the elements
of the mission.

• P3. Generation of risk management context. Statement of how risks and threats
(external or internal) that have a direct impact on some mission capability (in the first
instance) and/or on some of the elements of the mission will be managed.

• P4. Formulation of impact limit criteria. Statement of how risks are spread hierarchi-
cally and vertically/horizontally propagated. Thus, it is necessary to define, firstly, the
propagation from the CIS capability plane to the operational task plane and, secondly,
from the task plane to the mission plane. For this purpose, solutions such as Bayesian
Networks are easily configurable, versatile and extensible.

• P5. Identification of risks. During this stage of the methodology, it is necessary to
break down the mission into different tasks, and identify the high-level risks that may
affect to the mission and how these risks are distributed among the different tasks.

• P6. Analysis of relevant risks. This task lowers the abstraction level in the methodol-
ogy process and seeks to understand how CIS capabilities affect each of the elements
involved in each of the tasks of the mission plane. To this end, it is proposed to make
radar diagrams to identify the impact that different variables or dimensions have
on each of the elements of the mission. The dimensions to be evaluated in order to
quantify risks are the different dimensions of the vulnerability and threat-assessment
methodology (CVSS v3.1) [85].

• P7. Evaluation of risks. Once the impact value of the different threats (P6) has been
quantified, it is necessary to calculate the mission-level risks. To do this, it will be
necessary not only to calculate the risk of each element but also its implication in the
different tasks of the mission and its final impact on the mission goals, being calculated
as the target of evaluation tools suggests.

• P8. Identification of options. Identification of the spread of risk between mission
tasks as severity of aggregated risk at the mission level.

• P9. Development of action plan. Definition of action or contingency plans, i.e.,
business continuity and recovery plans (BCP), for each of the previously defined risks.
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These action plans should be defined for changes from lower levels to the CIS level, so
that in the future the system can infer dependencies between different tasks.

• P10. Approval of action plan. Approval of the contingency action plan for the current
active risk in order to minimize their impact on the mission.

• P11. Implementation of action plan. Implementation of the action plan approved in
the previous stage.

• P12. Identification of residual risks. New analysis of the current situation to re-
identify risks. It is especially important to analyze the impact between tasks and
residual risks.

• P13. Risk acceptance. Definition of tolerance thresholds to discriminate whether or
not to apply corrective measures (business plan actions) and whether or not to abort
the mission.

• P14. Risk monitoring and reporting. This stage is related with the system of visu-
alization and control of the state of the risks at the mission [87]. It is in charge of
generating different reports of the current situation to facilitate the decision-making
process. In addition to this, the system could suggest a set of the decisions to be taken
and the possible impact they will have on the correct development of the mission.

• P15. Risk communication, awareness and consulting. The last process of the method-
ology is related with the communication, awareness and consulting tasks. Hence, this
module must interact with the different elements of the full system, intercommunicate,
and propagate the risk information.

Figure 6. Integration of ENISA’s guidelines [86] to ISO31000.

5.3. Support to Decision-Making

Designing an appropriate framework [88] to ensure proper defence against various
potential attacks is not a simple task. There is a large research stream devoted exclusively
to this area, wherein evaluations of decision-making capabilities typically rely on the basis
of the operational research. Part of the difficulty associated with their design is that they
require a very precise understanding of the global context in which CSA acquisition tools
operate, ranging from sensors, enablers up to cyber command and control (C2) systems.
Overall, they are in-charge of protecting CIS assets by facilitating the selection and planning
of the most appropriate cyber CoAs. Accordingly, every decision-making stage must be
carried out based on a previous set of acquired cyber intelligence (for example, IDS reports)
and enforced driven by sets of possible countermeasures to minimize the effect of the
threats propagated to the mission plane.
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The current literature distinguishes two different trends depending on how they pose
the problem. The first approaches decision making driven by dependency graphs that
model the entire test scenarios [89]. Thus, potential risks are segmented into different
stages and the environment is modelled in order to seek the least impact at all times. The
second approach is based on treating the decision-making process as a multidimensional
optimization problem, in which each dimension corresponds to a different criterion. This
approach is more complex to model and assess, since all the performance indicators to be
considered shall be previously stablished and evaluated [90]. Due to this, the instantiation
of the CSA evaluation framework shall suggest exploring hybrid solutions similar to [90],
but adapted to the mission-centric context, where for each decision dimension, a weight
is defined in order to allow the balancing of the multidimensional criteria. These weights
are normalized, and their definition must be conducted during the planning stage of the
missions, specifically, during the definition of possible CoAs.

6. Cyber Situational Awareness Application Concepts

The following describes the proposal verification and validation activities related with
the application of the CSA-related cyber defence tools, covering both user acceptance and
their effectiveness when supporting the human adequacy for the acquisition of CSA.

6.1. Capability of Facilitating CSA Acquisition

In order to evaluate the degree of knowledge acquired during the development of
a mission, it is necessary to know beforehand which external and internal agents can
influence the assimilation and processing of the information. Among these agents, all
those that affect in a direct or indirect way the psychological component of people stand
out. Generally, anxiety and stress are two of the factors with which we will have to
struggle most often. Through practice and training, it is possible to minimize their impact
on decision making, However, due to the high degree of subjectivity that this type of
approach has, it is necessary to carry out an evaluation methodology segmented into three
different stages: baseline, test performance, and final assessment. In the baseline, all the
measurement systems used in the solution must be calibrated in order to build a more
reliable and contrasted information. To this end, the following practices can be followed:
(1) to present the tasks to be performed; (2) to play quiet music to bring the subject to the
baseline more quickly; and (3) to conduct initial questionnaires to assess in a subjective way
the initial perceptions of the individual (e.g., SAGAT pre-mission assessment [59]). The
performance of the test corresponds to the second stage of the methodology, which relies
on simulations of situations similar to those the individual will encounter during military
operations. During the simulations all the raw data (for later study) and questionnaires
will be collected and validated. The process of returning the individual to the basal levels is
studied during the last stage. Among others, it is recommended to ask a final survey on the
process followed in order to measure and assess the subjective perception of the operational
environment and the accuracy of the acquired operational picture (e.g., SART [59]).

6.2. User Acceptance

The willingness of a user group (experts or decision makers) to use new technologies
for the tasks they are intended to serve is known as user acceptance. As a result, this idea is
not being applied to cases where users promise to utilise a technology without presenting
any evidence of use or to the use of a technology for reasons that the inventors did not
intend. The goal of the evaluation is to confirm that the CSA tools are appropriate for
the end user. The desire of the concerned stakeholders to adopt and utilise the generated
tools in their daily activities will also be taken into consideration when evaluating user
acceptance, in addition to the project’s scope and duration. The Questionnaire for User
Interaction Satisfaction (QUIS) approach has been modified in the proposed methodology
for suiting cyber situational awareness [91]. When it comes to comprehending situational
awareness as a human “mental state,” QUIS was developed as a measurement instrument
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to gauge a computer user’s subjective satisfaction with the human-computer interface.
Accordingly, the following performance indicators for assessing the user acceptance level:

• Usability. Degree to which CSA tools can be used by end-users to achieve their tasks
with effectiveness, efficiency, and satisfaction in a quantified context of use.

• Ease of Use. Learnability of the CSA tools, and the degree of intuitively for end users.
• Terminology and System Information. Degree to which the system notification,

description and presentations are coherent with the CSA operational context.
• Functionality. The range and effectiveness of operations that can be conducted by the

provided CSA.
• Satisfaction. Degree to which a CSA enabler fulfills the end-user expectations

The acceptance testing process begins with the execution of individual tests (known as test
cases), on which users will be questioned, bearing in mind that: (1) test cases are executed,
using predetermined data; (2) actual results are recorded; (3) actual and expected results
are compared; and (4) test results are determined. The questionnaires ask questions to
end users to estimate the value associated to each performance indicator, which shall be
answered ranging from: 1—Strongly agree to 5—Strongly disagree. Questions include
“Using the CSA capabilities would improve my job performance?”, “Learning to operate
the CSA enablers would be easy for me”, or “Do the evaluated capabilities bring a clear
picture of the cyberspace?”.

6.3. Acceptance Questionnaire

The questionnaire in Table 2 proposes some questions for an end user to estimate the
value associated to each performance indicator, which shall be answered for the stated
statements using a scale that goes from: 1—Strongly agree to 5—Strongly disagree. Note
that these questions may serve just as guide that could be modified, extended or adapted
to the system development of validation stage (e.g., alpha testing, beta testing, commercial
acceptance, etc.). The score associated to each performance indicator typically is calculated
as the mean, mode, median, and/or standard deviation of the rates collected, which will be
analyzed assuming all the interviewed audience, or specific groups.

Figure 7 summarizes an activity diagram of the evaluation workflow. Accordingly,
three lines of evaluation actions are discerned: testing, operations and applications. As
illustrated, the actions concerning the testing concept are suggested to be executed ac-
cording to the following sequence: unity tests, integrity tests, security tests and reliability
tests. However, it will be up to the quality assurance (QA) and analyst teams to make any
variations they deem appropriate based on the scope of testing or the resources available to
them. This line is suggested to be enforced before assessing the operational effectiveness
of the proposal, so the required tests are usually integrated independently, regarding the
operational context (but assuming friction conditions of the operational concept on which
the cyber defence tools operate). Due to this feature, they could be paralleled with any
other line of action. However, any defects found in tests could invalidate the results at the
operational or acceptance level, so it is therefore very important to have a minimum of
compliance in testing before moving on to more complex assessment stages.

The operational concept is evaluated once the evaluation loop is triggered, including
cross-component validations, and the analysis of the effectiveness of the solution discovery,
risk assessment and risks management capabilities. The evaluation loop is triggered
once per phase on the cyber-kill chain of each attack scenario. At the end of each phase
the application concepts will be evaluated, including the capability for achieving cyber
situational awareness and user acceptance. All the observed results will be properly
collected and stored for supporting further modifications, integrations or deployments
at different operational contexts. Operational assessments study the specific capabilities
offered by each cyber defence tool, so the work of experts in defining them, integrating
them and establishing compliance criteria will be essential to their effectiveness.
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Table 2. Example of User Acceptance questionnaire.

Rate

1 2 3 4 5

Usability

U1 Using the CSA tool would enable me to accomplish tasks more quickly and effectively
tasks

U2 Using the CSA tool would improve my job performance

U3 Using the CSA tool would make it easier to do my job

U4 I would find the CSA tool useful in my job

Ease of use

E1 Learning to operate the CSA tool would be easy for me

E2 It would be easy to get the CSA tool to assist in the fulfilment of tasks

E3 My interaction with the CSA tool would be clear and understandable

E4 I would find the CSA tool to be flexible to interact with

E5 It would be easy for me to become skillful at using the CSA tool

E6 I would find the CSA tool easy to use

Terminology and System Information

T1 I find the use of terms and concept of operation throughout the system adequate

T2 I find the terminology related to mission, tasks, incidents and courses of actions adequate

T3 The position of messages on screen is intuitive

T4 The risk levels and their potential propagation are displayed comprehensively and
according to their criticality

T5 The CSA tool informs about its internal processes non-intrusively and as requested

T6 Alerts are property emphasized

Functionality

F1 I found the various functions in the CSA tool well integrated

F2 The CSA tool brings a clear picture of the cyberspace

F3 The CSA tool brings a clear picture of the relationship between cyberspace and
planned/ongoing missions

F4 The CSA tool brings comprehensively and effective support to courses of action
identification, selection and planning

F5 The integration of the CSA tool with external data sources (SOC, NOC, CTI, Mission
planners) is properly operative

F6 The analytical capabilities integrated (simulation, diagnosis, prediction, etc.) are effective

F7 The CSA tool is self-protected and implements a consisted audition system

Satisfaction

S1 I am satisfied with the CSA tool

S2 I would like to use the CSA tool frequently

S3 I would recommend the CSA tool to my team

S4 The CSA tool works the way I want it to work

S5 I would need the CSA tool for my daily tasks

S6 I am very confident with the use of the CSA tool

Finally, user acceptance will be assessed, which is expected to be dependent on
to what extent the solutions to be evaluated are able to ease the acquisition of cyber
situational awareness for which beyond the accuracy on the perceived operational pictures,
questions such as usability, ease of use, satisfaction, terminology, functionality, etc. shall be
measured. However, regarding this dependence, the authors do not suggest paragraphing
the questionnaires, based on the proven effectiveness of the tool, in such a way that the
outcome of acceptance indicators is less biased by operational results. I.e., for example, an
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ad-hoc reformulation of the questionnaires based on a bad operational experience (probably
with the intention to dig into what happened) most likely will lead to directing the user
perception of the tools to be evaluated towards the specific aspects that led to the bad
operation, which may be disconnected from topics to be considered in order to accept
the solution in a different operational condition. Acceptance will be assessed by direct
consultation to the cyber defence tools operators.
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Discovery Risk Assessment Risk Management
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Figure 7. Action diagram of the evaluation workflow.

7. Conclusions

The presented research has delved into raising difficulties, challenges and gaps related
with the evaluation of CSA acquisition tools. The assessment on capabilities for related
dual-use solutions have been reviewed, concluding that the state-of-the-art lacks consoli-
dated mission-centric CSA validation enablers. With the purpose of contributing to their
development, a novel verification and validation framework to assist a proper evaluation
has been introduced, which proposed three core assessment concepts: software tests, oper-
ations and applications. The first concept covers the proper technical implementation of
the capabilities, the second concept describes the core functionalities for supporting CSA
acquisition (perception of the operational environment, assessment of vertically propagated
threats from cyberspace to the mission plane, and support to decision-making), and the
third concept studies the applicability of the solutions in terms of users’ acceptance and the
quality of their acquired operational picture. The proposed method has been presented
as a general-purpose mission-centric solution applicable to heterogeneous cyber defence
tools, being open to expansion, modification and any other change that the singularities of
a particular CSA enabler and its end-user operators require.

Although efforts have been made to cover all the perceived essential aspects, it is
expected that further enhancements and upgrades will tentatively make it a better fit
to the particularities of certain cross-cutting operational domains or functionalities, thus
projecting its applicability in the short, mid and long term. The authors want to highlight
that this paper brings together extensive research and synthesis work, in some cases with
very few (or non-existent) precedents. Since cyber defence is an emerging research field still
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with many challenges and technological/analytical gaps, it is expected that the presented
research outcomes establish the grounds for future related works, as well as incentivising
further research actions.
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