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A B S T R A C T  
 

Remote monitoring is the process that monitors and observes information from a distance utilizing sensors or 

electronic types of equipment. Remote monitoring is used in real-time applications like traffic, forest, military, 

shops, and hospitals to determine abnormal activities. Earlier research has done video processing methods based 

on computer vision techniques, but the computational complexity regarding time and memory is high. This paper 

designs and implements a novel Slow-Fast Convolution Neural Network (SF-CNN) to identify, detect, and classify 

abnormal behaviours from a surveillance video. The proposed CNN architecture learns the video frames 

automatically, obtains the most appropriate properties about various objects' behaviour from a large set of videos. 

The learning process of SF-CNN is carried out in two ways, such as slow learning and fast learning. The slow 

learning process is enabled when the frame rate is less, and the rapid learning process is enabled when the frame 

rate is high. Both the learning processes learn spatial and temporal information from the input video. Different 

objects, such as humans, vehicles, and animals, are detected and recognized according to their actions. All the 

videos have normal and abnormal activities that vary in various contexts. The proposed SF-CNN architecture 

provides an end-to-end solution to dealing with multiple constraints abnormal movements. The experiment is 

carried out on several benchmark datasets, and the performance of the SF-CNN architecture is evaluated. The 

proposed approach obtained 99.6% of accuracy, which is higher than the other existing techniques. 

_______________________________________________________________________________
 

1. Introduction 
 

Anit-Social activities are increasing day by day in innumerable fields. 

Theft, illegal, and other outlawed activities are considered anti-social 

and must be identified immediately, and protect the area as quickly as 

possible. It reduces the loss of data, things, and human death. The 

medical industry, forest, research centers, aerospace, vehicle stations, 

malls, most extensive building, etc., are some areas that need to be 

surveillance to avoid abnormal activities. The surveillance system 

records the activities using CCTV cameras and continuously records 

them as videos. The output of the surveillance system is a video. The 

video is processed, and the abnormal activity is identified using the 

object detection and recognition method. The movement of the objects 

is classified as normal or abnormal. Today, there are ten reasons 

business people need a video surveillance system. They are: Resolve 

Conflicts, Increasing employee productivity, Reducing Theft, providing 

Better experience, Real-Time Monitoring, Enhancing safety, Digital 

storage, Evidence making, Access control, and Business savings. 

 

Though the surveillance monitoring system process is similar, the 

applications are different. The cameras' capacity and configuration and 

the surveillance systems have been changed based on the application. 

Some surveillance applications are given in Figure-1, which shows 

surveillance in the office, road, official building, and backside of a 

house. Different intrusion detection systems have been proposed for 

security provision earlier, but it detected after the abnormal event. 

There is no methodology, which can stop the strange activities 

automatically or manually. For preventing or controlling abnormal 

movements, location information is required with complete knowledge 

about the geo-region. It helps to identify the abnormal activity earlier 

and provides better security for the particular surveillance area. One of 

the best solutions to enhance the existing security is surveillance 

monitoring.
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This paper aims to design and implement 

a deep learning-based abnormal activity detection using a convolution 

neural network to provide a better solution. Deep learning is a machine 

learning technique that enables computers to exhibit human-like 

behaviours that humans do as their second nature. For example, a 

particular deep learning technique is used to detect the street light signs, 

and another is taught to recognize a pedestrian from a cat, car, etc. It is 

also used to correct grammar, spellings, repetitive words, punctuations, 

and more in the given texts and automatically generates a new text with a 

nil error. More progress is achieved in various fields today than earlier [1]. 

The deep learning model is used for a computer to learn to do 

classification tasks over different kinds of data like voice, images, texts. 

The level of performance in deep learning exceeds human efficiency hence 

reaching state-of-the-art accuracy. Multi-layered neural network 

architecture and an enormous amount of labelled data are used to train 

these models.  

Because of its accuracy, deep learning technology was widely used in a 

variety of applications at such a higher and more critical level [2]. These 

techniques are efficient in electronics that help to reach user expectations. 

The recent developments in deep learning outperform humans, thus used 

in safety and critical applications such as robotics, AI cars, image caption 

generation, etc. Though deep learning was speculated for the first time in 

the 1980s, its usage has become very popular only recently due to the 

following reasons: 

Deep learning needs a massive amount of labeled data. i.e., in the case of 

Autonomous vehicles (driverless cars), to train the computer for that 

crucial job, millions of images and thousands of hours of footage are 

required. 

So far, it is basic knowledge that deep learning needs enormous hardware 

and substantial computing power. It will require many weeks of deep 

learning networks to perform efficiently. So, to reduce the training period, 

the development teams enable, Hybrid Computing rather than cluster or 

cloud computing, i.e., using GPU's (Graphics Processing Unit) massive 

parallel processing power to boost up the performance 

A deep learning model is also known as a deep neural network, as neural 

network architecture is used in primary deep learning methods. A deep 

neural network can contain a maximum of 150 hidden layers, whereas the 

traditional neural network can accommodate only up to 2-3 hidden layers. 

In a neural network, the number of hidden layers is denoted by the term 

"deep." Deep learning models are trained using a large number of labeled 

and neural networks capable of learning characteristics directly from the 

data without the need for manual feature extraction [3]. Convolutional 

neural networks (CNN) are famous deep neural network types. This 

architecture is most suitable for processing 2D data like images as CNN 

uses 2D convolution layers and the input data that convolutes learned 

features.  

CNN does not require manual feature 

extraction to classify images, and therefore identifying features is 

eliminated. Feature extraction is done directly from the images using 

CNN and the structure of the neural model is represented in Figure 2. A 

collection of images is used to train the network, and the relevant features 

are learned simultaneously, eliminating the need for pre-training of the 

relevant features. In computer vision tasks like object classification, high 

accuracy is attained using automated feature extraction. An enormous 

number of hidden layers is required for the CNNs to identify various 

features of an image. Hidden layers raise the complexity of the image 

features that have been learned. For instance, the first and second hidden 

layers will identify the edges and complex shapes to recognize an object. 

Fig-2. Structure of a Neural Networks 

1.1 Machine Learning versus Deep Learning  

Machine learning and deep learning are often interchangeable, but deep 

learning is specialized with human-like artificial intelligence, making it 

more efficient than machine learning. In machine learning, algorithms are 

manually fed to parse data. It learns the given data to derive images, 

videos, texts, and other information used to design a model that 

categorizes the object in the data. The model that performs a function 

uses its data and gets better at doing it over a period of time in machine 

learning.  

The deep learning model uses a layered structure of algorithms known as 

Artificial Neural Network (ANN), inspired by the human brain's Neural 

System. ANN can analyze data continuously and draw precise decisions 

on its own, just like a human brain would do. Deep learning keeps 

improving with an increase in the size of the data and the sample layered 

architecture is given in Figure 3. Machine learning also provides various 

models and techniques, from which one can choose based on the 

application they need to sort. For the successful deep learning technique, 

an enormous amount of data, i.e., millions of images and hours of videos, 

is required to train the model. A Graphics Processing Unit is used for the 

Fig-1. Various Applications of Surveillance System 
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fast processing of data. If the former and latter are not available, it is best 

to use machine learning algorithms rather than deep learning.   

Figure 3: Layered Architecture of the proposed System 

The paper's contribution is that it uses two learning processes to learn the 

video frames to increase object recognition accuracy. They are slowly 

learning and fast learning. The paper's novelty is that the deep learning 

model understands the video data and analyzes it according to the frame 

rate. If the frame rate is low, it analyses the frames slowly and obtains the 

spatial semantics. If the frame rate is high, it analyses the structures and 

gets the temporal semantics. Thus this proposed deep learning model 

learns the spatial and temporal information for video processing and 

objects recognition.  

1.2 Related Works  

Before analyzing the proposed approach, it is necessary to conduct a deep 

study on various existing methods, to understand the issues and 

challenges faced by the earlier works. For example, authors in [4] stated 

that pervasive computing uses CCTV cameras for video surveillance. So, it 

is considered a recent research work where the video data is analyzed 

using machine learning approaches. The devices used for video capturing 

are very common throughout the world, and the human resources used 

for video analysis are minimal but expensive. In most cases, surveillance 

cameras are used for surveillance monitoring. The authors in [5] stated 

that some human factors like tiredness and fatigue lead to lousy tracking. 

Also, humans working with CCTV monitoring suffer monotony. The 

reason is that in several cases, strange or unusual events occur rarely. The 

authors in [6] said that various kinds of methods like anomaly detection, 

abnormal detection [7], outlier detection [8] are big topics used in 

different real-time areas like intrusion detection in-network, medical 

diagnosis, marketing, and automatic surveillance.The authors in [9] said 

that providing a security algorithm could break the anomaly detection. 

Most of the research works focused on delivering security algorithms to 

avoid anomalies. Some of the research works focused on detecting 

abnormal events. The authors in [10] used the optical flow method and 

the Gaussian mixture model to identify and detect strange activities 

occurring in crowd scenes. The authors in [11] presented some significant 

research methods associated with abnormal behavior detection in crowd 

scenes. It can also be used in vehicle detection during traffic conditions in 

a congested area.  

Thermal cameras were employed in several of the research studies to 

monitor surveillance. Simultaneously, the authors of [12] explained that 

its videos' sensitivity and quality are lower than those of the other videos. 

Thermal videos, according to the scientists, seem to be noisy and also 

have poor visual quality. Feature extraction, according to the authors in 

[13], is a method for extracting motion as well as spatial information from 

video frames. According to the authors in [14], the high - and low features 

are strongly integrated in inferring unusual behaviors, which aids the 

programmer in quickly identifying weird activities and analysing any 

complicated behaviourswith in video. The authors in [15] motivated to 

detect multiple objects in a video based on feature extraction and 

classification. The authors obtained 90% accuracy in object detection 

from the experiment, which further improved. Numerous researchers 

are still focusing on and researching surveillance monitoring-based 

applications.  In [26], the authors have proposed a Cybrog intelligence 

for designing an intrusion detection system in a cloud network traffic 

and various security challenges were projected in [27]. The authors in 

[28] have implemented SF-CNN model for detecting the suspicious 

activity with the support of surveillance applications. RelativeNas is 

another advanced CNN model proposed by the authors in [29] which 

describes the performance of combined fast and slow learners. This 

model aids in searching of objects with reduced cost and error rates. 

Another application of SF-CNN is presented in the article [30] in which 

the model is tested for performing action recognition through detection 

procedures. The detailed description about this two-pathway CNN 

model is elaborated in [31]. However, SoFTNet which is a concept 

controlled DCNN and Attention Slow-Fast Fusion Networks presented 

in [32] and [33] are certain other applications that uses this SF-CNN 

model. 

1.3 Limitation and Motivation  

Though the accuracy of the object detection and classification regarding 

abnormal activities needs to be improved, some semi-automatic methods 

consumed more computational time, increasing the cost. Most of the 

earlier research works have been proposed for specific applications in 

surveillance monitoring. Also, the video learning process can extract a 

particular type of feature from the video, which cannot bring high 

accuracy in the recognition. The learning rate of the entire dataset is a 

variable, where it is changed during the program execution to tune the 

results. It takes more time complexity in video processing models. But the 

industry needs a fast and accurate video recognition model for 

surveillance applications. Hence, this paper aims to design and 

implement a slow-fast deep CNN model to learn the video frames with 

different learning rates, which retains various spatial and temporal 

features for automatically improving object recognition accuracy.   

2. Deep Learning-Based Object Detection and Recognition  

From the above discussions, it is clear that the proposed deep learning 

approach is highly suitable for video processing, object detection and 

recognition, pattern recognition, and speech recognition applications. 

This paper recommended using the Convolution Neural Network in Deep 

Learning for object detection and abnormality identification. Initially, the 

input video is obtained from the system/PC connected with the 

application's wired or wireless CCTV cameras. The video file is 

automatically stored on the PC if it is a wired connection. An intermediate 

device, such as a router, is used to send the video to the appropriate PC. In 

this work, some assumptions are established, which aid in a thorough 

understanding of the entire procedure. 

1. Any number of surveillance cameras can be connected to the 

application network. 

2. The PC interlinked with the camera is installed with the MATLAB 

software, and our proposed algorithm is executed automatically 

when the user clicks the run button.  

3. Our proposed approach knows the video file's location, the video 

files' name, and the other meta information. 

Fig-3. A Sample Layer Architecture of CNN - Training and testing 
process 
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4. The model learns the video frame rate while streaming and act 

accordingly.  

5. The spatial with temporal features was extracted automatically 

from the video frames to identify the object and its motions.  

6. The abnormal activity occurs within midst of a video rather than at 

the start or end. 

The deep learning approach is used in the same work to detect and 

identify aberrant actions in such a surveillance video. Deep learning is 

well recognised to be inspired by several neural network architectures 

with a deep framework for learning features while representing data. A 

specific neural network model comprises the input layer, output layer, 

different kinds, and a more significant number of hidden layers. Deep 

learning has a various number of large size networks with a more 

substantial number of layered networks. One famous and most applicable 

deep learning network is Convolutional Neural Network (CNN). This 

paper is aimed to use a CNN architecture for identifying abnormal 

activities. CNN learns and classifies the features automatically from the 

video/image data. This paper also analyses and evaluates the proposed 

CNN architecture's performance regarding the human, vehicle, and 

animal behaviours involving various backgrounds, which kind of multiple 

data processing is not carried out before.  

2.1 Proposed Approach 

The proposed CNN architecture is explained in this section. The video V is 

divided into frames (images) F, in which various objects and their 

activities are normal and abnormal. Some of the specific abnormal 

activities are different activities than the usual activities. For improving 

the efficiency of video/image processing, the images are initially applied 

for preprocessing using a moving  average filter, which removes the 

noises occurring in the images. It can be represented as in the Equation 

(1). 

 
(1) 

where the input image is represented as ,  represents the pixels in 

the image, and  represents the output image. Similarly, a linear filter 

with the size , is used on Equation (2). 

 (2) 

Equation (1) having the weights  for every  and  from  to , 

equal to .   

Each video is made up of a greater number of frames and the video 

processing using DCNN is given in Figure 4. For example, a one-minute 

video has 100 to 110 video frames. The video frames are extracted from 

the input videos and called a video sequence by writing a computer 

program or performing manually. Similarly, one action has many frames 

where most of the frames have the same objects with the same activities, 

so the video processing time is a waste. Hence, it is essential to choose the 

video frames to speed up the process and provide better classification 

efficiency. For improving the classification accuracy, 30% of the video 

frames are initially applied for the training process, labeling the objects as 

"normal" or "abnormal." The number of abnormal activities is less than 

the normal activities. So, labeling the abnormal activities is sufficient for 

the classification, reducing the computational time, memory, and 

complexity. The time complexity can also be reduced by processing the 

selected frames and other frames labeled as normal. Only the abnormal 

frames and the labels are stored in a particular database for testing 

process references during the training process. The abnormal activities 

are identified as wrong features/odd features, which differ from the 

normal video sequences. The remaining 70% of the frames are used for 

the testing process, and the final extracted features are compared with the 

trained features.  

 

Fig-4.  Deep Convolution Neural Network-Based Video Processing 
 

The proposed CNN architecture comprises three essential components: 

input, output, and hidden layers. The hidden layers are also called 

convolutional, middle, or feature detection layers. The output layers are 

also called classification layers, which have two components: fully 

connected and SoftMax. The size of all the frames is resized as 32 x 32, 

increasing the time of the training process. The input layers read all the 

input images and send them to the middle layers. In the middle layer, 

three modes of operation are carried out: convolution and pooling with 

rectification. Rectified Linear Unit does this operation (ReLU). This 

proposed SF-CNN uses three convolutional, two completely connected 

with one SoftMax layer. The architecture of the proposed SF-CNN to be 

shown in Figure-5. Figure-5(a) shows how SF-CNN can change the 

learning method based on the frame rate. Figure-5(b) depicts the 

complete functionality of the CNN. 

 

(a) Model from [34] 
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(b) 
Fig-5. Proposed Deep Learning Architectures. (a). SF-CNN framework, (b). 
Functionality of CNN 

Some features are extracted by convolution filter and activated in the 

input image, such as texture, edge, and corner features. These features are 

the most valuable ones that help identify the actions performed in the 

frames. The feature values that do not match the overall set represent the 

abnormal action. In the 1st convolution layer, 32 filters (5 x 5 x 3) are used. 

In 5 x 5 x 3, 3 represents the input and color images. Symmetrically, a 

two-pixel-pad is added to consider the image's edges that are also taken 

for the process. It is more important because it saves the edges from 

elimination in the CN network. Negative values are changed into zero in 

the ReLU layer to retain only the positive values for processing. The ReLU 

layer works faster in training the network than all the layers. ReLU layer 

always follows the pooling layer with a 3 x 3 spatial pooling region with 2 

pixels as strides. Then the data size is down-sampled into 15 x 15 from the 

initial 32 x 32. All three convolutions with pooling and ReLU layers are 

repeatedly executed multiple times to extract the number of features and 

hidden information from the input image as much as possible.  

The more significant number of pooling layers can be avoided to prevent 

the down-sampling data since essential features may be discarded in the 

earlier stage itself. Once the feature extraction process is completed 

successfully, the CNN performs the classification process. There are two 

different layers: 1. fully connected and 2—SoftMax layers used in the 

network and used for classification. The first fully connected layer 

comprises 64 neurons obtained from the input image size of 32 x 32, 

followed by a ReLU layer. Then the second fully connected layer generates 

the output signals to be classified. The entire CNN network combines the 

input, middle, and final layers. Finally, the SoftMax layer computes the 

probability of distribution over each class. The weight of the convolution 

layer is initialized by a random number 0.0001(standard deviation) for 

distribution, decreasing the loss during the learning process in the 

network.  

3. SF-CNN 

In this paper, deep CNN is incorporated with the Slow-Fast learning 

method for analyzing the video segments. It comprises two parallel CNN 

modesl for the same input video-a Slow learning and Fast Learning. 

Generally, video content contains two different data: static and dynamic. 

The static data will not be changed or slowly changed, but the dynamic 

data will continuously be changed (moving objects). According to Figure-

5(a), the video frames obtained from fast streaming is input to slow frame 

rate learner since the slow learner can learn the output of the fast 

learning. The data format used in the SF learner is written as in the 

following Equation (3). 

 

 

(3) 

The Equation (3) is used fused to create the SF learning process. The SF-

CNN suggests a different methodology for transforming the data. The 

final one is the most efficient.  

T-2-C (Time-2-Channel): data reshaping and 

transposing: , that is all the  frames as one 

frame to channel.  

TSS (Time-Strided-Sampling): take each  frame as a sample, and it 

makes:  

TSC (Time-Strided-Convolution): It performs as a three-dimensional 

convolution of a 5 x 12 kernel with 2 output channel and  as stride.  
TSC (Time-strided-convolution): It performs as a three-dimensional 

convolution of a 5 x 12 kernel with 2 output channel and  as stride.  

 

Finally, both slow and fast learning are combined as SF learning to 

perform global pooling operator, efficiently reducing dimensionality. 

Then integrate both learners, and the output is fed to the FC layer to 

classify it. The FC layer uses the SoftMax layer to classify the object's 

behavior as normal or abnormal. The full functionality of the proposed 

SF-CNN architecture is given in the form of an algorithm. It is 

implemented and experimented with in any computer programming 

language, and the results are verified. The pseudocode of the SF-CNN 

architecture is given as Pseudocode-1. 
 

Pseudocode 1: Convolution Neural Network 
Pseudocode_CNN( IMAGE, image-1) 

{ 

Input: Input image is read in the matrix form of h x w x b dimensionFeed 

the input image into the convolution layer 

Select set of parameters and apply filters 

After the filter is used, the output received is:  fh x fw x b dimension 

Filters, strides, and padding are applied if the dimension is high or 

required. 

for i =1 to N number of convolution layers 

Convolution is applied on the image and apply ReLu function as: f(x) = 

max (0, x), activation to the input matrix. 

The pooling process is applied to reduce dimensionality.  

end for 

To flatten the result, apply the output from of the pooling layer to a fully - 

connected layers. 

Output: produce a data in (h-fh+1) x (w-fw+1) x 1 dimension 

Finally, the output class is classified using the activation function 

SoftMax, which classifies the images.  

} 

This SF-CNN can also be called as Dual-mode CNN for understanding the 

video. In Deep CNN, is used to identify patterns in the images and videos. 

In this DCNN, each frame of the video is treated as an image and the 
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object or pattern identification is performed over it by considering one 

frame at a given time. Whereas, the SF-CNN can analyze multiple frames 

at a given time for collecting the static and dynamic data in the video. 

4. Experimental Results and Discussion   

In this paper, the algorithm is implemented and verified in MATLAB 

software, where it contains a built-in CNN module in the Image 

Processing toolbox. It provides more functionalities and enables various 

inbuilt algorithms like regression methods, decision-making methods, 

and it can be chosen for performance verification.  

4.1 Dataset Used   

In this paper, seven different kinds of datasets are used in the experiment. 

The full dataset details are given in Table-1, which comprises human 

activities, vehicle activities, and animal activities. Each frame is an RGB 

color image with different sizes in the number of pixels. For example, the 

size of the images from other datasets is 276 x 236, 352 x 240, 360 x 288, 

etc. Because of the frames' varying sizes, all the images are resized into 32 

x 32 pixels. All the frames have a portion of positives and negative 

samples. The total videos taken for the training and testing process are 

100 from the entire dataset. The total number of images used, which were 

extracted from 100 videos, is 12000 frames. Out of this, 5000 frames are 

normal, and other frames are considered abnormal.  

Table-1. Dataset Information  

Dataset Videos 
Total 

Frames 

Frames-

Normal 

Frames-

Abnormal 

CMU Graphics Lab 

Motion [16]  
11 2477 1209 1268 

UT-Interaction 

Dataset (UTI) [17] 
54 5069 2706 2903 

Peliculas Dataset 

(PEL) [18] 
2 368 100 268 

Hockey Fighting 

Dataset (HOF) [19] 
12 1800 900 900 

Web Dataset (WED) 

[20] 
10 1280 640 640 

UCSD-AD [21] 5 600 480 120 

Fig-6. Sample Normal and Abnormal Images collected from various datasets 
Fig-6. Sample Normal and Abnormal Images collected from various datasets 

In the proposed framework, two different experiment stages are carried 

out. Initially, from experiment-1, the normal versus abnormal classes are 

classified. Then from experiment-2, all the abnormal classes are classified. 

For training the network, stochastic gradient descent with momentum 

method is used. All the parameters inside the network are tuned to obtain 

all the features which affect the output network. The number of epochs 

used in the experiment is 10 to 100, and the learning rate is 0.001 to 0.1. 

for fine-tuning the hyper-parameters of the network. One round of 

operation, including forwarding and backward passing in the training 

samples with the learning rate, is considered one epoch.  

Deep learning needs more inputs to provide a high level of accuracy. In 

terms ofhardware requirements, deep learning needs a high-performance 

GPU. For experimenting with the proposed CNN, MATLAB-2017 software 

is installed in Intel core i7. The images are represented in binary for the 

classification process in the experiment. The normal and abnormal 

images are obtained from various datasets, and the abnormal activities 

are classified. The normal activities obtained from human-related videos 

are walking, pointing, hugging, and handshaking. The abnormal activities 

in human-related videos are kicking, pushing, and punching. The number 

of classes obtained using the proposed CNN is compared with the classes 

already labelled in the dataset, and the performance is evaluated. The 

results are given in terms of images, shown in Figure-6 it every row in the 

set of all normal and abnormal images as sample images.  

From the experiment, using the proposed CNN, the classified normal and 

abnormal images are given in Figure-7. By comparing the images given in 

Figure-6 and Figure-7, it is easy to evaluate the performance of the 

proposed CNN. Abnormal activities in each frame are identified and 

detected using a binary classification model, and the abnormal activity 

classification is obtained using CNN. All the abnormal activity is 

highlighted using a yellow color bounding box in the frames and is shown 

in Figure-7. Figure-7 shows the abnormality as pushing, kicking, fighting, 

walking in the wrong path, and the crowd in wrong places, fighting, 

beating, car in the roadside, cycle, car, truck, and jeeps coming in 

pedestrian road. The abnormal identification and detection accuracy can 

be obtained by assigning the appropriate learning rate assigned in the 

experiment. 

In both experiments, normal and abnormal, including all abnormal 

classes, are more accurate using the proposed CNN, which is understood 

from Figure-7. The performance of the proposed CNN is high and is 

evident by comparing both results given in Figure-6 and Figure-7. The 

abnormal detection accuracy is increased since the testing process is 

always compared with the training process. Hence, for human interacted 

classification, the training classes are highly accurate and are used in the 

testing process.  
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(a). Abnormality Detection in First three dataset 

 
(b). Abnormality Detection in Four dataset   
Fig-7. Abnormality Detection using proposed CNN 

Fig-8. Time Complexity Calculation 

The performance of the proposed CNN approach can be evaluated by 

verifying the time and computational complexity. The experiment's time 

complexity is initially calculated, and the obtained results are shown in 

Figure-8. The duration of each phase of the procedure, including video 

segmentation, frame segmentation, object recognition, and classification, 

is also displayed. From the results, it is understood that more time is 

required for video processing than the time needed for image processing. 

Hence, it is understood that once the video is converted into frames, the 

time required for object detection and classification is less.  

Some errors may occur in the video data because of the sources, power 

failure or power fluctuations, and converting the video format. It spoils 

the entire object detection and classification process and degrades image 

processing performance like object detection and classification. Hence it 

is necessary to compute the errors present in the input frames in terms of 

frame-level and pixel-level. Figure-9 shows the error prediction results 

obtained using the proposed CNN method, including the existing methods 

as in [22], [23], [24], and [25]. The low frame-level and high pixel-level 

errors in all the methods are calculated and compared with other 

methods. From the comparison, it has been found that the proposed CNN 

method obtained lesser error in frames using pixel levels.  

Once the error frames are identified, they are eliminated from the process, 

improving object detection and classification accuracy. In the experiment, 

70% of the frames are applied to the testing process, and the classification 

accuracy is calculated. The object classification performance obtained 

from the experiment is given in Table-2. The total number of frames used 

in the investigation and the correctly classified frames are calculated and 

are given in Table-2. The total number of frames collected from all seven 

datasets is 12134, of which 6035 are normal. The remaining 6099 frames 

are abnormal, predefined already and verified by various earlier research 

works.  

Fig-9. Dataset Based Error Analysis 

Table-2. Performance Calculation 

Data Total Frames 
before the 

error 

Total 
frames 

after error 

Normal 
frames 

Abnormal 
frames 

Dataset 
12180 12134 6035 6099 

Proposed 

CNN 
12180 12134 6034 6098 

From Table-2, it is evident that 6034 frames are classified as normal 
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frames out of 6035, 6098 frames as abnormal frames out of 6099 frames 

using the proposed CNN architecture. For evaluating the performance, 

the set of all performance factors such as TP-True Positive, TN-True 

Negative, FP- False Positive, False-Negative, Sensitivity, Specificity, and 

accuracy are calculated from Table-2. The accuracy is calculated and 

compared with various existing approaches based on the performance 

measures. The accuracy is shown in Figure-10. From the comparison 

results, it is clearly understood that the proposed CNN architecture 

outperforms the other techniques. The proposed CNN obtained 99.6%, 

higher than the different approaches discussed in the literature survey.  

Fig-10. Classification Accuracy 

Table-3. Accuracy Based on Learning Rate 

Learni
ng 
Rate 

Max. 
No. of.  
Epoch
s 

Dataset Accuracy (%) 

CMU UTI PEL HOF WED UCS
-AD 

the0.0
01 

10 99.66 54.9 90.38 58.5 89.21 99.9 

20 100 56.55 90.38 100 100 100 

30 100 57.74 90.38 100 100 100 

40 100 70.18 90.38 100 100 100 

50 100 99.15 90.38 100 100 100 

0.01 10 100 54.9 90.38 100 100 100 

20 100 99.6 90.38 100 100 100 

30 100 99.75 87.98 100 100 100 

40 100 99.55 100 100 100 100 

50 100 99.8 100 100 100 100 

0.1 10 46.64 54.9 9.62 100 100 100 

20 0 0 9.62 100 100 100 

30 0 54.9 0 100 100 100 

40 0 54.9 90.38 100 100 100 

50 0 0 9.62 100 100 100 

The classification accuracy depends ona number of epochs with a learning 

rate. The learning rate of the CNN is changed as 0.001, 0.01, and 0.1 for 

various epochs varying from 10 to 50. The accuracy is calculated for 

different datasets under different learning rates given in different epochs. 

The obtained results are given in Table-3. The accuracy is increased 

according to the number of epochs. Hence, the proposed approach is 

executed with an increased number of epochs up to 100, increasing 

accuracy. According to the findings, the suggested CNN performs better 

than the other methods currently in use in regards of object recognition, 

classification accuracy, and time complexity. 

Figure -11. Sensitivity Analysis of the Models 

Sensitivity analysis deals with the ability of the model to identify the 
frames with normal and abnormal conditions of the human activity. The 
analysis results is presented in the Figure 11, in which the results show 
that the proposed CNN models shows the highest ability towards the 
identification of the frames with 98% with a highest difference of 22% 
with Reddy et al (2011) [26] model. 
Figure-12. Prediction Time (s)  
Figure 12 is the representation of prediction time taken by the models in 
identifying or classifying the frames into normal or abnormal state for the 
occurrence of anti-social activities. The prediction time is measured in 
milli seconds (ms). The graph describes that the proposed CNN model 
takes least duration in predicting the abnormal human activities of 50ms, 
whereas the model utilized by Saligrama and Chen (2012) [15] takes 
highest duration of 97 ms for a random frame in a given video.  
 

Figure-13. Efficiency of the implemented Model (%) 

Efficiency analysis focuses on the measurement of models in achieving 

speed gain during the overall progress of any given task. In this research, 

efficiency parameter is considered for evaluating the model in classifying 

the frames in the video for normal and abnormal human activities. 

Results of this evaluation is presented in the Figure 13. Among the models 

considered for evaluation, the proposed CNN model have achieved the 

highest efficiency which makes a minimum increase of 20% when 

compared with the existing models. 

Figure-12. Analysis on End-to-End Delay (ms) 

As this research concentrates on the collection of video data from the 
surveillance camera to the cloud system to perform the analysis on 
classifying the video frames, it is essential to evaluate the delay caused in 
data transmission. Delay of data transmission is calculated in milli 
seconds (ms). Figure 12 depicts this evaluation on delay and from the 
graph it can be observed that the proposed model shows the least delay of 
14% than the other existing models. 

5. Conclusion  
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Objective of this paper's primary goal is the design and implementation of 

a unique deep learning algorithm for surveillance system anomaly 

detection. Hence, this paper creates a CNN architecture for education, 

extracting information, and classifying the abnormality on surveillance of 

video frames. The specialty of this paper is that abnormality identification 

is carried out over several datasets. The main motto is to design a 

common abnormal identification system for any kind of surveillance 

application, including human, animal, and vehicle monitoring. The 

proposed deep learning model is trained for improving the accuracy level. 

The learning rate and the number of epochs are varied in the experiment, 

and the performances are verified. The increased number of epochs can 

tune the accuracy to high levels. The results of the experiments showed 

that the proposed CNN performs better than the alternative approaches. 

The obtained accuracy is 99.6% for abnormal activity classification. The 

various classes of the abnormality can be classified individually under 

different situations making the system fully automatic and suitable for 

any surveillance system. As a future enhancement of this research, the 

model can be tested with varying video categories with certain other 

parameters such as duration of the video, timestamp of the video recorded 

and also based on the number of persons available in each frame of the 

video. 
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