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Abstract

The present study aimed to predict confor-
mation and fatness grades in bulls based on
data available at slaughter (carcass weight,
age and breed proportions) by means of count-
er-propagation artificial neural networks
(ANN). For chemometric analysis, 5893 bull
carcasses (n=2948 and n=2945 for calibration
and testing of models, respectively) were ran-
domly selected from the initial data set
(n=27000; one abattoir, one classifier, three
years period). Different ANN models were
developed for conformation and fatness by
varying the net size and the number of epochs.
Tested net parameters did not have a notable
effect on models’ quality. Respecting the toler-
ance of +1 subclass between the actual and
predicted value (as allowed by European Union
legislation for on-spot checks), the matching
between the classifier and ANN grading was
73.6 and 64.9% for conformation and fatness,
respectively. Success rate of prediction was
positively related to the frequency of carcasses
in the class.

Introduction

Learning ability of artificial neural networks
(ANN), a special chemometric tool, was used
to predict beef carcass grades based on rele-
vant information (e.g. weight, age, proportion
of breeds). If specifically further developed,

this method could serve to foretell grading
result prior to slaughter or, if properly calibrat-
ed, as a standalone grading method. To verify
the latter, it would be necessary to use the
approach foreseen by the legislation for the
certification of automatic grading system.

In the EU, market transparency in beef sec-
tor is regulated through Community scales for
the classification of beef carcasses (European
Commission, 2007, 2008). The EU classifica-
tion system is based on the appraisal of confor-
mation and fatness which are visually
assessed by trained classifiers. Conformation
presents development of carcass profile, in par-
ticular the essential parts (round, back and
shoulder), and it is graded into five main class-
es excellent (E), very good (U), good (R), fair
(0) and poor (P). Class superior (S) is option-
al and refers to double-muscled carcasses.
Fatness denotes the amount of fat on the out-
side of the carcass and in the thoracic cavity;
here as well five main classes low (1), slight
(2), average (3), high (4), and very high (5)
are used. Further division into up to three sub-
classes is allowed (European Commission,
2006) and many EU member states implement-
ed this option. Carcass grading is based on
human judgement and it is therefore criticised
as being subjective and inconsistent despite
the assessment is performed by trained classi-
fiers. Namely, a classifier can be influenced by
other available information (cattle category,
age, weight). It is also difficult to ensure uni-
form classification over time due to various
factors like workload, fatigue, training, experi-
ence, working conditions, efc. Literature data
on the accuracy of classifiers or factors affect-
ing grading performance is lacking. It has
been reported that the performance of the clas-
sifiers can be affected by carcass weight (Diez
et al.,2003). Similarly, grading results (confor-
mation and fatness) were shown to be affected
by the abattoir (or classifier associated with it)
and carcass weight (Prevolnik et al., 2011).
European Union legislation allows automatic
grading of beef carcasses using devices such
as BCC-1 or BCC-2 (Carometec A/S, Herlev,
Denmark), VBS 2000 (e+V Technology GmbH
& Co.KG, Oranienburg, Germany), VIAscan®
(Meat & Livestock, Sydney, Australia), etc.,
which are based on video image analysis (VIA;
for review see Craigie et al., 2012). For the
authorisation of such methods a certification
test on 600 carcasses must be performed and
accuracy criteria fulfilled. The present paper
presents an alternative approach to predict car-
cass grades (conformation and fatness) using
only the available data (weight, age and breed)
and ANN. The idea originates from the prac-
tice where we often witness a situation in
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which buyers of cattle base their offer (price)
to the farmer on in vivo visual assessment of
the animal. We could consider that they use
their brain neural networks for the analysis of
image and prediction of grading result.
Artificial neural networks, like people, learn by
example meaning that their configuration is
based on pattern recognition through a learn-
ing process. Because factors like weight, age,
breed and rearing system influence grading
result (Keane and Allen, 1998; Alberti et al.,
2008; Prevolnik et al., 2011) we tried to test if
and with what accuracy carcass grades could
be predicted using ANN and the information
available at slaughter (carcass weight, age and
breed proportions).

Materials and methods

Data collection

Data for this study was provided by the offi-
cial classification body. It concerned one abat-
toir, one category (bulls) and a period of three
years (2008 to 2010). Information from the
slaughter line (age at slaughter, warm carcass
weight, conformation and fatness grades) was
checked in cattle database at Agricultural
Institute of Slovenia (Ljubljana, Slovenia) and
combined with the information on origin
(birth date, pedigree, breed proportions).
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Breed information was included in the data as
the percentage of different breeds: Brown,
Simmental, Holstein, Limousine, Charolais,
Belgian Blue, Montbeliard, Slovenian Cika,
American Brown, Hereford, Red Holstein and
unknown origin. Percentage of individual
breed ranged from 0 to 100% except for the
percentage of unknown origin which could not
exceed 25%. Animals with unknown origin
(>25%) were removed. In order to minimize
the effect of classifier one abattoir was chosen
in which grading was performed by one opera-
tor only.

Chemometric tool

Chemometric analysis was performed using
ANN software developed at the National
Institute for Chemistry (Ljubljana, Slovenia),
written in FORTRAN for IBM-compatible PCs
and a Windows operating system. In the pres-
ent study supervised counter-propagation ANN
were applied. Although counter-propagation
ANNs are comprehensively explained in the lit-
erature (Hecht-Nielsen, 1987; Dayhof, 1990;
Zupan, 1994; Zupan et al., 1997), a brief
description is given in the next paragraph.

The counter-propagation ANN are based on
two-steps learning procedure. In the first
(unsupervised) step the main goal is to project
or map objects from m-dimensional into 2-
dimensional space on the basis of input data
(or similarity among objects). The map
obtained shows only the relationship between
the independent variables of the objects,
regardless of their property that may be
known, but is not represented in object vec-
tors. The second step of the learning is super-
vised, which means that the response or target
value is required. This input-target pairs are
the input to the neural network, which, after
being trained for a given number of epochs, is
capable to predict the unknown samples. Every
object excites one single neuron. The algo-
rithm modifies the weight of the neuron with
the weights the most similar to the input sig-
nal and smoothes the map by making modulat-

ed changes to neurons in a defined neighbour-
hood of that one. These corrections of weights
are made around the neuron position in the
Kohonen and output layer (Zupan, 1994).

Selection of datasets

Due to low frequency of carcasses in the
extreme classes, a dataset for the chemometric
analyses was constructed using random selec-
tion and stratification (survey select procedure
of SAS 9.1; SAS Institute Inc., Cary, NC, USA).
Stratification was performed to equalize num-
ber of carcasses in all the subclasses which
represent 95% of the population and to have
some representative carcasses in the border-
ing classes which were under represented.
Resulting sample set (n=5893) was randomly
divided into the training (n=2948) and test set
(n=2945) which were used for the develop-
ment and validation of models, respectively.

Construction and validation of
models

Different ANN models were prepared sepa-
rately for conformation and fatness varying the
net size, i.e. the number of neurons in x and y
direction (20x20, 30x30 and 40x40) and num-
ber of epochs (30, 50, 100, 150 and 200),
whereas the other net parameters remained
constant (no toroid boundary conditions, trian-
gular type of neighbourhood correction, mini-
mal and maximal learning rates of 0.01 and
0.5, respectively). Each sample was described
with 14 descriptors (input variables), ie. age
at slaughter, carcass weight and proportions of
breeds (n=12). The target variables (output)
were conformation and fatness class with fif-
teen levels (P-, P, P+, O-, 0, O+, R-, R, R+, U-,
U, U+, E-, E, E+ for conformation; 1-, 1, 1+, 2-
,2,2+,3-,3,3+,4-,4,4+, 5-, 5, 5+ for fatness)
and were represented as a combination of fif-
teen discrete values (ones and zeros) for each
level and sample. After the training, for each
record (carcass), a combination of fifteen real
numbers between 0.0 and 1.0 was obtained
denoting the probability of the carcass to

belong to a class. To convert this information
into a prediction of class the real numbers had
to be transformed back to discrete values
(ones and zeros). When converting real values
into discrete ones we did not focus on the prob-
ability of a certain class, but paid regard to the
sum of probabilities to predict individual class
and its closest neighbour(s). The class with
the highest probability was denoted by value
one (meaning that particular carcass belongs
to the respective class), while other classes
were given value zero (denoting that particular
carcass does not belong to the respective
class). The models were validated on the train
and test samples through the rate of correctly
classified samples. Perfect matching as well as
the tolerance for +1 class between actual and
predicted class was considered as a correct
result.

Results

Distribution of conformation and
fatness

Distribution of carcasses in the selected
population of bulls (n=27,551) according to
conformation and fatness and the expected
normal distribution is shown in Figure 1. In
the case of conformation, the majority of car-
casses were concentrated (98%) in the middle
classes 0, R, U (=20%, ~50% and =~30%,
respectively). It can be noted that, compared to
theoretical normal distribution, the subclasses
R, O-, U- and U were over represented while
subclasses P+, O+, R+, E-, E, E+ were under
represented. In the case of fatness, over 95% of
carcasses were classified in only two classes; 2
and 3. Related to normal distribution, the mid-
dle subclasses, 2 and 3, were over represented,
while 2+ and 3- were under represented. After
applying the stratified random selection, the
distribution of carcasses according to confor-
mation and fatness in training (n=2948) and

Table 1. Predictive ability of artificial neural networks models (% matching) for determining conformation and fatness class in the

training and test set.

Set Net size Conformation Fatness
Number of epochs Number of epochs
30 50 100 200 30 50 100 200
Training 4040 81.5 81.5 84.0 88.6 73.9 770 80.0 83.6
30x30 794 83.4 84.9 85.9 74.0 75.9 78.6 79.0
20x20 779 80.2 80.6 812 72.6 73.1 732 737
Test 40x40 718 73.6 735 .7 64.9 64.2 62.5 61.7
30x30 718 72.6 717 712 63.3 63.2 62.2 62.6
2020 72.2 70.2 72.3 71.1 62.6 63.2 61.9 60.6
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test (n=2945) sets are presented in Figure 2.

Agreement in grading of conforma-
tion and fatness between classifier

and artificial neural networks

Altogether, 12 ANN prediction models were
developed for each, conformation and fatness.
In Table 1, training and validation results
(classification performance) are presented as
the percentage of carcasses for which the pre-
dicted class was consistent with classifiers’
grade (z1 subclass). For conformation the dif-
ferences caused by the net size (number of
neurons in x and y direction) were negligible.
Small variability was also noticed when vary-
ing the number of epochs. In the case of con-
formation, the highest rate of agreement,
obtained with net 40x40 and 50 or 100 epochs,
averaged for all the subclasses of the test set
was 73.5%. However, all the other models also
provided very similar results (>70% of correct-
ly classified test samples). Likewise, in the
case of fatness, varying net size or number of
epochs caused small differences in models’
performance. The highest rate of agreement
between actual (classifier’s) and predicted fat-
ness grade was obtained with 40x40 neurons
and 30 epochs and amounted to 64.9%. Very
similar results were obtained with other mod-
els (>60% of correctly classified test samples).
Overall, presented models exhibited compara-
ble performance and none of them could be
marked as superior. Using information on
bull’s weight, age and breed proportions, ANN
was capable to agree with classifier in assess-
ment of conformation (using allowed toler-
ance=1 class) in about three-quarters of cases.
The success rate was a bit lower for fatness;
two-thirds of carcasses were correctly classi-
fied with ANN which is about 10% lower than
for conformation (evident on the training and
test set). The most important information used
by ANN in all the models comes from carcass
weight. The information on age and breed
improved the result in different models by 5-
10% each.

Substantial differences were observed in
the success of prediction of the individual
class; albeit different models produced rather
similar results (Appendix Figures 1 and 2). For
conformation, the models showed the best
matching between ANN and classifier’s grade
in the case of U subclasses (70 to 88%) and O
subclasses (67 to 88%); matching was lower in
R subclasses (57 to 71%). Equivalence
between classifier and ANN prediction was
lower in the case of the less frequent classes
(e.g. class E) and particularly low for two
extreme classes P- and E+. For fatness, lower
classes with the exception of class 1- had good

matching. For subclass 1- quite good matching
can be observed in some models in the train-
ing, but not in validation which indicates over
fitting of the models. Prediction proved much
more problematic in the upper classes (4 and
5; <29%). The best matching between ANN
and classifier’s grade was observed for sub-
classes of class 3 (61 to 76%) followed by sub-
classes of class 2 (57 to 77%). Rate of agree-
ment (40 to 55%) was limited also for two sub-
classes of class 1 (1+, 1).

Misclassification tables
Misclassification tables for models with the
best overall performance and the lowest differ-
ence between training and test results (for
conformation 40x40 neurons, 50 epochs and
for fatness 40x40 neurons, 30 epochs) are pre-
sented in Figures 3 and 4. Misclassification
tables were obtained by comparing the actual
and predicted classes of the validation data set.
Carcasses, for which the predicted class was in

Frequency
30% -
25% A Mean =8.05
Median=8.00
Mode =8.00
20% 1 SD =2.30
15% 1
10% 1
5% <
0% b T T T T T T T T T T T T
1 2 3 4 5 6 8 9 10 11 12 13 14 15
P- P P+ O- O O+ R- R R+ U- U U+ E- E E+
Caonfarmation
Frequency
30% -
25% 1
20% Mean =6.28
Median=6.00
Made =5.00
15% 1 SD =1.69
10% -
5% -
U% b T T T T T T T T T T T 1

3.
Fatness

8 9 10 11 12 13 14 15
3 3+ 4 4 4+ 5 5 b+

Figure 1. Distribution of beef carcasses according to conformation and fatness in the
seitted population. P=poor; O=fair; R=good; U=very good; E=excellent; 1=low;

2=slight; 3=average; 4=high; 5=very high.
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Figure 2. Distribution of conformation and fatness in bulls in the training and test sets. P=poor; O=fair; R=good; U=very good; E=excel-
lent; 1=lows; 2=slight; 3=average; 4=high; 5=very high.

Predicted class Correctness, %

| P + R- | R ‘ R+ | U- | U | U+| E- | E | E+ | #1class |*2 classes
P- 6|2 1 0.0 66.7
T 2 52|18 22 1 56.3 76.0
P+ 2 [3f |37 2 2 1 1 71.0 96.3
0- 1 51108 144 32| 5 4 4 2 86.2 95.7
? 15|43 124 71|19 8 5| 2 2 1 818 93.5
0+ 2|2 79 M0 32 27T 1|2 N 70.7 89.8
§ R- 6 37 92|47 63 35|14 20 3| 1 635 86.2
;; T 2 8 32|29 82 54|20 50 5|1 56.5 774
2 R+ 6 M |16 61 TO|S55 60 2|1 66.0 929
U- 2 5|7 30 40|72 159 6| 3 836 94.8
T 1 5 15 25|30 g 31| 4 831 929
U+ 1 5 2 7|17 174 21 877 94.2
E- 1 1 1 22 6 |8 359 923
? 6 1| 6 261 739
E+ 2 1 0.0 333
Overall correctness (%): 736 904

Figure 3. Misclassification table for conformation with the number of correct (dark and light grey) and false (white) predictions in the

test set (n=2945) for the selected model (40x40 neurons, 50 epochs). P=poor; O=fair; R=goo,

; U=very good; E=excellent.
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agreement with classifier’s grade, are present-
ed as the diagonal elements marked in gray,
over classified (false positive) carcasses are
situated in the upper triangle and under clas-
sified (false negative) carcasses in the lower
triangle. Considering +1 subclass as the cor-
rect prediction the rate of agreement was
73.6% for conformation and 64.9% for fatness.
Misclassification tables showed no bias mean-
ing that the same proportion of samples was
over- and under-scored. In respect to under-
and over-scoring, there was no difference
between conformation and fatness; 21 to 24%,
9to 10%, 3 to 7% and 1 to 3% of samples were
over and under scored for 1, 2, 3 and >3 fat-
ness subclasses, respectively.

Discussion

In the present study the agreement of grad-
ing results by approved classifier and ANN (tol-
erance of 1 subclass, which is acceptable dif-
ference in on-spot checks) was 73.6% for con-
formation and 64.9% for fatness (Table 1;
Appendix Figures 1 and 2). For the compari-
son, similar results were reported in the
review for various VIA systems by Craigie et al.
(2012). However, in case of VIA systems the

success rate for exact predictions was higher
than in the present study. To evaluate the qual-
ity of developed models it would be good to
compare the results to the repeatability and
reproducibility. However, such data for classi-
fiers working in real abattoir conditions is
lacking. For bovine classification system, to
our knowledge only Borggaard et al. (1996)
reported repeatability and reproducibility
which were 0.51 and 0.80 for conformation and
0.73 and 1.15 for fatness, respectively. It is
worth noting that in their study matching
between classifier and reference (inspector)
was lower than between BCC-2 and reference
(0.57 and 0.97 for conformation and fatness,
respectively). Accuracy of beef carcass classifi-
cation was also studied by Diez et a/. (2003 and
2006) who demonstrated also an effect of car-
cass weight (standard, light) on classifiers’
performance. In the present analysis, the pre-
diction ability of ANN (agreement with the
classifier’s grade) was related to the incidence
of carcasses belonging to the class. Low predic-
tion ability of ANN models was in particular
evident for classes with low incidence, which
rarely occur. The classes with low number of
carcasses (<100) had very poor success of pre-
diction and the classes with less than 10 sam-
ples were practically not identifiable (0 to 10%
success rate in E+ class; Appendix Figure 1). It

can be speculated that the classifier is not
familiar with exceptionally well conformed car-
casses because they are very rare (E-, E and E+
together present =0.5% of population used). In
addition, low number of carcasses in class E
could affect training performance of ANN. On
the other hand, the classifier seems more
familiar with poorly conformed carcasses
despite the fact that are also less typical for
bulls. Class P is usual in the case of cows,
which explains better predictions (in particu-
lar P+ and P). Modest results in the case of
well represented middle subclasses (R-, R, R+)
could be a consequence of the preferential
decision for middle class when in doubt. This
is further substantiated by the fact that this
class is overrepresented in the population
when related to normal distribution (Figure 1).
In addition, the number of classes may be too
big. As reviewed by Craigie et al. (2012) a scale
1 to 5 is too narrow, a scale greater than 10 is
too wide. In view of these shortcomings it is
not likely that the classifier is able to use the
scale properly. It also seems ineffective to split
classes that occur rarely (e.g. E and P) into
subclasses, since the classifiers are unfamiliar
with them. A division into subclasses seems
reasonable only in the case of well represented
middle classes (U, R, O and 2, 3, 4, respectively
for conformation and fatness). Moreover, two

Predicted class Correctness, %
1-] 1 |1+ 2-| 2|2+ 3-|3‘3+ 4-|4|4+ 5-|5]5+ +1 class [+2 classes
1- 6 2 1 0.0 66.7
1 97|14 54 13|10 1 513 58.7
1+ 211 9 13 16|15 2 395 56.6
2- 46| 15 171 78| 52 27 4 593 78.8
2 30|13 187 93|70 59 N 63.3 84.9
2+ 913 13 90|15 79 12| 1 76.6 95.1
§ 3 312 82 76(19 134 16| 1 76.0 98.6
% 3 1 0 62 63127 167 33| 1 72.0 86.1
2|3 1 19 25|59 195 47 69.9 87.0
4- 1 6 5 6 48 16| 2 214 78.6
4 1 1 5 23 6 1 27 18.9
4+ 1 7 1 0.0 0.0
5 103 0.0 00
5 2 00 0.0
5+ 2 1 0.0 00
Overall correctness: 64.9% 84.1%

Figure 4. Misclassification table for fatness with the number of correct (dark and light grey) and false (white) predictions in the test set
(n=2945) for the selected model (40x40 neurons, 30 epochs). 1=low; 2=slight; 3=average; 4=high; 5=very high.
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subclasses (inferior and superior) would most
likely be sufficient. A system with lower num-
ber of classes would also be more suitable with
respect to the human ability for discrimina-
tion. In general, about 10% lower accuracy of
prediction was observed for fatness than for
conformation. Here as well, higher incidence
of class was associated with better prediction
Le. the best agreement between classifier and
ANN was obtained for classes 2 and 3, which
represent 95% of the population. It is worth
noting that high fat cover classes (4, 5) which
represent around 1%, were very problematic.
In agreement with our results, lower predic-
tion accuracy for fatness (12 to 21%) was also
reported in calibration trials for various VIA
systems (Allen and Finnerty, 2001). Higher
correspondence between ANN and classifier
for conformation, observed in the present
study, could be explained by the fact that breed
proportion and carcass weight are good
descriptors of conformation. On the other
hand, factors related to feeding which affect
the fatness, were not included as descriptors
in our study. To our opinion lower standard
deviation for fatness than conformation (1.7 vs
2.3, respectively; Figure 1) could also be a rea-
son for less accurate prediction of fatness.
Opposite to our justification, Allen and
Finnerty (2001) assumed that inferior predic-
tion of fatness than conformation was due to
its higher variability (3.4 vs 1.9, respectively).
To understand these differences it should be
taken into account that calibration trials
reported by Allen and Finnerty (2001) include
different categories of cattle, whereas only
bulls were included in ours. Uneven skin
removal could also explain inferior prediction
of fatness in the case of automatic VIA grading
system. Respecting the rules prescribed in EU
legislation regarding the authorisation of
automatic grading our models would not meet
the criteria (data not shown). It should be
noted that it was neither our original aim nor
it would be appropriate. Namely, the authorisa-
tion (European Commission, 2008) involves a
certification test consisting of a panel of at
least five licensed experts with their median
taken as the reference value. It concerns all
categories of cattle that are representative of
the population. Matching between panel and
machine is evaluated through the system of
points where incorrect classifications are
penalized. In respect of the authorisation cur-
rent study bears the shortcomings; actual data
from the slaughter line are used as the refer-
ence value, i.e. only one classifier, only one cat-
egory of cattle (bulls) is involved, data set risks
a number of errors resulting from on-line
work, operator bias, typing mistakes, potential
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outliers, efc., which we could not identify and
remove. As a result, such erroneous data were
trained as correct ones in development of ANN
models, which have the ability to learn and
adapt (key characteristic of ANN often men-
tioned in the literature). In view of the men-
tioned limitations, the present study is only a
preliminary study aiming to demonstrate the
potential of ANN for practical use.

Conclusions

Overall predictive ability of ANN for carcass
classification of bulls using data on carcass
weight, age and breed proportions was better
for conformation than fatness (73.6 vs 64.9%
matching with approved classifier, respective-
ly). Success rate of prediction varied between
classes and was related to the incidence of car-
casses in the class. The study shows that ANN
has the potential for the prediction of grading
result at slaughter; however further tests are
needed in view of its potential as a standalone
grading method.
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APPENDIX
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Appendix Figure 1. Results of predicting conformation class in the training and test samples expressed as a percentage of correctly clas-

sified samples. P=poor; O=fair; R=good; U=very good; E=excellent.
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Appendix Figure 2. Distribution of conformation and fatness in bulls in the training and test sets. P=poor; O=fair; R=good; U=very

good; E=excellent; 1=low; 2=slight; 3=average; 4=high; 5=very high.
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