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ABSTRACT Mobile robots have been making a significant contribution to the advancement of many sectors
including automation of mining, space, surveillance, military, health, agriculture and many more. Safe and
efficient navigation is a fundamental requirement of mobile robots, thus, the demand for advanced algo-
rithms rapidly increased. Mobile robot navigation encompasses the following four requirements: perception,
localization, path-planning and motion control. Among those, path-planning is a vital part of a fast, secure
operation. During the last couple of decades, many path-planning algorithms were developed. Despite
most of the mobile robot applications being in dynamic environments, the number of algorithms capable
of navigating robots in dynamic environments is limited. This paper presents a qualitative comparative
study of the up-to-date mobile robot path-planning methods capable of navigating robots in dynamic
environments. The paper discusses both classical and heuristic methods including artificial potential field,
genetic algorithm, fuzzy logic, neural networks, artificial bee colony, particle swarm optimization, bacterial
foraging optimization, ant-colony and Agoraphilic algorithm. The general advantages and disadvantages of
each method are discussed. Furthermore, the commonly used state-of-the-art methods are critically analyzed
based on six performance criteria: algorithm’s ability to navigate in dynamically cluttered areas, moving goal
hunting ability, object tracking ability, object path prediction ability, incorporating the obstacle velocity in the
decision, validation by simulation and experimentation. This investigation benefits researchers in choosing
suitable path-planning methods for different applications as well as identifying gaps in this field.

INDEX TERMS Dynamic environment, mobile robot, navigation, obstacle avoidance, path-planning.

I. INTRODUCTION
Mobile robots play an important role in many sectors such
as mining [1], surveillance [2], space [3], military [4] and
agriculture [5] in the contemporary world. They are used in
many applications to improve the efficiency of the processes,
increase the accuracy, and to reduce the risk for humans.
Most of the time, mobile robots’ environment is unknown and
dynamic. Therefore, mobile robot navigation is a complicated
task. This has sparked the interest of many researchers in
developing methodologies to address the mobile robot nav-
igation problem. The primary task in navigation is either to
reach a predetermined goal or to follow a predetermined path
without any collisions.

Autonomous navigation is subdivided into four main sub-
tasks [6] (see Fig. 1):

1) The sensory system captures the robot’s surrounding
environment (Perception).

2) Identification of robot’s location in the environment (lo-
calisation).

3) The robot decides how to manoeuvre to reach the goal
without collision (path-planning).

4) The robot’s motions are controlled to follow the desired
path (motion control).

Among the above four tasks, path-planning is one of the
most important areas that are the focus of this research.
This paper discusses the different up-to-date types of robot
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FIGURE 1. Basic steps needed for mobile robot navigation.

FIGURE 2. Basic path-planning methods.

path-planning methods used for navigating mobile robots in
dynamic environments.

In general, the path-planning methodologies are classified
into two main groups: classical approaches and heuristic
approaches. In the literature, the roadmap approach, cell de-
composition, mathematical programming and the Artificial
Potential Field (APF) method can be identified as frequently
used classical path-planning methods (see Fig. 2).

However, most of the classical methods, except the APF
method, failed to handle the high uncertainties in dynamic
environments. Therefore, the APF method is the only classical

method that became famous among researchers developing
navigation algorithms suitable for dynamic environments [7].

Conversely, heuristic methods such as genetic algorithm
(GA), Fuzzy Logic (FL), Artificial Neural Networks (ANNs),
Artificial Bee Colony (ABC), Particle Swarm Optimisation
(PSO), Bacterial Foraging Optimisation (BFO), Ant Colony
Optimisation (ACO) and Agoraphilic Algorithm (AA) are be-
coming famous among the researchers in the field (see Fig. 2).

There have been many surveys in the field of mobile robot
navigation [8]–[12]. However, they were mostly limited to the
static environments or are insufficient with an in-depth analy-
sis of current algorithms that are capable of navigating robots,
specifically, in dynamic environments. The review study con-
ducted by Patel et al. [13] was focussed mainly on static
environment. Also, the reviews presented in [10] and [11] are
limited to the reinforcement learning-based navigation algo-
rithms. Pandey et al. [12] have discussed algorithms capable
of navigating robots in dynamic environments. However, it
has not provided any comparative or qualitative analysis of
algorithms.

This study was conducted to analyse the major aspects
of the mobile robot navigation methods in dynamic envi-
ronments with classifications of the diverse approaches that
characterizes recent trends with their advantages and disad-
vantages. Furthermore, in this study, we introduced a set of
key performance criteria that should be included to indicate
the level of success of an Algorithm’s capability of navigating
an autonomous agent in an unknown dynamic environment.
The algorithms discussed in this paper are analysed and com-
pared based on those criteria.

The remainder of the paper is arranged in the follow-
ing order: Section II discusses popular navigation techniques
capable of navigating robots in dynamic environments. Sec-
tion III presents an in-depth comparative analysis and discus-
sion of the current state-of-the art techniques. The final section
presents the conclusions and remarks of the study.

II. POPULAR NAVIGATION TECHNIQUES CAPABLE OF
NAVIGATING ROBOTS IN DYNAMIC ENVIRONMENTS
A. ARTIFICIAL POTENTIAL FIELD
In the APF model, the robot is considered a point mass while
the goal and obstacles are modelled as force fields. The goal
creates an attractive force, and the obstacles create repulsive
forces on the robot. Those forces push and pull the robot to-
wards the goal while avoiding obstacles. The direction and the
magnitude of the resultant force vector denote the direction of
the robot’s velocity vector and magnitude, respectively. The
original research focused only on static obstacles.

However, the concept was also extended to dynamic envi-
ronments. In a dynamic environment, the algorithm assumes
that there is only one obstacle close to the robot. The possi-
bility of colliding with the obstacle is calculated by a function
of the distance between the robot and the obstacle and the
relative velocity of the obstacle with respect to the robot [14].
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FIGURE 3. Main steps of an improved APF-based algorithm [14].

FIGURE 4. Experimental test results from an improved APF-based
algorithm [14].

When the distance between the robot and the obstacle in-
creases and the relative velocity decreases, the avoidability
measure increases. Nak et al. [14] used a virtual distance
function as the avoidability measure, which emphasises the
distance metric over the speed. The algorithm can make the
robot avoid obstacles that are closer or further away by tun-
ing this function. A potential force is generated accordingly
to match with the original potential field method. Numerous
studies have used this concept to navigate robots in dynamic
environments. Further, some studies have used this concept
when the goal is moving.

A path-planning algorithm that is capable of navigating
robots in static and dynamic environments is introduced
in [15]. This algorithm uses a potential field-based method
for path-planning. The main steps of that algorithm are shown
in Fig. 3. Also, that algorithm is experimentally tested using a
research robot platform (see Fig. 4).

A modified APF-based navigation method (APF-elaborated
resistance approach) was proposed in [16]. In this method,
different potential functions are assigned to different obsta-
cles and road boundaries. The drivable area is meshed, and

resistance values are added based on the corresponding po-
tential functions. The collision-free paths are found using a
local current comparison method. In this method, the motion
planning process is divided into virtual and actual spaces.

1) VIRTUAL SPACE
In the virtual space, the robot’s trajectory is predicted and
executed step by step over a short horizon with the robot’s
current speed. The predicted trajectory is analysed, and the
robot’s speed is decided. Based on the analysis, the robot may
change the speed. Then the decided speed is sent to the actual
space.

2) ACTUAL SPACE
In actual space, a ‘CarSim’ model is used to track the planned
path. This model has been developed based on the predictive
controller model, and it was reported [16] that this model has
been experimentally validated.

Another improved APF-based path-planning methodology
for autonomous vehicle navigation was proposed by Wang
et al. [17]. A safety model was also used in the proposed
methodology. The safety model was developed based on an
analysis of human drivers’ path-planning behaviours. As re-
ported in [17], this safety model is used to improve the
repulsive forces generated by the obstacles. Those improved
repulsive forces are eventually used in the potential field func-
tion. Further, a collision-free path is generated based on the
improved APF. The presented simulation and experimental
results in [17] show the ability to navigate vehicles in real time
using the proposed method. Further, it was reported in [17]
that the approach optimises the generated path according to
driver habits, which is helpful in improving the riding comfort
of autonomous vehicles.

B. GENETIC ALGORITHM
GA is an optimisation methodology that is commonly used
to generate solutions for combined optimisation and search
problems. This method follows the basic principles of genetic
and natural selection. Applications of GA were mainly fo-
cused on the field of computer science. However, GA-based
methods are also used in the field of mobile robot naviga-
tion. The GA starts without any knowledge of the correct
solution and depends completely on the responses of the en-
vironment and the evolutionary operators to arrive at the best
solution [18] (see Fig. 5).

Patle et al. [19] discussed a modified GA for mobile robot
navigation in static and dynamic environments [19]. The pro-
posed method of the Matrix-Binary Codes based Genetic
Algorithm (MGA) is also identified as an optimisation tool for
searching the best-fit path for mobile robot navigation. This
method transforms any unknown robot’s surrounding into an
array. Subsequently, the algorithm develops a path between
the robot and the goal.

In the MGA, a matrix trace-based controller is used to
arrange the operation throughout the navigation process. The
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FIGURE 5. Process flowchart of a basic genetic algorithm.

FIGURE 6. Main steps of MGA.

GA is used to search for the goal by avoiding the obsta-
cles. The used searching mechanism is a nonlinear iterative
method. The algorithm takes three sensory inputs: i) distance
to the left obstacle, ii) distance to the right obstacle and, iii)
distance to the front obstacle. Based on the input data the
algorithm creates the heading angle as its output. The main
steps of the MGA are shown in Fig. 6.

FIGURE 7. The structure of a proposed FL controller [22].

Also, a different path-planning algorithm using a knowl
edge-based GA, for navigating mobile robots in dynamic en-
vironments was proposed in [20]. In this method, a problem-
specific GA was used instead of a standard one. Further, in
this algorithm, domain knowledge is attached to specialised
operators. This allows the proposed method to handle multiple
robots in dynamic environments. When the robot’s environ-
ment is relatively simple, or the environment does not change
rapidly, the algorithm evolves a near-optimal path. Further, the
authors reported that a feasible path could be obtained in a
dynamic environment.

C. FUZZY LOGIC
FLCs are either a rule- or knowledge-based system. Those
systems comprise a set of fuzzy rules. These fuzzy rules
are generated based on the domain knowledge or human
experts. The simplicity of rule-based systems, the low com-
putational cost, and the capability to perform a wide variety
of tasks make FL-based methods quite popular among re-
searchers [21]. FL is a very versatile AI-based technique for
mobile robot navigation, with the ability to represent the fuzzy
rules using linguistic terms. Further, FL systems are identified
as reliable decision-making systems under high uncertainty
and with incomplete information.

Pandey et al. [22] proposed a FL-based system to navigate
robots in unknown dynamic environments. In this system
a singleton type-1 FL controller and a Fuzzy-Wind Driven
Optimization (WDO) algorithm were used. The Fuzzy-WDO
algorithm was used to optimise the input and output mem-
bership functions of the FL controller. The motion behaviour
of tiny air parcels over an N-dimensional search domain was
used in the fundamental concept for WDO. The Type-1 FL
controller plays the main role of avoiding collisions and nav-
igating the robot in static and dynamic environments. The
controller takes sensory data as its input and generates two
output signals to control the left and right motors of the robot.
The three sensory data inputs are distance to the i) front
obstacle, ii) left obstacle and iii) right obstacle. The inputs
are logically connected to the outputs through eight fuzzy
rules,(see Fig. 7).

Also, in [23] a wireless FL control system was proposed to
navigate wheeled robot in a warehouse environment. In this
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FIGURE 8. Hunting a moving goal by the ANN-based algorithm proposed
by Simon et.al. [24].

approach two fuzzy logic controllers were used to navigate
the robot from the start point to the goal.

D. ARTIFICIAL NEURAL NETWORKS
The ANN techniques were initially used for computer
science-based work such as image processing and pattern
recognition. ANNs are inspired by the mechanism of the
human brain. ANNs are complicated networks of artificial
neurons, commonly known as nodes. These networks are ca-
pable of solving AI based problems. ANNs can handle high
levels of uncertainties that exist in dynamic environments.
There have been number of attempts of developing ANN-
based navigation algorithms capable of navigating robots in
dynamic environments.

Simon et al. [24] proposed an ANN-based, real-time
path-planning method to navigate robots in dynamic
environments [24]. The authors reported that the algorithm
does not use an explicit optimization of a global cost function
in static environments. Furthermore, the presented test results
in [24] show the algorithm’s capability of navigating robots
in dynamic environments with a moving goal, Fig. 8.

The ANN-based algorithm proposed by Engedy et al.
in [25] is also capable of navigating robots in dynamic envi-
ronments. This uses ANNs to control the motion of a car type
robot on 2D environment. The method uses an extended Back
Propagation Through Time (BPTT) algorithm to train the
ANN. This training process is identified as an online training
method. The training algorithm uses a potential field-based
obstacle avoidance method to train the ANN. The trained
ANNs are also capable of predicting the paths of moving

FIGURE 9. BPTT system used for training in an iteration [25].

obstacles. This prediction system has improved the perfor-
mance of the algorithm. The proposed BPTT training system
is described in Fig. 9.

E. ARTIFICIAL BEE COLONY
The ABC algorithm was introduced by Dervis Karaboge in
2005. This is a swarm-based search algorithm that adapts
the foraging behaviour of honeybees. There are three main
elements involved in Bees’ cooperative aptitude collection.
They are,

1) A food sources.
2) Worker bees.
3) Non-worker bees.
In the ABC algorithm, artificial bees are working in one

half of the colony. The other half of the colony consists of
onlookers. In the ABC algorithm, there is an employed bee
for each food source. The employed bee whose food source
is exhausted by the employed and onlooker bees become
scouts. A possible solution of the optimization problem is
optimized by the position of a food source [26], [27]. The
fitness of the associated solution is represented by the viability
of a food source. The ABC algorithm’s flowchart is shown in
Fig. 10.

Faridi et al. [28] developed a navigation algorithm based on
the ABC technique. This algorithm is capable of solving the
multi-agent, multi-target navigation problem in an unknown
dynamic environment. Liang et al. [29] also developed an
online multiple mobile robots navigation system based on the
ABC method.

F. PARTICLE SWARM OPTIMIZATION
PSO is a population-based optimisation technique that adopts
the motion of schooling fish and bird flocks. The PSO
technique was introduced in 1995 by Eberhart et al. [30].
It has some similarities to other evolutionary computation
techniques. The process starts with a population of random
solutions and seeks the optimal solution. In PSO, potential
solutions are known as particles. In the process, a set of
current optimum particles is identified. The other partials
follow the current optimal partials. PSO’s high efficiency in
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FIGURE 10. Flowchart of original ABC algorithm.

terms of speed and memory requirements inspired most of the
researchers to adapt this technique to use for mobile robot
navigation in dynamic environments. The decision-making
process of the algorithm is shown in Fig. 11.

Wang et al. [31] proposed a path-planning algorithm based
on PSO for a soccer robot. This algorithm takes the shape of
the robot and obstacles into account when generating the path
planner. In this method a fitness function is defined with a
simple coding scheme.

In this approach, the robot moves in 2D restricted
workspace. When considering a particular robot all other
robots are considered as moving obstacles. A safety boundary
is applied to each of the obstacles to make ensure the planned
path is safe. With the safety boundary, the robot can be as-
sumed to be a particle in the problem space. The path from the
current location of the robot (S) to the goal (G) is generated
via -points defied as (P1, P2, ..., Pm). The robot’s shortest and
safe path to the goal is defined as P= (S, p j ,...,pm, G) where,
Pj is a non-obstacle point and there is no obstacle between Pj

and Pj+1 and its neighbours.

FIGURE 11. Steps of original PSO.

This path-planning algorithm (finding Pj locations and cor-
responding velocities) can be described in five main steps.

S1: The robot’s and goal’s coordinates are calculated ac-
cording to a transform formulation in a 2D coordinate
system.

S2: Based on the constrains of position and velocity particle
Xi is initialized.

S3: Based on the comprehensive fitness function the fitness
values of particles are generated.

S4: Local optimal position (P) and goal optimal position
(Pg) is found.

S5: Velocity and position of the particle are updated accord-
ingly.

S6: Go back to S3 and iterate until the stop criteria is
achieved.

Rath et al. [32] also proposed a path-planning algorithm
for mobile robots in unknown dynamic environments using
the PSO technique. Similar to most other navigation algo-
rithms, this one also tries to find the shortest path to the target
while avoiding obstacles. An objective function is used in
this approach in developing the path-planning algorithm. The
objective function is optimised to determine the best global
particle among the swarm. This allows the robot to move
towards the global best position. The robot keeps moving
towards the goal via these intermediate positions.

G. BACTERIAL FORAGING OPTIMIZATION
The BFO algorithm was introduced by Passino in 2002 [8].
This optimisation algorithm adapts the behaviour of Es-
cherichia coli bacteria. E. coli is a cell body with eight to
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10 rotating flagella attached to the body randomly. E. coli
bacteria move in their surrounding environment by perform-
ing two main actions: ‘run’ and ‘tumble’. The bacteria run
or tumble by rotating their flagella in an anticlockwise or
clockwise direction. In addition to motion, E. coli bacteria
propagate to renew their colony and eliminate the weaker or
older individuals. There are three main parts of the behaviour
of the bacteria.

1) Chemotaxis: Bacteria use flagellation to move.
2) Reproduction: Reproduction is a way of renewing the

colony, as well as removing the inefficient individuals.
The efficient individuals are used for reproduction. Re-
production is also an optimisation behaviour of BFO.

3) Elimination and dispersal: One major variation in the
environment is the reduction of food concentration. At
certain reproduction rounds in the bacterial lifecycle,
the diffusion processes take place [33].

Hossain et al. [9] developed an algorithm based on the BFO
technique. This algorithm is also capable of navigating robots
in dynamic environments. The algorithm uses randomly dis-
tributed particles around the robot to find the path towards the
goal while avoiding obstacles. It was reported that the best
particles are selected based on two factors:

1) distance to the goal.
2) the particle’s gaussian cost function.
Then, a high-level decision strategy is used for the selection

and consequently proceeds for the result. It was reported that
this method does not generate a map for navigation. It only
uses a robot sensory system to capture the robots surrounding.
It was reported that this method can be implemented without
a requirement for tuning algorithm and complex calculations.
The model flowchart of this algorithm is shown in Fig. 12

H. ANT COLONY OPTIMIZATION
ACO is used to solve the combinatorial optimisation problem.
The population-based ACO algorithm adopts the behaviour
of ants. Ants are skilled to discover the shortest path to their
food source from their nest [13]. The ACO algorithm finds
the solutions to the Travelling Salesman Problem (TSP) using
agents called ants. Ants use a special pheromone, which they
deposit on the edge of the TSP graph to communicate with
others [34]. This optimisation algorithm is also used as the
base algorithm to develop navigation algorithms capable of
navigating robots in dynamic environments.

Zheng et al. [35] proposed a path-planning algorithm capa-
ble of navigating robots under dynamic environments based
on ACO. The proposed method has three main steps.

Step 1: Develop a free-space model for the mobile robot using
the ‘MAKLINK’ graph theory.

Step 2: Using Dijkstra’s algorithm, a sub-optimal path with no
collisions is found.

Step 3: Generate the globally optimal path by optimising the
locations of sub-optimal paths using the ACO algorithm.

FIGURE 12. Flowchart of a BFO-based algorithm.

Another navigation algorithm using ACO and capable of
navigating mobile robots under dynamic environments is dis-
cussed in [36]. In this work, the standard ACO algorithm was
modified by introducing age to ants (agents). This improved
method is called aging-based ACO. This modified ACO is
combined with grid-based modelling to develop the path-
planning algorithm. The process of the proposed algorithm is
shown in Fig. 13.

I. AGORAPHILIC ALGORITHM
AA introduces the new free-space attraction concept. This al-
gorithm does not look for obstacles to avoid but rather look for
free space to follow, because of this nature Agoraphilic algo-
rithm is considered as an optimistic navigation algorithm [37].
In this algorithm four main module can be identified.
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FIGURE 13. Flowchart of an ACO-based algorithm.

1) Free-Space Histogram (FSH) generation module: This
module converts the robots surrounding environment
into a histogram based on the distance to neighboring
objects.

2) Free-Space Force (FSF) generation module: Based on
the generated free-space histogram this module crates a
corresponding force vector (sector force) to each sector
of the histogram. This force vector is directly related
to the amount of free-space in that section. A group of
sector forces are call as the corresponding free-space
forces for a particular iteration.

3) Force shaping module: In navigation problem robot
needs to be navigated to the goal in a safe root. The task
of the force shaping module is to forces the free-space
forces towards the goal. This process is conducted by a
weighting system.

4) Driving force generation module: This module gener-
ates the robots driving force based on the shaped forces.
This driving force pulls the robot towards the goal

through free-space. In each iteration a new driving force
is generated.

The Agoraphilic algorithm was initially designed only
for static environments. However, the free-space attraction
concept (Agoraphilic) is used to develop new navigation algo-
rithms capable of navigating robots in dynamic environments.

Navigation algorithms capable of navigating robots in dy-
namic environments are proposed in [38]–[40]. The algorithm
presented in [40] uses modified free-space attraction concept.
As shown in Fig. 14, this algorithm consists of seven main
modules: object tracking module, prediction module, FSH
generation module, FSF generation module, force shaping
module, instantaneous driving force component generation
module and instantaneous driving force component weighing
module. As shown in Fig. 14 these modules are repeatedly
used to generate the robot’s driving force based on the robot’s
current environment (Current Global Map (CGM)) and the
predicted future environments also known as Future Global
Maps (FGM).

III. DISCUSSION
Based on the methodologies presented in this study, it was
apparent that navigation algorithms can be classified as classi-
cal and heuristic approaches. There are a number of classical
methods such as APF, cell decomposition, the roadmap ap-
proach and mathematical programming. Those methods were
popular in the early days in developing navigation algorithms.
The classical methods are simple, have a low computational
cost and are easy to implement. Therefore, they were chosen
for many real-time path-planning applications. Also, classical
methods have obtained good results, especially in static en-
vironments. However, most of these methods couldn’t handle
the high uncertainties in dynamic environments (see Fig. 15).

Conversely, heuristic methods are considered more intel-
ligent and effective compared to classical methods as they
can adapt to the uncertainty of constantly changing envi-
ronments. Consequently, heuristic-based methods are used in
most navigation algorithms for robots in dynamic environ-
ments. However, most of the heuristic approaches need a
learning phase with high computational cost (see Table 1)

Table 2 provides a detailed analysis of the algorithms used
to date for navigating robots in dynamic environments. The
analysis was based on some key parameters, such as the basic
concept used, the ability to navigate through multiple moving
objects, the ability to track a moving goal and the ability to
track and estimate the states of moving objects. The analysis
also considered the algorithms that considered the velocities
of moving objects in decision-making and the ability of the
algorithm to predict the future environments of the robot and
included validation of the algorithm via simulation and exper-
iments. This analysis showed the number of classical methods
suitable for dynamic environments is extremely low compared
to the heuristic methods that are suitable (see Fig. 16).

According to this study (study was conducted using 62
papers with 75% papers in last ten years), among the pop-
ular algorithms in the field of navigation, APF is the only
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TABLE 1. General Advantages and Disadvantages of Base Algorithms

TABLE 2. Comparison of Published Algorithms Based on Identified Key Parameters
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FIGURE 14. Schematic diagram of Robot’s driving force generation of the Agoraphilic Algorithm [40].

classical method used for developing navigation algorithms
for dynamic environments. Among the considered algorithms,
19% use FL, 7% use GA and 15% use the APF algorithm
as the base algorithm (see Fig. 15). It was also found that
there has also been a considerable number (12%) of successful
navigation algorithms developed using other methods such as
Gaussian Process Motion Control, improved Lyapunov Guid-
ance Vector Field, A* Algorithm and D* Algorithm.

It is important to take the velocity of the moving objects
into account in the decision-making for navigation in dynamic
environments [41]. However, there are only a few algorithms
that incorporate the velocity information for decision-making
(see Fig. 17). This is a major drawback of most of the al-
gorithms. Most of the existing sensory systems do not give
velocity information; they only give distance information.
This is one of the main reasons for not incorporating velocity
information in navigation. Some algorithms have estimated

the velocities by simply finding the rate of change of displace-
ment based only on distance information. In some studies, it
has been argued that noisy sensory information can give inac-
curate velocity estimations. A feasible solution for this issue
would be fusing a low computational cost tracking system
to estimate the velocities of moving objects with the basic
navigation algorithms.

Only a few algorithms use a prediction system in unknown
dynamic environments, Table 2. A short-term prediction sys-
tem could improve the efficiency of navigation algorithms.
Further, a prediction system can help the robot navigate in
critical conditions with multiple MOs challenging the robot
at the same time [39]. However, there are few algorithms that
can perform the navigation task successfully when there is a
moving goal (see Fig. 18).

Almost all the algorithms have been verified using simula-
tion tests (see Fig. 19). However, only 37% of the navigation
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FIGURE 15. Number of published papers per base methodology as a
percentage (study was conducted using a sample of 62 papers with 70%
papers in last ten years).

FIGURE 16. Statistics of classical and heuristic approaches used in
dynamic environments based on published papers (study was conducted
using a sample of 62 papers with 70% papers in last ten years).

FIGURE 17. Navigation techniques based on velocity adaptation and
moving object prediction.

algorithms surveyed have been validated via real experiments
(see Fig. 20). Moreover, very few algorithms have been tested
for their behaviour when multiple moving objects challenge
the robot at the same time and for their decision-making when
the robot is heading to a trap.

FIGURE 18. Percentage of state-of-the-art algorithms of each base
methodology that are capable of hutting a moving goal in a dynamic
environment.

FIGURE 19. Methods used for validation (simulations and experiments) of
state-of-the-art algorithms of each base methodology as a percentage.

FIGURE 20. Methods used for validation of state-of-the-art algorithms in
general.

IV. CONCLUSION
This paper presented a comprehensive summary of the up-to-
date methodologies attempted for mobile robot navigation in
dynamic environments. The discussed methods were divided
into two main groups i) classical methods and ii) heuristic
methods. Path-planning approaches such as Artificial Poten-
tial Field (APF), Genetic Algorithm (GA), Fuzzy Logic (FL),
Artificial Neural Networks (ANN), Artificial Bee Colony
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(ABC), Particle Swarm Optimization (PSO), Bacterial For-
aging Optimization (BFO), Ant Colony Optimization (ACO)
and Agoraphilic Algorithm (AA) are considered for this study.
This paper also provides the pros and cons of each of these
methods. Furthermore, this study discussed the different path-
planning algorithms developed based on the above- mentioned
methods. A survey was conducted on path-planning algo-
rithms based on identified key features. This investigation
helps to understand the common drawbacks of existing algo-
rithms and the research gaps in the field of interest.

In general, it was noticed that many algorithms do not have
a proper method to adapt to the velocities of moving objects
in the navigation decision making process. Also, the study has
shown there is only a few navigation algorithms which are
capable of navigating robots in dynamic environments with a
moving goal. Almost all of the algorithms used in this study
have been verified by simulation tests. However, only 37% of
the navigation algorithms surveyed have been validated via
real experiments. This study also proves, although there are
a number of algorithms capable of navigating robots in static
environments, there are a lot of research gaps exist in dynamic
environments.
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