
Integrated feature selection and classification
algorithm in the prediction of work-related
accidents in the retail sector: A comparative

study

Inês Sena1,2,3[0000−0003−4995−4799], Laires A. Lima1,2[0000−0002−3094−3582], Felipe
G. Silva1,2[0000−0002−3612−9645], Ana Cristina Braga3[0000−0002−1991−9418] Paulo

Novais3[0000−0002−3549−0754], Florbela P. Fernandes1,2[0000−0001−9542−4460],
Maria F. Pacheco1,2[0000−0001−7915−0391], Clara Vaz1,2[0000−0001−9862−6068], José
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Abstract. Assessing the different factors that contribute to accidents
in the workplace is essential to ensure the safety and well-being of em-
ployees. Given the importance of risk identification in hazard prediction,
this work proposes a comparative study between different feature se-
lection techniques (χ2 test and Forward Feature Selection) combined
with learning algorithms (Support Vector Machine, Random Forest, and
Naive Bayes), both applied to a database of a leading company in the
retail sector, in Portugal. The goal is to conclude which factors of each
database have the most significant impact on the occurrence of accidents.
Initial databases include accident records, ergonomic workplace analysis,
hazard intervention and risk assessment, climate databases, and holiday
records. Each method was evaluated based on its accuracy in the forecast
of the occurrence of the accident. The results showed that the Forward
Feature Selection-Random Forest pair performed better among the as-
sessed combinations, considering the case study database. In addition,
data from accident records and ergonomic workplace analysis have the
largest number of features with the most significant predictive impact
on accident prediction. Future studies will be carried out to evaluate
factors from other databases that may have meaningful information for
predicting accidents.

Keywords: Feature selection · Classification algorithms · Accident pre-
diction.
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1 Introduction

In 2019, according to Eurostat, in the EU, there were 3.1 million non-fatal acci-
dents, with a higher incidence in the manufacturing industry (18.7% of the total
in the EU in 2019), wholesale and retail trade (12.3%), construction (11.8%) and
human health and social assistance activities (11.0%). Spain, France, and Portu-
gal were the EU Member States with the highest number of non-fatal accidents
per 100 000 employed persons [9].

According to the statistics of accidents at work listed in the Pordata database,
in Portugal, the tertiary sector is the primary economic activity sector that
contributes to the high number of accidents in the workplace, being the sector
of “wholesale and retail, repair of motor vehicles and motorcycles” the main
contributor to the number of accidents at work [18].

Occupational accidents and diseases impact operations and costs for compa-
nies, workers, and society, decisively affecting the quality of life and the economy.
Thus, it is evident the loss of productive capacity, in terms of lost working days,
as well as the compensation and pensions to be paid to a large extent by com-
panies. Each non-fatal accident in 2019 in the EU resulted in at least four days
of absence from work, which implies a cost between 2.6% and 3.8% of the Gross
Domestic Product (GDP) [6].

Then, the health and safety issues in the workplace should be a priority in
social and economic policies since security-related concerns are empirically inte-
grated into work performance [1]. The most common indicator of lack of safety in
the workplace is the occurrence of accidents [2]. As such, work-related accidents
have been the subject of several studies over the years, with the development of
theories that try to explain, prevent and reduce them. The most used actions to
combat occupational accidents in other sectors are investigating accidents and
implementing preventive measures, for example, reducing the excessive workload
[5] and providing information and training on Occupational Safety and Health
(OSH) to workers [6], among others.

To study hazards, risks, and accidents at work, the other sectors use descrip-
tive statistic tools or tools based on conventional statistical techniques [16], which
consist of a historical summary based on detailed information collected about
the circumstances of an accident at work. However, there are already different
methods of analysis and identification of hazards and risks that help prevent
workplace accidents, for example, the ergonomic assessment in the workplace
and the hazards identification and risk assessment.

Some studies indicate the ergonomic conditions of a company’s workplace as
influential factors in the quality of work, stress and physical exhaustion of the
employee, and the occurrence of accidents [10, 13, 14]. Ergonomics, therefore,
plays an important role in identifying risks, developing and applying reliable
assessment tools, methodologies, and techniques, and defining preventive recom-
mendations to help reduce exposure risks, improve work organization, and design
workplaces. adequate work [3]. This evaluation is performed by an analyst and
checks the postures and movements adopted by an employee performing his/her
duties, by calculating different methods, from RULA, REBA, among others.
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Bearing this in mind, it is essential to examine the ergonomic conditions in the
retail sector due to the high proportion of manual work in handling heavy goods
and physiologically unfavorable postures that can trigger future musculoskeletal
injuries to employees, which start losses in the sector in terms of money, time
and productivity.

Another method for preventing and reducing accidents is the identification
of hazards and risk assessment, which investigates situations in the existing
activities of an organization that can be harmful to the health and safety of
employees.

Risk assessment is the basis for preventing accidents at work and occupa-
tional health problems, as it aims to implement the required measures (such as
adequate information and training for workers) to improve the health and safety
of workers, as well as, in general, contributing to improving the performance of
companies [8, 22].

However, with the evolution of Artificial Intelligence (AI) techniques, com-
panies must invest in new technologies to improve the safety of employees, and
consequently, their productivity and safety. A predictive analytics solution based
on AI has already been implemented in several areas, such as the construction
industry [19], manufacturing [11], among others, for these purposes, and conse-
quently, in the reduction of injuries in the workplace.

An example of use, is the application of various data-mining techniques to
model accident and incident data obtained from interviews carried out shortly
after the occurrence of an incident and/or accidents to identify the most im-
portant causes for the occurrence of accidents in two companies in the mining
and construction sectors, and consequently, develop forecast models that predict
them [19]. Another example is the development of a model, through the Random
Forest algorithm, to classify and predict the types of work accidents at construc-
tion sites using the importance of characteristics and analyzing the relationship
between these factors and the types of occupational accidents (OA) [11].

Thus, predictive analytics can analyze different data about the causes of OA
and find connecting factors. However, there are few studies aimed at determining
the range of factors that give rise to an accident, their interactions, and their
influence on the type of accident. Hence, it is challenging to design the kind
of well-founded accident prevention policy that is the fundamental objective of
safety systems—security management [16].

Taking into account the factors enumerated above, the main objective of
the present work is to acquire the features that have the most significant im-
pact on the occurrence of accidents, using different and large databases from
a retail company under study. The secondary aim of this research is to com-
pare feature selection methods and classification algorithms for the prediction
of workplace accidents. In order to achieve the listed goals, five pre-processed
databases (accident records, ergonomic workplace analysis, hazard identification
and risk assessment, climate database, and holiday records) will be combined.
Thus, two selection methods – χ2 test and Forward Feature Selection - will be
compared and combined with the three selection algorithms prediction - Support
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Vector Machine, Random Forest, and Naive Bays – in order to get the relevant
features and the selection method-algorithm prediction pair that offer the best
accuracy.

The rest of the paper is organised as follows. The methods used during the
preparation are reported in Section 2. Section 3 presents the database as well
as the pre-processing techniques that were used. The methodology that was
followed to achieve the listed objectives as set out in Section 4. In Section 5, the
results obtained are presented and discussed. Finally, the study is concluded,
and future work is presented in Section 6.

2 Methods

To achieve the specified objectives and find the features that obtain the best
precision in accident prediction, two methods were selected, and three Machine
Learning classification algorithms were established for comparison. The feature
selection methods and the prediction algorithms were used and will be described
below.

2.1 Feature Selection

A common problem in Machine Learning is determining the relevant features to
predict a specific output while maintaining a good model performance. Feature
selection is essential because not all variables are equally informative. Selecting
an appropriate number of features can directly lead to a better fit, a more ef-
ficient and straightforward predictive model, and better knowledge concerning
how they interact, which are fundamental factors in the correct interpretation
of the problem [4]. Although the use of feature selection techniques implies an
additional complexity added to the modeling process, it has the benefits of de-
creasing processing time and predicting associated responses [4]. In the case of
classification problems where the input and output variables are categorical and
numerical, it is advisable to use a suitable statistical test to handle the hetero-
geneity of the data to determine the level of relationship between the variables.
This step also simplifies the database, considering the high number of features
present in the global database. The most significant features in accident predic-
tion were selected by the χ2 test and Forward Feature Selection (FFS). These
methods were chosen because they have different approaches and for comparison
purposes. The output variable adopted was the cause of the accident, divided
into 12 categories:

– Physical aggression.
– Hit by object, equipment, or particles.
– Collision (between two or more vehicles).
– Contact with sharp or sharp material agent.
– Object/Environment contact - hot or cold.
– Contact with hazardous substances (gases, vapors, liquids).
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– Welding (machines, equipment).
– Blow/Shock against equipment/fixed structure.
– Sting (insects/fish).
– Fall at the same level.
– Fall from height.
– Over-effort.

The χ2 test enables to test the independence between input and output
variables, whether numerical or categorical, based on observed and expected
values. The null hypothesis (H0) of the χ

2 test states that the two variables i and
j, in a contingency table, are independent while the alternative hypothesis (H1)
states that these variables are not independent. The χ2 statistic is calculated
according to:

Q =
r∑

i=1

c∑
j=1

(Oij − Eij)
2

Eij
(1)

where Oij is termed as the observed frequency, and Eij is termed as the ex-
pected frequency for each pair of variables i an j classified in r and c categories,
respectively [21]. If H0 is true, Q follows the χ2 distribution with (r − 1)(c− 1)
degrees of freedom; and when two variables i and j are independent, the actual
and expected values are similar, implying a low Q value and indicating that
the hypothesis of independence (H0) between them is not rejected [21]. For the
prediction model, the input variables must be strongly related to the output
variable.

Forward Feature Selection (FFS) is an alternative in selecting relevant fea-
tures, a wrapper method through its implementation of Forward Feature Selec-
tion. FFS corresponds to an iterative method that starts with an empty set. In
each iteration, the feature that improves the accuracy is added until the addi-
tion of a new variable does not improve the performance of the model. In other
words, the method is based on the search and definition of subgroups of features
that achieve the best accuracy, as illustrated in Figure 1.

2.2 Predictive Algorithms

Support Vector Machine (SVM) is a supervised Machine Learning algorithm
that can be used for both regression and classification challenges, aimed at train
and classifying a database. It does not limit data distribution and is mainly used
for small samples [21]. SVM aims to find a hyperplane in an n-dimensional space
(with n being the number of features) that distinctly classifies the data points,
as shown in Figure 2.

There are infinite possibilities for the hyperplane that separates two groups
of data, so the algorithm seeks to find a plane with a maximum margin, which
is described by the maximum distance between the points of both groups. The
database points can be written as (x⃗i, yi), ..., (x⃗n, yn) [17], where the vector x⃗i

can be represented by −1 or 1. On the other hand, the hyperplane is described
by the Equation (2) [17]:
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Fig. 1. Functioning of Forward Feature Selection technique. Adapted from [20].

Fig. 2. Support Vector Machine classifier. Adapted from [17].

w⃗x⃗− b = 0 (2)

The normal vector is represented by w⃗ while the offset of hyper place along

w⃗ is by
b

||−→w ||
, more details can be seen in [17]. Maximizing the margin distance

allows future data points to be sorted more confidently. Support vectors are data
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points closest to the hyperplane and influence the position and orientation of the
hyperplane. The classifier margin can be maximized using these vectors, and the
optimal plane can be drawn.

Random Forest (RF) is composed of Decision Trees formed by a data sample
extracted from a training set with replacement, called a bootstrap sample. Of
this training sample, one-third of it (out-of-bag sample) is reserved as test data.
Once more, a group of random data is injected through feature clustering, adding
more diversity to the database and reducing the correlation between the decision
trees. The determination of the forecast is based on majority voting, that is, the
selection of the most frequent variable. Finally, an out-of-bag sample is used for
cross-validation [12]. Figure 3 shows the typical structure of Random Forests.

Fig. 3. Random Forest classifier. Adapted from [12].

Random Forest algorithms start with three primary hyperparameters, namely
the node size, the number of trees, and the number of features sampled, defined
before the training step. From there, the random forest classifier can be used to
solve regression or classification problems [12].

Naive Bayes (NB) is a simple probabilistic classifier based on the application
of Bayes’ theorem [17]:

P (A|B) =
P (B|A)P (A)

P (B)
(3)

where A and B are the events (or features), P (A|B) is the probability of A given
B is true, P (B|A) is the probability of B given A is true, and P (A) and P (B)
are the independent probabilities of A and B.
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In basic terms, a Naive Bayes classifier assumes that each feature indepen-
dently contributes to the probability of the output variable [17]. The conditional
probability was calculated considering that the global database has numerical
and categorical data. Although Naive Bayes does not account for resource inter-
actions, it is efficient in predicting classification problems. The advantage of the
Naive Bayes classifier is that it only requires a small amount of training data to
estimate the means and variances of the variables needed for classification. As
the independent variables are not specified, only the variances of the variables
for each label need to be determined and not the entire covariance matrix [7].

3 Case Study

This section examines and describes how the database was developed and its
characteristics. In addition, the pre-processing techniques used to adapt the
database to the algorithms’ attributes to improve their performance will also
be described.

3.1 Database

The database used comprises information from five different databases:

– Accident records – contain information on the general characteristics of the
injured employees (age, seniority, etc.), the conditions of the accident (place,
time, sector, a task performed at the time of the accident, etc.), the damage
caused (severity, type of injury, etc.) and the cause of the accident.

– Ergonomic Workplace Analysis (EWA) – includes the values calculated in an
analysis of the postures and movements adopted by employees performing
their duties by calculating different methods from RULA, REBA, among
others.

– Hazard Identification and Risk Assessment (HIRA) – is composed of risk
levels associated with the detail of the micro tasks in each work section.

– Climate database – includes weather data from across the country, since 2019
and 2021 automatically extracted from external sources, more information
at [20].

– Holiday records – comprises registration of all national and municipal hol-
idays that occurred between 2019 and 2021 in Portugal, automatically ex-
tracted from external sources, see in [15].

Data from accident records, EWA, and HIRA, were collected between 2019
and 2021 from different supermarkets of a company in the retail sector. Thus,
the global database was developed through the integration of the five databases
mentioned above, resulting in a total of 128 instances or records, totaling 122
input factors and 12 output factors after removing record lines with missing
information or out of context. In Figure 4, the method of association of the five
databases can be observed, since they are integrated by the common factors
which are the microtask (accident records, EWA, HIRA) and the event date
(accident records, climate database, and holiday records).
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Fig. 4. Methodology adopted for the preliminary integration of simple databases in
the formation of the global database.

3.2 Database Pre-processing

The original database was encoded in numerical form since many Machine Learn-
ing algorithms do not operate directly on the label data, requiring the input and
output variables to be numeric. In other words, categorical data in the global
database were converted into a numerical form, more precisely using One Hot
Encoding. In this method, each feature is identified with 0 and 1 according to
the presence or absence of the feature. This pre-processing step allows the bi-
narization of the categories. Thus, they can be included in the training of the
models without assigning weight, as in the case of a simple label encoding.

Then, the global database was normalized in order to increase the learn-
ing algorithms’ efficiency. Once applied, database normalization ensures that all
values are in the range between zero and one.

4 Methodology

The methodology for developing supervised Machine Learning models for acci-
dent prediction based on the historical database of a retail company is shown in
Figure 5. A detailed description of each step is discussed.

For the execution of the χ2 test, the steps adopted were the definition of
the null and alternative hypotheses, the creation of a contingency table, the
calculation of expected values, calculation of the χ2 statistic, and acceptance or
rejection of the null hypothesis. The significance level considered was 0.10, and
the features were selected based on the level of correlation with each target.
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Fig. 5. Methodology for building classification algorithms to predict accidents in the
retail sector.

In contrast to the χ2 test, FFS relies on learning machine methods to se-
lect the significant features. Thus, the method becomes more computationally
expensive but has better chances of assertiveness. This technique builds feature
subgroups with the highest accuracy, which was performed according to the
steps in Figure 1. Since some algorithms (like SVM and NB) are not prepared
to predict multiple targets and the database used is composed of 12 different ac-
cident causes (targets), the procedure described was carried out for each target
(that is, when a target was selected one, the rest were set to zero) to increase
the certainty in the selection of features and the performance of the learning
algorithms.

The FFS method was executed multiple times for each search algorithm.
The FFS feature selection process is usually not deterministic, and the search
strategy influences the result. Thus, the repetition of the method sought to
identify the most commonly selected features to avoid specific scenarios, atypical
subgroups, and overfitting. The FFS method chose up to 10 features for each
target. The selection of features and quantities per target was decided according
to the average performance obtained by the input features.

The predictive model bias and the average accuracy are the selected features
considered to perform the quality analysis of the models generated by learning
algorithms using the selected features.
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The process was performed with unbalanced data since the global database
contains only real data. Strategies to simulate data were not used, so ’false’ data
did not influence the feature selection process

Predictive models can present biased predictions created by unbalanced data
and still have high accuracy. To optimize accuracy and reduce the number of
input features, the FFS can opt for a predictive model which always uses the
most dominant label as the final answer. Due to this factor, the metric (4) more
sensitive to unbalanced databases was developed considering the percentage of
hits of each label.

accuracy =
1

L

L∑
i=1

C(Li)

T (Li)
(4)

where L is the number of labels, C is the number of correct predictions of a label
Li, and T is the total number of occurrences of a label Li.

The metric was used to guide feature choices. The implemented FFS uses
the greedy search algorithm as a search strategy, which determines the best
feature according to a previously chosen metric. Thus, the models were optimized
regarding their quality and not for the total number of hits, seeking the set of
features capable of simultaneously creating models with the lowest prediction
bias and better accuracy.

5 Results and Discussion

Taking this procedure into account, a better understanding of the results involved
the separation into:

– True Positive (TP) – indicates the number of times the model was assertive
in the selected target.

– True Negative (TN) – represents the number of times the learning algo-
rithm detected the non-corresponding causes of the accident, that is, the
non-occurrence of an accident.

– False Positive (FP) – shows the number of times the model missed the se-
lected target.

– False Negative (FN) – reveals the number of times the model did not identify
the accident.

– Final accuracy – shows the overall score for each learning algorithm.

These metrics were calculated because they differentiate assertiveness from
precision value. Since the TP and TN metrics enable the identification of the
predictive trend about impact, the FP and FN metrics allow identifying the
predictive trend about model errors. Table 1 shows the results obtained for each
combination tested.

Observing Table 1, it is notable that the FFS selection method obtained
greater absolute precision combined with the different classification algorithms,
which indicates that by using this selection method, it is possible to get more



12 Sena I. et al.

Table 1. Results obtained by the adapted confusion matrix and accuracy tests in terms
of TP, TN, FP and FN, and final accuracy. The values consider the average calculated
based on 1000 executions of the algorithm.

Parameters Results (% correct answers in 1000 tests)

Feature
Selection

Classification
Algorithm

TP TN FP FN
Final

Accuracy

χ2 SVM 0.1233 0.9967 0.0033 0.0797 0.9239

FFS SVM 0.5078 0.9875 0.0125 0.0447 0.9475

χ2 RF 0.2523 0.9945 0.0055 0.0679 0.9328

FFS RF 0.7000 0.9828 0.0172 0.0272 0.9592

χ2 NB 0.5639 0.8407 0.1593 0.0396 0.8176

FFS NB 0.7436 0.9537 0.0463 0.0233 0.9361

general hits and maximize the accuracy of less common labels. From all combi-
nations with the FFS, Random Forest had the highest precision value.

Analyzing in more detail this table, it can be noted that the absolute precision
of the pairs involving the χ2 method is also high, however, an imbalance of
results between the TP and TN metrics is identified, indicating little predictive
assertiveness in the type of target, so the high precision value is not satisfactory
for the final objective of the present study.

From these metrics, the FFS-NB pair also seems to be a good solution for
accident prediction since it was more assertive in the type of target than the
FFS-RF pair and only has a difference of 2.31% of ultimate precision. Through
Table 1, it was possible to obtain that the best selection method is the FFS.
Table 2 presents the number of features selected from each database in each
prediction test with classification algorithms.

Table 2. Number of variables selected from each of the five databases using different
combinations of Forward Feature Selection and classification algorithms.

Databases
Classification algorithms combined with FFS
Support Vector Machine Random Forest Naive Bayes

Accidents records 33 39 39

EWA 25 23 22

Climate database 9 11 10

Holiday records 6 5 5

HIRA 3 3 4

Total 76 81 80

Observing Table 2, it can be mentioned that:

– SVM is the classification algorithm that obtains the smallest number of
features, but in terms of precision (see Table 1), it is the one that gets the
lowest value of absolute accuracy and assertiveness in the type of target.
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– Unanimously, the accident registration and ergonomic workplace analysis
databases have the greatest number of significant features for predicting the
causes of accidents used.

Once again, the difference between RF and NB is minimal, just one feature
differentiating them. Thus, it can be mentioned that using the combination of
FFS-RF and FFS-NB leads to a good prediction of accidents. However, taking
into account what was intended with the present study (identifying the best
features for accident prediction), the FFS-NB pair presents better results since
it obtained a smaller number of features, it was more assertive in accident iden-
tification (> TP) and was faster in getting the results than FFS-RF. Although
FFS-RF had a higher total precision, it was less assertive in predicting the acci-
dent, which does not fit with what is intended.

6 Conclusions and Future Work

This work presented a comparative study in which some of the standard meth-
ods of feature selection (χ2 and FFS) and learning/classification (SVM, RF, and
NB) were applied to accident prediction. These methods were used to collect five
databases (obtained from a leading retail company in Portugal) and compared
their performance in predicting the causes of accidents. The pre-processing used,
One Hot Encoding, was crucial for the correct functioning of the learning algo-
rithms since it made the training data more expressive and machine-readable
and, consequently, improved the accuracy of the classification algorithms com-
pared to the database without treatment.

Regarding feature selection methods, it was possible to observe that, since
the FFS is a non-deterministic method, it can obtain different output results
at each execution. This obstacle was overcome by repeating the FFS multiple
times. In contrast, χ2 presents a consistent result and lower computational cost
but ignores the type of learning model in which the data would be used.

Comparing different attribute selection methods combined with prediction
algorithms shows that the FFS-NB pair obtained fewer features, was more as-
sertive in identifying the accident (> TP), and was faster in getting results than
FFS-RF. However, the FFS-RF presented better performance considering abso-
lute precision. Thus, considering the study’s purpose, the FFS-RF pair is the
most suitable. Nevertheless, both pairs can be considered good options, so it
will be necessary to confirm this information through new tests, like sensitivity
testing and validation.

Taking into account the selection of features, it can be stated that it is
unanimous that the features with the most impact on accident prediction belong
to the databases: accident records and ergonomic workplace analysis.

In summary, the results revealed how an integrated feature selection and
classification algorithm could be a viable tool in identifying the most likely causes
of an accident in the workplace, in addition to the fact that the pre-treatment of
the databases and the choice of algorithms and rating metrics can substantially
influence the rating success.
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Further studies include new databases with a potential relationship with the
occurrence of accidents, the improvement of the algorithms presented in this
work, and the possible testing of new algorithms.
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