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Abstract. The identification of olive-tree cultivars is a lengthy and ex-
pensive process, therefore, the proposed work presents a new strategy for
identifying different cultivars of olive trees using their leaf and machine
learning algorithms. In this initial case, four autochthonous cultivars of
the Tras-os-Montes region in Portugal are identified (Cobrangosa, Madu-
ral, Negrinha e Verdeal). With the use of this type of algorithm, it is
expected to replace the previous techniques, saving time and resources
for farmers. Three different machine learning algorithms (Decision Tree,
SVM, Random Forest) were also compared and the results show an over-
all accuracy rate of the best algorithm (Random Forest) of approximately
93%.

Keywords: Machine Learning - Identification - Leaf - Cultivars - Vari-
eties.

1 Introduction

Some researchers estimate that people have consumed olive oil and olives for
6000 years, making the olive tree one of the first fruit trees to be domesticated
[14]. However, its origin is not subject to consensus. It is considered acceptable
to say that the olive tree is native to the entire Mediterranean basin with its
origin in Asia Minor, where it is highly abundant and grows in dense forests [1].
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Since its domestication, olive cultivation has expanded worldwide, being cul-
tivated in dozens of countries on all continents except for Antarctica. Its pro-
duction is mainly used (90%) for the production of olive oil, with the rest being
processed as table olives. All of the countries where they are cultivated, it is
possible to highlight 23 countries [14] that are responsible for about 85% of all
world olive production. According to the International Olive Council (I0C), of
these most representative countries, it is estimated that there are about 139
domesticated cultivars. This number grows significantly if we also consider wild
species, making a total of more than 2,000 different cultivars [13].

Olive production is still a developing process despite thousands of years of
domestication, breaking production records practically every year. In addition
to the production records, the economic valuation also increased, reaching 1.23
billion dollars in world trade transactions in 2020. Portugal is an active part
of this process, being responsible for about 6.9% of this value, highlighting as
third-ranked among the countries that export the Most [2].

Olive growing is the main activity in Portugal, contributing economically,
socially, and environmentally to the country. Looking at data from the National
Statistics Institute (INE) for 2019 [22], there are 361,483 hectares of olive groves
in the country, on around 118,450 farms, with a particular focus on inland re-
gions, with Alentejo, Tras-os-Montes, Beira Interior, Ribatejo and Oeste being
the central producing regions. According to provisional data from the INE [23],
the year 2021 was another year of records, with a production of 2.25 million
hectoliters of olive oil being expected. Within these dimensions and similarly
to the other fruit trees, the olive tree also has different cultivars, each one be-
ing more adapted to specific climatic and geographical conditions. The use of
different cultivars for the production of olive oil makes it possible to ensure a
more harmonious composition of the oil from an organoleptic point of view since
each one of them has unique chemical and physical characteristics [19,31]. In
addition to the taste, different cultivars also allow to improve the season or date
of harvest by selecting types with different maturation periods.

Formerly it was enough to crush the olives and make olive oil. Consumers are
showing more and more interest in the composition of the products they buy,
olive oil being no exception. There is a need for the farmer’s knowledge because
there is a great variety of olives. He/She must be able to distinguish the lots and
know how to specify the type of cultivars present. This identification makes it
possible to add value to the product compared to others. This process can be
facilitated in recent olive groves that the producer has already planted. However,
it may cause some difficulties in the case of olive groves with some age and where
there is no certainty of the cultivars present. In such cases, it is necessary to use
identification techniques.

The most of the techniques applied for the identification of cultivars use
genetic analysis [5—7, 15]. These techniques have a high index of reliability. How-
ever, they involve time-consuming and expensive processes requiring laboratory
analysis, preventing identification on the farm itself. According to research car-
ried out in recent years, other identification techniques have been observed, using
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artificial vision. These have encouraging hit rates, as suggested by the authors
[8,30,39]. On the other hand, these techniques always use the tree’s fruit (olives
and seeds) to perform the classification. Thus, they are restricted to a specific
time of the year when producers are busy harvesting the fruit. In most cases, it
is not possible to have the time necessary for them to assist in the identification
process.

Analyzing the problems that arise from the techniques presented above, the
focus of this work is to ensure an innovative form of identification, on-site, with
minimal impact on the tree and that can be carried out at any season of the
year. In this way and analyzing what is being done in other crops, the presented
solution involves using machine learning algorithms to identify the leaves of the
tree. This solution solves practically all the problems shown above and guaran-
tees an instant classification without having to resort to specialized technicians.
It is possible to do it any time of the year since the olive tree is a permanent leaf
tree. We also guarantee that the impact on the tree is null as it is not necessary
to take samples to ensure identification.

This implementation becomes easier considering the advances in the area of
artificial intelligence algorithms. Following the hardware developments, this type
of algorithm has proven to be highly qualified for solving this type of task, being
applied to various species such as pistachios [20], grapes[28], apples [27], among
others and other examples [18, 26].

In this way, it is the purpose of this work to analyze various types of machine
learning algorithms, comparing them to each other, in order to understand which
one presents better results for the intended classification. To this end, a survey
of related works are carried out, composed not only of the most used methods for
the identification of cultivars but also which are the most used machine learning
algorithms for image classification, which will be presented in section 2. Then,
in the section 3, the proposed methodology will be discussed. In the section 4,
the main results and their analysis will be presented, and finally, the section 5
will address the conclusion and main future works.

2 Related Works

A literature review was conducted on the various identification techniques ap-
plied to identify olive variety. For this purpose, two databases were used (Scopus
and Web of Science), where two terms, “Olive identification cultivars” or “Olive
variety identification”, were searched. The search resulted in 921 and 536 docu-
ments in the WOS and Scopus databases. After their collection, the R software
was used, combined with the Bibliometrix tool [4], where trends and main group-
ings of keywords were analyzed.

This first research resulted in several keywords indicating that most of the
published articles use genetic identification techniques, microsatellites [37], simple-
sequence repeats (SSRs) markers [10], and mainly random amplified polymorphic
DNA (RAPDS) [16] and single nucleotide polymorphisms (SNPs) [35]. This type
of technique achieves high rates of effectiveness, however, as this is not the focus
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of the article, a second research was carried out in which the term “learning”
was added to the terms previously used. This second iteration resulted in an
article that fits the theme, in the article [36], the authors present a method of
identifying olive tree cultivars using deep learning algorithms and ISSR markers.
They use a dataset with 800 training and 200 test images to train a convolutional
neural network. As a result, they have an overall accuracy of 89.57% across four
different leaf cultivars.

With no more published articles identified in this area, it was necessary to
carry out a new search, leaving aside the term “olive” and adding “Leaf”’. By
searching the words “identification cultivars learning leaf” or “variety identifi-
cation learning leaf” within this group, it was possible to verify the existence of
some articles that use tree leaves and artificial intelligence algorithms to identify
cultivars, as is the case of Liu, et all , who present in their paper [27] a new
method for classifying apple cultivars. In this study, a TensorFlow model was
developed capable of identifying fourteen distinct apple cultivars with an overall
accuracy of 97.11%. The authors of the article used a self-built dataset with
12,435 images.

Similarly, the authors of the article [38] developed a system based on con-
volutional neural network to identify twelve distinct bean cultivars belonging
to three species. The results obtained were divided into three different classes,
evaluated by classifying species (level I) with an accuracy of 95.86%, cultivars
from the same species (level IT) with 91.37%, and cultivars from different species
(level IIT) with 86.87%.

Another example is the grapevine leaves, presented in the article [32] using
the six most representative cultivars of that region with 240 images for training
and 60 for testing (using data-augmentation techniques). The authors present
a model of Deep Convolutional Neural Network, based on the transfer learning
technique with a VGG16 structure, in which the structure was modified, adding
the global average pooling layer, dense layers, a batch normalization layer, and
a dropout layer. The results obtained by the authors are pretty encouraging,
achieving accuracy in recognizing and grouping different cultivars of grapevine
with an average classification of over 99%

As can be seen, the application of artificial intelligence algorithms in agri-
culture and, more specifically in identifying both cultivars and species is still a
recent process and development. Thus, the number of published articles is still
restricted to some species and specific algorithms. There is, therefore, the possi-
bility of exploring the behavior in other species and other types of algorithms to
improve identification efficiencies, thus making this type of process increasingly
reliable.

3 Method and Materials

As the main objective of this work is to develop an artificial intelligence system
capable of identifying the different cultivars of olive trees present in the region,
there is a set of steps to be taken and implemented, thus ensuring the correct
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functioning of the system. Therefore, this section was divided into subsections:
Dataset, Classification Models, Evaluation Metrics, and Methodology.

3.1 Dataset

Machine learning (ML) systems work similarly to humans, learning from ex-
perience. However, in the case of ML, this experience is controlled, with the
programmer responsible for all of it. The experience we talk about here is noth-
ing more than the dataset made available to the algorithms for their training
and testing, on which all the success or failure of the application will depend. It
is a consensus in the literature that the performance presented by the machine
learning algorithms is entirely dependent on the dataset that is used [24]. In this
way, and since it is an innovative approach to the problem in question, it was
necessary to create a sufficiently large dataset of images to ensure the operation
of supervised classification algorithms.

The process of creating the dataset consists of several stages. The initial phase
is collecting leaves, prepared in partnership with certified technical personnel in
the area, in monovarietal olive groves, to be sure of the cultivars collected.

This collection process followed all seasons of the year, analyzing all times of
growth and recession of leaves and other factors that impact their development,
such as water or nutrient stress, thus ensuring correct identification, regardless
of the phase and conditions of the tree. In this way, samples were collected from
several olive groves in the district of Braganca, in the most random way possible,
leaves from the inside and outside of the canopy, leaves of the year and older
leaves, with an average of 20-25 leaves per tree being collected.

After collecting the leaves, it is necessary to digitize them. This process was
carried out with the help of a digital camera with a resolution of 2610 x 4640
pixels. All samples were photographed in RGB type and JPG format. The back-
ground image was white to facilitate their treatment and application in the
algorithms.

After digitizing the samples, their pre-processing was realized. Depending
on the sample size, some processes were carried out. The first step was the
cutting of the images. This was done autonomously, using threshold and find
contour techniques to identify the shape of the leaf and then cut it out. For
this purpose, the image was changed to gray format, and the adaptive gaussian-
weighted [11] threshold method was used. After this transformation, the OpenCV
library was used to find the image contour using the findContours function. It
allows identifying the sheet’s shape that will define the area to be cut. After
obtaining the area size to be cropped, it was applied to the original image (RGB).
The last step of the pre-processing was to resize the images to a resolution of
299 x 299 pixels to facilitate the algorithms’ processing.

Once the pre-processing was completed, the result obtained was a dataset
with approximately 1500 images of the region’s four most representative cate-
gories (Fig.1). A balance was also made between the categories, ensuring that
they all had the same number of images.
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LARS

Fig. 1. Dataset cultivars: a) Cobrangosa; b) Madural; ¢) Negrinha; d) Verdeal

3.2 Classification Models

The identification of olive tree cultivars is a typical classification problem. In
this type of problem, the main objective is to predict the category of an unob-
served data based on the algorithm’s input data. Three supervised classification
algorithms [25] will be compared for the intended effect in this case.

The choice of these algorithms was based on a bibliographic research process,
the articles presented in the Scopus and WOS databases were gathered, in the
time interval from 2018 to 2022 that had the terms “Machine learning classifi-
cation comparison” or “Machine learning classification leaf”. This resulted in a
universe of 6096 articles, which were later analyzed with the bibliometrix soft-
ware. After the analysis, the most used author keywords were used to choose the
algorithms and it was concluded that the most used algorithms are the Support
vector machine (SVM), and Random Forest (RF). Aside from these, the Decision
Tree algorithm (CART) was also selected due to its straightforward interpreta-
tion, easily identifying which variables have the most significant influence on the
classification of images. In addition to this advantage, it is a method that does
not require a long training process and, therefore, can save a lot of modeling
time [40].

Decision Tree Decision trees are one of several supervised machine learning
methods, introduced in 1986 by JR Quinlan [34]. It is obtained by recursively
partitioning the data space and fitting a simple prediction model within each
partition. As a result, the partitioning can be graphically represented as a deci-
sion tree, which can be used for classification and regression. Classification trees
are designed for dependent variables that take on a finite number of unordered
values, with prediction error measured in terms of the cost of misclassification
[29].

Support Vector Machine Originally proposed to build a linear classifier, the
support vector machine (SVM) algorithm was developed by Vapnik in 1963 [21].
Used as a supervised machine learning algorithm, SVM can be applied to linear
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and non-linear data, making it quite versatile in the range of possible uses. The
way this algorithm works is based on the creation of a decision limit between
two classes that allows later the prediction of labels of one or more characteristic
vectors. This decision limit is called Hyperplane, and its positioning is calculated
in function of the closest data points of each of the classes (support vectors).
When used in nonlinear functions, this algorithm uses several kernel functions
(linear, polynomial, radial and sigmoid) to maximize the margins between the
Hyperplanes [3].

Random Forest The Random Forest (RF) algorithms are the most recent of
those chosen for this comparison, published for the first time in 2001 in the article
by Leo Breiman [12]. This type of algorithms has a field of applications similar
to the previous ones, being able to be used both in regression or in classification
problems [9]. Its operation follows a simple but very effective concept, the wisdom
of crowds, i.e., the combination of several decision trees (not correlated with each
other) operated as a committee, will always produce better results than any of
the individual constituents. The constitution of RF models is composed of several
decision trees, each one of which is trained on a sample of the original training
data, and searches only on a randomly selected subset of the input variables to
determine a split. To elaborate the final classification, each of the trees casts a
unit vote of the obtained class, and, finally, the classifier’s output is determined
by the majority of the votes of the trees [17].

3.3 Evaluation Metrics

Since this is a classification problem, all the used metrics will be based on the
confusion matrix generated for each algorithm, so it is essential to define all
its constituents. Based on the predefined constitution for any type of binary
problem, in this case too, the confusion matrix will be composed of True Positives
(Predicted Positive and truly Positive), True Negatives (Predicted Negative and
truly Negative), False Positives (Predicted Positive but truly Negative) and False
Negatives (Predicted Negative but truly Positive). However, in this specific case,
we will have a confusion matrix depending on the olive tree categories, which
will resemble as presented in Table 1.

Table 1. Confusion matrix example.

Predict Label
Cobrangosa (c)|Madural (m)|Negrinha (n)|Verdeal (v)

Cobrangosa (c) Nee Nem Nen Ney
Madural (m) None Nrm N N
True Label Negrinha (n) Ny Num, Nnn Ny
Verdeal (v) Nye Nom Nyn Nuy
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As possible to seen in Table 1, the arrangement is a little different from the
traditional True Positives/True Negatives, being necessary to add some values
to arrive at some categories, such as:

— Cobrangosa True Positives (TP) = N,

— Cobrangosa False Positive (FP) = Ny, + Npe + Ny

— Cobrangosa True Negative (TN) = Ny + Nown + Now + Ny + Nov + Ny +
Nym + Noyn + Ny

— Cobrangosa False Negative (FN) = N, + Ny + Ney

Where N, represents the number of predicted Cobrancosa that are actually
Cobrangosa and so on. Once the confusion matrix is explained, all the other
metrics that will be based on that with very simplified calculations, as follows:

Accuracy The accuracy is the most used metric in this type of problem, its for-
mula describes the number of correct predictions as a function of all predictions
made and can be calculated as (Eq.1):

TP+TN

A =
CUraY = T p Y FP+ TN + FN

(1)

Precision The precision is used to measure positive patterns that are correctly
predicted from the total predicted patterns in a positive class and is calculated
using (Eq.2):

TP

Precision(p) = TP+ FP

(2)

Recall The recall (Eq.3) is used to measure the fraction of True Positives that
were correctly classified:

TP

Recall (7’) = m

3)

F-score The traditional F-score (or F1) is the harmonic mean of precision and
recall and is defined by (Eq.4):

2 x Precision(p) * Recall(r)

F_ —
seore Precision(p) + Recall(r)

(4)

3.4 Methodology

All the algorithms presented in this work were tested, trained, and implemented
on a computer equipped with an Intel(R) Core(TM) i7-10875H processor, with
a RAM DDR4 32GB memory and Python version 3.8.12 using the machine
learning library scikit-learn [33]. The methodology used is shown in Figure 2.
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Fig. 2. Proposed system methodology
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Fig.3. SVM best hyper- Fig. 4. Decision Tree best Fig.5. Random Forest
parameters. hyper-parameters. best hyper-parameters.

After collecting and pre-processing the dataset, the training and test sets
were divided. Here, it was stipulated a priori to use 90% of the dataset data
for training and the remaining 10% for testing the algorithms. This division was
done randomly using the split function of the library used. In this way, cross-
validation of 5 times was applied to each of the algorithms either in the training
stage or in the test stage.

The algorithm training process was an adapted process where some adjust-
ments were made to improve its performance. This adjustment was made with
the GridSearchCV function that allows to study the behavior of the fitting func-
tion according to the hyperparameters used, and in this way optimize their
behavior. The first algorithm to be tested was the SVM, where the parameters
of “C” (Regularization parameter), Gamma (kernel coefficient), and even the
kernel to be used were tested, since it is a non-linear problem. After the eval-
uation with the GridSearchCV function and with a five times Cross-validation,
the following combination of hyper-parameters was obtained in Figure 3.
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Observing Figure 3, it is possible to verify that from all the used combina-
tions, the one that produced the best results was C = 0.1, Gamma = 0.001, and
kernel =“poly”, with the remaining hyperparameters with default values. The
exact process was carried out for the remaining DT (Figure 4) and RF (Figure 5)
algorithms. In these cases, the hyperparameters that were tested were the min-
imum number of samples needed to split an internal node (min samples split),
the minimum number of samples required to be at a leaf node (min samples leaf)
and the maximum depth of the tree (max depth). Adding one more in the case
of RF, the number of trees in the “forest” (n estimators), obtaining ideal values
similar to those adopted by default in the respective algorithms.

4 Results and Discussion

After the optimization of the algorithms parameters was completed, their train-
ing was carried out by adopting the respective best parameters values. Once the
training process was completed, they were then evaluated in the test set with
the metrics chosen in subsection 3.3. To ensure that the algorithm generalizes
correctly and can identify the leaves regardless of their position, color, or di-
mensions, the test set was randomly divided, and five-time cross-validation was
used. The results obtained are presented in the following subsections:

4.1 Decision Tree

The training of this specific algorithm with the training dataset (1224 images)
took approximately 17.414 seconds. Predicting the ratings in the test set (136
images) took about 1.281 seconds. The confusion matrix is presented in Table 2
was obtained through the average of the five tests performed.

Table 2. Decision Tree confusion matrix.

Predict Label

Cobrangosa|Madural|Negrinha|Verdeal
Cobrangosa 22 4 2 6
Madural 5 26 1 2
True Label o e 1 2 27 1
Verdeal 4 2 1 27

As seen from Table 2, the most problematic category is Cobrangosa, with only
22 hits in the set of 34 possible while the remaining categories have a similar rate
of hits between them. For better understanding the behavior of the algorithm
in the classification, the other metrics were applied, noting that here the results
are the averages of the five iterations performed (Table 3).

Analyzing the data in Table 3, it is possible to see that the behavior of the
metrics is similar for all categories, being the species Negrinha the one that
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Table 3. Decision Tree metrics.

Precision|Recall|F-score|Accuracy
Cobrancgosa| 0.66 0.65 | 0.65
Madural 0.78 0.78 | 0.78 0.75
Negrinha 0.86 0.80 | 0.83 ’
Verdeal 0.74 0.78 | 0.76

allows a better identification. The species Cobrangosa as it had already been
perceptible in the confusion matrix is the species that cause the most identi-
fication difficulties in this algorithm. Observing the accuracy as a whole, it is
noticeable that the Decision Tree still has some limitations in classifying of the
four categories.

4.2 SVM

The training of the SVM algorithm took approximately 64.329 seconds, 3.5 times
more than the Decision Tree when compared to the time required to make the
test set predictions. The SVM also needs more time, using approximately 8.479
seconds, about 6.5 times more than the competitor. The confusion matrix re-
sulting from the predictions of the SVM method is presented in Table 4.

Table 4. SVM confusion matrix.

Predict Label

Cobrancgosa|Madural|Negrinha| Verdeal
Cobrangosa 25 4 1 4
Madural 4 28 0 2
True Label — S ha 2 1 30 1
Verdeal 5 1 1 27

In agreement with the previous results, the SVM algorithm also has some dif-
ficulties in identifying the Cobrangosa category, which is the one with the fewest
hits, but already with an improvement of 3 images. Looking at the remaining
categories, there is an improvement, albeit slight, in all categories, reaching the
point of identifying 30 out of 34 possible examples in category Negrinha. The
results of the remaining evaluation metrics are presented in Table 5.

As observed in the confusion matrix, from Table 5, it is possible to verify
an increase in the performance of the SVM algorithm when compared to the
Decision Tree. Variety Negrinha continues to be the most easily identifiable,
achieving a harmonic average (F-score) of 0.9. When analyzing the accuracy
of the SVM algorithm, it was noticed that despite the difficulty in identifying
the first variety, there was a significant improvement compared to the previous
method, with an increase of 0.06.
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Table 5. SVM metrics.

Precision|Recall|F-score|Accuracy
Cobrangosa| 0.71 0.75 | 0.73
Madural 0.84 0.83 | 0.84
Negrinha 0.92 0.88 | 0.90
Verdeal 0.80 0.78 | 0.79

0.81

4.3 Random Forest

The latest algorithm to be tested, Random Forest, took approximately 104.493
seconds to perform its training, six times more when compared to the Decision
Tree. To perform the test set classifications, this algorithm took about 1.318 sec-
onds, roughly the same time as the Decision Tree method. The results obtained

by this latest algorithm are presented in the following confusion matrix Table
6.

Table 6. Random Forest confusion matrix.

Predict Label

Cobrancosa|Madural|Negrinha| Verdeal
Cobrangosa 30 1 0 3
Madural 1 33 0 0
True Label o e 1 0 33 0
Verdeal 3 0 0 31

Observing the values in Table 6, it is possible to verify that the Random
Forest algorithm has a higher hit rate than its competitors, achieving 33 out
of 34 hits in two categories. Looking deeper, Table 7 summarizes the remaining
evaluation metrics presented below.

Table 7. Random Forest metrics.

Precision|Recall|F-score|Accuracy
Cobrancosa| 0.87 0.88 | 0.88
Madural 0.98 0.95 | 097
Negrinha 0.97 0.98 | 0.97
Verdeal 0.91 0.90 | 0.90

0.93

After analyzing Table 7, it is possible to verify a significant improvement
in the system’s overall accuracy. Despite continuing to be the most difficult to
identify, the Cobrangosa variety presented an F-score of 0.88, that represents an
improvement of 0.15 compared to the SVM algorithm.

In short, after analyzing the results obtained, mainly confusion matrices, we
can confirm that there are several mistakes in the identification of cultivars. This
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failure is undoubtedly linked to the problem’s difficulty, emphasizing once again
that the visible differences in the leaves are very tenuous, making its identifica-
tion very complex. In general, it is possible to classify the category Cobrancosa as
the most challenging and most susceptible to errors. On the other hand, category
Negrinha was the one that showed the highest hit rate in all algorithms.

Regarding the comparison of the algorithms, the method with higher ob-
served accuracy, according to the used metrics, despite having a training time
much higher than its competitors, the Random Forest algorithm guaranteed
an overall accuracy of 93%, making the identification of olive tree species very
reliable.

5 Conclusion and future works

The traditional methods of identifying the different cultivars of olive trees resort
to genetic analysis. Such processes require time for execution and high associated
costs. These factors make species identification a complicated process for farmers
who need to do so. With the approach explored here, it is possible to make
an identification on the spot, in real-time, and without associated costs. It is
undoubtedly an added value for all producers who want to differentiate their
oils. In addition to the producers, this approach is also an asset for tourism,
giving tourists the ability to understand what type of olive grove they visit and
what kind of oil will result from it.

As it was possible to verify throughout the article, there are currently no
published articles that use only the image of the leaves to identify the olive tree
cultivars. Thus, it becomes difficult to evaluate the effectiveness of the system
when compared to other approaches. Observing the leaves of the different types,
the difficulty in finding their differences is remarkable. However, analyzing the
results obtained through the application of the three algorithms, it became clear
that at least one of them can make this identification, not guaranteeing the
efficiency rate of genetic methods; however, with an accuracy of 93%, which
gives us the motivation to continue in this direction.

In this way, as main future works, it is intended to explore the classification
algorithms in depth, approaching the aspect of deep learning. In addition to
optimizing the classification model, web and smart devices interfaces will be
developed giving the producers the possibility of testing in the field.
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