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Summary. We consider lower probabilities on finite possibility spaces as models
for the uncertainty about the state. These generalizations of classical probabilities
can have some interesting properties; for example: k-monotonicity, avoiding sure loss,
coherence, permutation invariance. The sets formed by all the lower probabilities
satisfying zero or more of these properties are convex. We show how the extreme
points and rays of these sets – the extreme lower probabilities – can be calculated
and we give an illustration of our results.
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1 Introduction

We use and work on theories of imprecise probabilities. This means that we
use concepts such as lower (and upper) probabilities to represent uncertainty.
Calculating them often entails solving optimization problems. These can be
hard, sometimes so hard that approximations seem the only option in practice.
We are picky about the kind of approximation, however; it must be conservative.
This means that the approximating lower (and upper) probabilities must be
less precise than – or dominated by – the ones they approximate.

We were – and still are – aware of very few methods for making such
conservative approximations. The useful ones are fewer still. One of the ideas
for a new approximation approach is what led to the results communicated in
this paper – which is not about approximations. The idea was, that perhaps we
could write an arbitrary lower probability (that is hard to calculate directly) as
a series of some special lower probabilities (that should be easier to calculate;
breaking off the series would then constitute an approximation). The germ
for this idea entered our minds when we read a paper by Maaß [10], where he
mentions what in our terminology became extreme lower probabilities.

To get started, let us clear up some terminology and introduce the basic
concepts, notation, and assumptions.
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A lower probability P is a concept used in almost all the theories that make
up the field of imprecise probabilities; it generalizes the classical concept of a
probability P . Important examples of such theories are the ones described by
Dempster [6] and Shafer [13], Fine [7], Walley [15], and Weichselberger [16].

Alhough the definition and interpretation of a lower probability differ
between the theories, the idea is similar. Like a probability, it is a real-valued
set function defined on the set ℘(Ω) of all events (subsets A, B, C) of a
possibility space Ω of states (elements ω).1 We are uncertain about the state.

A probability P is (i) positive: for any event A, P (A) ≥ 0, (ii) normed:
P (Ω) = 1, and (iii) additive: for any disjunct events B and C, P (B ∪ C) =
P (B) + P (C). Similarly, a lower probability P has to satisfy some properties,
but these are weaker than those for probabilities. A lower probability is usually
required to be (i) normed, and (ii) super-additive: for any disjunct events B
and C, P (B ∪ C) ≥ P (B) + P (C). In this paper, we do not assume a priori
that a lower probability satisfies any property (not even positivity).

A probability P dominates a lower probability P if P (A) ≤ P (A) for all
events A. A probability P is called degenerate when it is 1 on a singleton.

The set of all lower probabilities defined on some possibility space is convex.
This is also the case for the set of all lower probabilities additionally satisfying
some interesting properties. Any closed convex set is fully determined by its
extreme points and extreme rays, and vice-versa [12, Thm 18.5]: all elements
of the set can be written as a linear combination of (i) the extreme rays, and
(ii) a convex combination of extreme points. The extreme points and extreme
rays of a convex set of lower probabilities are its extreme lower probabilities.

If you can see that a triangle can be described by its three vertices, you
have understood the main idea behind extreme lower probabilities. Of course,
we will be talking about things that are a bit more complicated than triangles.

In this paper, we restrict ourselves to finite possibility spaces Ω, of cardi-
nality |Ω| = n ∈ N.2 We will look at sets of lower probabilities satisfying some
interesting properties; for example 2-monotonicity: for any events B and C,
P (B ∪ C) + P (B ∩ C) ≥ P (B) + P (C). It turns out that for finite possibility
spaces, not surprisingly, the number of extreme points is finite. We show how
the extreme points can be calculated for these cases and illustrate this.

The rest of this paper is structured as follows. In the next section, we
will outline the approach we took to calculating extreme lower probabilities:
calculating a set of constraints, and using these to compute extreme points.
Then, we look at how we can obtain manageable sets of constraints for the
properties that interest us. Finally, before concluding, we give an illustration
of our results, with comments added.
1 An upper probability P can be defined using its so-called conjugate lower proba-

bility P : for any event A, P (A) = 1 − P (Ω \ A). Because ℘(Ω) is closed under
complementation, we can – and do so here – work with lower probabilities only.

2 Notation for number sets: N, Q, and R respectively denote the nonnegative integers,
the rationals, and the reals. To denote common subsets of these, we use predicates
as subscripts; e.g., R>0 = {r ∈ R|r > 0} denotes the strictly positive reals.
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2 On constraints and vertex enumeration

A (lower) probability can satisfy a variety of interesting properties; most can be
expressed using sets of linear constraints. (We do not consider things like inde-
pendence and conditioning.) The introduction featured three simple examples:
additivity, super-additivity, and 2-monotonicity. In general, these constraints
are linear inequalities; equalities are expressed using two inequalities.

Sometimes, not all constraints are necessary: a constraint can be implied
by another constraint, or a set of other constraints. A so-called redundant
constraint can be removed from the set of constraints. If a constraint makes
another one redundant, we call the former more stringent than the latter.

It is useful to look at this problem in a geometrical framework. Lower
probabilities can be viewed as points in a 2n-dimensional vector space – one
dimension per subset in ℘(Ω). A linear inequality then generally corresponds to
a half-space delimited by a hyperplane. With some property, there corresponds
a set of half-spaces, and the intersection of these is the convex set of all lower
probabilities satisfying that property.

The geometrical approach is illustrated in Fig. 1 below using a toy example.
We consider n = 1, so the dimension of the vector space is 2 (this is actually
the only one we can draw directly). The constraints are given using a set of hy-
perplanes {hi|i = 1, . . . , 6}, the ‘hairs’ indicate the half-spaces the constraints
correspond to. Constraints h3 and h6 are redundant; the former because of h1

and h2, the latter because h5 is more stringent. The set of points satisfying
the constraints is filled.

P (∅)

P (Ω)

h1

h2

h5 h6h4h3

w

v

Fig. 1. Illustration of constraints and vertices.

Figure 1 also shows the vertices – v, for example – of the convex set defined
by the set of half-spaces (constraints). These are the geometrical equivalent of
what we call extreme lower probabilities.

In general, the vertex enumeration problem – finding the vertices corre-
sponding to a given set of half-spaces – is hard: no polynomial time algorithm
(in dimension, number of constraints, and number of vertices) is known [8].
To get a feeling for the complexity, realize that not only all intersections of
nonredundant constraints have to be found, but we must also decide which of
these to discard (such as w).
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To obtain the set of constraints for different cardinalities and for the various
properties we looked at, we have written our own program, constraints [11].
The properties in question will be described in the next section, where we will
also give the theorems that form the basis of this program.

We have used publicly available programs (redund, lrs, and cdd) to remove
redundant constraints and do vertex enumeration. They are maintained by
Avis [1] and Fukuda [9].

3 From properties to constraints

Although for some properties – such as avoiding sure loss (see below) and
additivity plus positivity plus normalization – it is possible to obtain the
corresponding extreme points directly, we were not able to do this for the
most interesting ones (k-monotonicity and coherence). For these, we use the
vertex enumeration approach described in the previous section: generate the
constraints corresponding to the property of interest and then use vertex
enumeration to obtain the corresponding extreme lower probabilities. With
this approach it is also easy to combine properties; one just has to combine
the corresponding sets of constraints. The (big) downside is that it cannot be
used in practice for ‘large’ possibility spaces – large here means n ≥ 5.

We will now look at how we can obtain the constraints for some interesting
properties. At this point we assume nothing about lower probabilities, not
even that they are positive, normed, or super-additive.

Most of the results we mention in this section are either not hard to
obtain or not entirely new. The most innovative part of this research was the
combination of these results with vertex enumeration.

3.1 k-Monotonicity

In the theory of Dempster [6] and Shafer [13] lower probabilities are completely
monotone. This is an extreme case of a mathematically interesting type of
property: k-monotonicity, where k ∈ N>0.

A formal definition (adapted from De Cooman et al. [5]): a lower probability
P is k-monotone if and only if for all ` = 1, . . . , k − 1, any event A and any
`-tuple of events (Bi|i ∈ N<`), it holds that

∑
I⊆N<`

(−1)|I|P (A∩
⋂

i∈I Bi) ≥ 0,
where the convention

⋂
i∈∅ Bi = Ω is used. You can see that a k-monotone

lower probability is also `-monotone, for ` = 1, . . . , k − 1. We have seen the
case k = 2 in the introduction (in a different, but equivalent form).

Monotonicity is the same as 1-monotonicity: P (B) ≤ P (A) for any event
A and all B ⊆ A. Completely monotone means k-monotone for all k ∈ N>0.

The above definition gives rise to a lot of redundant constraints. A lot of
constraints are equivalent or are trivially satisfied. Removing them allowed us
to formulate the following definition, leading to a more efficient program.
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Theorem 1 (constraints for k-monotonicity). A lower probability P is
k-monotone if and only if it is monotone, and for all nonempty events A and
all A ⊆ ℘(A) \ {A, ∅} such that

(i) 0 < |A| ≤ k,
(ii)

⋃
B∈A B = A, and such that

(iii) no event C ∈ A exists for which C =
⋂

B∈A B,
it holds that P (A) +

∑
B⊆A(−1)|B|P (

⋂
B∈B B) ≥ 0.

We close this subsection with some remarks. It is a consequence of a result
by Chateauneuf and Jaffray [2, Cor. 1] that k-monotonicity for some k ≥ n is
equivalent to complete monotonicity. Note that P (∅) = 0 and P (Ω) = 1 are
not included in k-monotonicity; they are commonly added, however.

3.2 Avoiding sure loss

Avoiding sure loss is a property that is useful in the behavioral theory of Walley
[15, §2.4.1].3 A lower probability P avoids sure loss if and only if for all B ⊆
℘(Ω), and all λ ∈ (R≥0)B, it holds that

∑
B∈B λBP (B) ≤ sup

∑
B∈B λBIB,

where IB is the indicator function of B, which is 1 for ω ∈ B and 0 elsewhere.
If we only require a lower probability to avoid sure loss, the extreme lower

probabilities can be determined by reasoning. Because a lower probability
avoids sure loss if and only if it is dominated by a probability [15, §3.3.3], the
set of extreme lower probabilities consists of the degenerate probabilities as
extreme points and all negative main directions as extreme rays.

If we want to use vertex enumeration to obtain the extreme lower prob-
abilities, the problem arises that the definition gives an infinite number of
constraints (because λ is real-valued). This is of course unmanageable for any
computer. This situation is inevitable when the usual assumption of positivity
is made and the extreme lower probabilities cannot be determined by reasoning.

Luckily – by removing redundant constraints –, we can reduce the set of
constraints for avoiding sure loss to a finite set. It was shown by Walley [15,
§A.3] that in the definition, to get the most stringent constraints, we only
need to consider (i) B such that {IB |B ∈ B} is a linearly independent set
and

⋃
B∈B B = Ω, and (ii) λ such that the function on right hand side is the

constant function 1.
Walley [15, §A.3] assumes positivity (P is in the first orthant). When we

want to do the vertex enumeration approach without this assumption (as we
do here), we need to add extra constraints for the cases where some (or all) of
the components of P are negative. This can be done by taking every original
constraint, and creating a new one for each of the 22n

possible orthants P can
be located in. We do this by setting the λB for which P (B) < 0 to 0.

The above and some other, minor, changes result in the following theorem.

3 In Walley’s theory [15], lower previsions – expectation operators – play a central
role. Here, we restrict ourselves to the less general lower probabilities.
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Theorem 2 (constraints for avoiding sure loss). A lower probability P
avoids sure loss if and only if P (∅) ≤ 0 and for all

(i) B such that
⋃

B∈B B = Ω and {IB |B ∈ B} is a linearly independent set,
(ii) λ ∈ (Q ∩ ]0, 1])B such that

∑
B∈B λBIB = 1, and

(iii) binary masks β ∈ {0, 1}B,
it holds that

∑
B∈B βBλBP (B) ≤ 1.

3.3 Coherence

Coherent lower probabilities are at the core of Walley’s theory [15, §2.6.4].
Weichselberger [16] uses the term F-probability for the same concept. A
lower probability P is coherent if and only if for all events A, all B ⊆
℘(Ω)\{A}, and all λ ∈ (R≥0){A}∪B, it holds that

∑
B∈B λBP (B)−λAP (A) ≤

sup(
∑

B∈B λBIB − λAIA). Coherence implies avoiding sure loss and mono-
tonicity, but not 2-monotonicity.

The above definition is similar enough to the one for avoiding sure loss
to allow the same techniques for the removal of redundant constraints to be
applied, up to some technicalities. Because coherence implies positivity, we
need not use binary masks. Working this out results in the following theorem.

Theorem 3 (constraints for coherence). A lower probability P is coherent
if and only if P (∅) = 0, P (Ω) = 1, and
(a) for all events A it holds that 0 ≤ P (A) ≤ 1;
(b) for all

(i) events A and B ⊆ ℘(Ω) \ {A} such that {IB |B ∈ B} is a linearly
independent set and

⋃
B∈B B = A, and

(ii) λ ∈ (Q ∩ ]0, 1])B such that
∑

B∈B λBIB = IA,
it must hold that

∑
B∈B λBP (B) ≤ P (A);

(c) for all
(i) events A and B ⊆ ℘(Ω) \ {A} such that {IA} ∪ {IB |B ∈ B} is a

linearly independent set and
⋃

B∈B B = Ω, and

(ii) λ ∈ (Q>0)
{A}∪B such that

∑
B∈B λBIB − λAIA = 1,

it must hold that
∑

B∈B λBP (B)− λAP (A) ≤ 1.

3.4 Permutation invariance

As a last property, we look at (weak) permutation invariance [4]. It is the odd
duck of the lot; whereas all the previous properties allow for lower probabili-
ties that express a quite broad a range of uncertainty models, permutation
invariance restricts them to some very specific ones. We mention it to show
how easy it can be to add the constraints for another property.

A lower probability is invariant under permutations of the elements of the
possibility space if and only if, for any event A and all events B resulting from
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some permutation, P (A) = P (B). Let us give an example for n = 3: consider
the permutation (1 → 3, 2 → 1, 3 → 2), then A = {1, 2} becomes B = {1, 3}.

We can characterize permutation invariance as follows [16, §4.3.1].

Theorem 4 (constraints for permutation invariance). A lower proba-
bility P is permutation invariant if and only if for all k = 1, . . . , n − 1, any
one event A such that |A| = k, and for all other events B with |B| = k, it
holds that P (B) = P (A).

4 Results

We are not the first to hunt for extreme lower probabilities. However, as far as
we know, we are as of yet the most systematic. ([11] contains a list of results.)

For n = 4 Shapley [14] gives a list with 37 of the 41 – he omits the 4
degenerate probabilities – 2-monotone extreme lower probabilities. For n = 5,
we have found all 117 983 for this case. For n ≤ 4, we have found the extreme
(permutation invariant) k-monotone lower probabilities for all k.

In an example, Maaß [10] mentions the 8 extreme coherent lower proba-
bilities for n = 3. We give a graphical representation of them in Fig. 2 using
their corresponding credal sets. Let us clarify: The set of all probabilities that
dominate some lower probability is called its credal set (cfr. core in game theory
[14]). All probabilities can be represented as a point of the (n− 1)-dimensional
unit simplex – a regular triangle for n = 3 – and so coherent lower probabilities
can be represented by their credal set, which is a convex subset of this unit
simplex [15, §3.6.1]. The vertices of the simplex correspond to the degenerate
probabilities, so to the states – here a, b, and c.

∞ 	
1×

0
00

0
00

0
1

a

b

c

∞
3×

0
00

0
10

0
1 ∞

3×

0
10

0
11

0
1 2 	

1×

0
00

0
11

1
2

Fig. 2. The credal sets of the 8 extreme coherent lower probabilities for n = 3.

In Fig. 2, we only give the border of the credal sets and show only one ele-
ment of each permutation class. At the top right, we indicate the following: the
total number of elements of the permutation class (e.g., 4×), if it is permutation
invariant (	), and k-monotonicity for k ∈ N>1 (∞ for complete monotonicity,
2 for 2-monotonicity). Along the simplex’s left edge, we give a vector that
is proportional to the extreme coherent lower probability (component order:
∅ {a}{b}{c} {a, b}{a, c}{b, c} Ω). Remember that P (Ω) = 1.

As convex combinations preserve monotonicity, we can immediately see
from Fig. 2 that for n = 3, all coherent lower probabilities are 2-monotone.
This was already known, but it illustrates how these computational results can
help in finding theoretical results. (For n = 2, all are completely monotone.)
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Once we implemented our program, finding all 402 extreme coherent lower
probabilities for n = 4 was easy.4 Figure 3 shows the corresponding credal
sets, as well as those for the 16 extreme 3-monotone lower probabilities, in
the same way we did for n = 3 in Fig. 2. The unit simplex is now a regular
tetrahedron, so we had to use a projection from three dimensions to two.

Take Ω = {a, b, c, d}. In this case, the component order is ∅ {a}{b}{c}{d}
{a, b}{a, c}{a, d}{b, c}{b, d}{c, d} {a, b, c}{a, b, d}{a, c, d}{b, c, d} Ω.

With Fig. 3 as a guide, we can give some observations and results.
Using results from Choquet [3, Ch. 7], it can be proven that the extreme

completely monotone lower probabilities are the vacuous lower probabilities
(cfr. unanimity games in game theory) with respect to events: P is vacuous
with respect to A if P (B) = 1 for A ⊆ B and 0 otherwise.5 These correspond
to the first three (Fig. 2) and first four (Fig. 3) permutation classes shown.
The last of these classes corresponds to the degenerate probabilities, which
are all the extreme (classical) probabilities.

We have observed that the extreme completely monotone probabilities are
always included in the extreme coherent proabilities. This is not the case for
all of the extreme k-monotone and permutation invariant lower probabilities.
An example for n = 4 is the only non-completely monotone lower probability
of the extreme 3-monotone lower probabilities (shown in Fig. 3).

Notice that, except for the degenerate probabilities, all credal sets touch
all tetrahedron faces. This is so because it can be shown that the degenerate
probabilities are the only extreme coherent lower probabilities that can be
nonzero in singletons.

5 Conclusions

Although we have not intensively pursued our initial goal – finding conservative
approximations for lower and upper probabilities –, it did lead us to this
interesting research. Obtaining sets of extreme lower probabilities for many
cases and formulating a systematic approach to calculating them are the main
results of the research presented in this paper.

Apart from these results, this topic also allows one to become familiar
with different ways of looking at lower probabilities and their properties. A
lower probability can be seen as a set function satisfying some properties, as
a convex combination of some special set functions, as a point of a convex
subset of a vector space, and – for coherent ones – as a credal set. They can
be k-monotone, avoid sure loss, be coherent, be permutation invariant, etc.

And last but not least, this topic can lead to beautiful figures.
4 For n = 5, we know 1 743 093 of the extreme coherent lower probabilities. These

have been found by a computer in our lab, after some months of vertex enumeration.
A hardware failure cut this gargantuan task short.

5 In general (Ω can be infinite), the extreme completely monotone lower probabilities
are those that take the value 1 on a proper filter of sets and are 0 elsewhere.
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Fig. 3. The credal sets for n = 4 of the extreme coherent lower probabilities (all
except last of top row) and extreme 3-monotone lower probabilities (top row).
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