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Co-Design quantum simulation of nanoscale NMR
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Quantum computers have the potential to efficiently simulate the dynamics of nanoscale NMR systems. In
this work, we demonstrate that a noisy intermediate-scale quantum computer can be used to simulate and predict
nanoscale NMR resonances. In order to minimize the required gate fidelities, we propose a superconducting
application-specific Co-Design quantum processor that reduces the number of SWAP gates by over 90% for
chips with more than 20 qubits. The processor consists of transmon qubits capacitively coupled via tunable
couplers to a central co-planar waveguide resonator with a quantum circuit refrigerator (QCR) for fast resonator
reset. The QCR implements the nonunitary quantum operations required to simulate nuclear hyperpolarization
scenarios.
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I. INTRODUCTION

Computer simulations are the backbone of scientific
research and technological development. Quantum comput-
ers promise in the long term to enable simulations of
systems that are intractable to even the largest supercom-
puters [1,2]. Currently, scientists have access to so-called
noisy intermediate-scale quantum (NISQ) computers [3], that
present limited qubit counts without error correction. While
applications of error-corrected quantum computers are well
established, use cases where NISQ devices might achieve
quantum advantage are still elusive [4]. In the search for
these early applications, the problem must fit the hardware,
and the hardware must enable implementation with minimal
overheads.

Application-specific integrated chips (ASICs) are highly
specialized processors optimized for specific problems when
execution speed, power efficiency, or miniaturization is of
utmost importance [5]. A prominent example where compu-
tational speed and energy efficiency are optimised through
the use of ASICs is training of artificial neural networks us-
ing tensor processing units [6,7]. Building a general-purpose
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quantum computer capable of rivaling the most powerful clas-
sical computers has proven to be a difficult task, so it is
likely that the first devices reaching useful quantum advan-
tage will use quantum ASICs, also called Co-Design quantum
computers.

A good example of a problem with suitable structure for
simulation by quantum computers is nanoscale nuclear mag-
netic resonance (NMR) [8]. The problem can be described by
a number of mutually interacting spins, which natively map to
the qubits of a quantum computer, thereby circumventing the
overheads in mapping the problem to qubits, such as in the
case of fermions [9].

In general, fast and reliable quantum simulations of in-
teracting spin systems would improve the interpretability of
solid-state NMR and electron spin resonance (ESR) spectra,
where advanced numerical techniques present very limited
performance [10]. This shows the potential of quantum com-
puters with a moderate number of qubits to shed light on the
dynamics of these important systems. A Co-Design quantum
computer that minimizes algorithm implementation overheads
could be the first method to access these simulations. Note
that, other NMR problems, such as zero-field NMR [11] and
Hamiltonian learning [12], have already attracted research
on how quantum computers can be used to tackle them and
methods based on Bayesian computation [13] and generative
models [14] have been developed for computing NMR spectra
as well.

NMR techniques have a profound impact in research areas
such as material science, chemistry, biology, and medicine
[15]. Recently they have approached the nanoscale through
solid-state quantum sensors such as the nitrogen vacancy
(NV) center in diamond [16]. This is a particularly powerful

2643-1564/2022/4(4)/043089(20) 043089-1 Published by the American Physical Society

https://orcid.org/0000-0002-4622-3045
https://orcid.org/0000-0003-3541-5196
https://orcid.org/0000-0003-1437-1227
https://orcid.org/0000-0002-8595-9581
https://orcid.org/0000-0002-0737-4473
https://orcid.org/0000-0003-2741-8135
https://orcid.org/0000-0001-5446-4677
https://orcid.org/0000-0002-1873-9503
https://orcid.org/0000-0002-6110-671X
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevResearch.4.043089&domain=pdf&date_stamp=2022-11-08
https://doi.org/10.1103/PhysRevResearch.4.043089
https://creativecommons.org/licenses/by/4.0/


MANUEL G. ALGABA et al. PHYSICAL REVIEW RESEARCH 4, 043089 (2022)

FIG. 1. NV center with a microwave drive interacting with two
mutually interacting 13C nuclei in a magnetic field �BZ , corresponding
to the Hamiltonian in Eq. (1) for M = 1 and N = 2.

quantum device, as it enables detection and control of nearby
nuclear spins with nanoscale resolution [17]. Applications of
the device are, e.g., the precise determination of the structure
and dynamics of nuclear ensembles such as proteins [18],
finding inter-label distances (via, e.g., Bayesian analysis of
the NV response) in electronically labeled biomolecules [19],
and the exploration of bespoke microwave (MW) sequences
that efficiently transfer NV center polarization to the nuclear
environment. Hyperpolarization (i.e., polarization beyond that
of a thermal state in a magnetic field) of nuclear spins in dia-
mond presents the potential to develop new and safer contrast
agents for magnetic resonance imaging. This problem, which
we aim to address through simulation by a quantum computer,
could lead to improved detection of different malforma-
tions in tissues—such as heart or brain—without the need
to deliver ionizing radiation, in contrast to other techniques
[20].

This manuscript describes a Co-Design process for a
quantum chip able to efficiently simulate nanoscale NMR
scenarios. It is structured in three main parts, each of which
is a crucial step in the Co-Design process: (1) identifying
the problem (Sec. II), which here is simulating a nanoscale
NMR system for hyperpolarizing nuclear spins; (2) choosing
an algorithm for the nanoscale NMR problem and showing
that a star-topology chip implements it with minimal overhead
(Sec. III); and (3) Co-Designing the corresponding quantum
chip using a central resonator bus (Sec. IV). The sections are
followed by results and discussions (Sec. V) and an outlook
(Sec. VI).

II. NANOSCALE NMR: HYPERPOLARIZATION

Let us consider a system consisting of M nitrogen-vacancy
(NV) centers and N carbon-13 isotopes in the presence of a
driving field and an external magnetic field �BZ . NV centers
and nuclei are all effectively described as spin-1/2 systems.
The representation of such a system for M = 1, N = 2 is
shown in Fig. 1. For simplicity, we consider the NV centers
aligned with the external magnetic field, leading to the fol-

lowing Hamiltonian:
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In Eq. (1), we find the spin operators in the joint Hilbert
space C2(M+N )

of NV centers and nuclei:
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where (σμ)2×2, μ ∈ {x, y, z} is the corresponding 2 × 2 Pauli
matrix on the jth NV center and the kth nucleus respec-
tively, and 1 is the 2 × 2 identity matrix. Accordingly, σ±

j =
σ x

j ±iσ y
j

2 (I±
k = Ix

k ± iIy
k ) are the jth NV center (kth nucleus) lad-

der operators. The term δ j is the detuning of the jth NV center
with respect to the microwave drive Hdr. The hyperfine cou-
pling vector �Ajk represents the coupling between the jth NV
center and the kth nucleus, while �ωc

k = γc �BZ − 1
2

∑M
j=1

�Ajk

is the modified Larmor frequency of the kth nucleus with
the 13C gyromagnetic ratio γc ≈ (2π ) × 10.7 MHz/T, gk′k is
the coupling between the kth and k′th nuclei, and h j′ j is the
coupling between the jth and j′th NV centers.

Note that, Eq. (1) is expressed in a rotating frame with
respect to the free NV Hamiltonian, while Hdr represents
an external driving tuned near resonance with a certain NV
energy transition. The derivation of Eq. (1) can be found in
Appendix A.

In order to hyperpolarize a diamond sample at room
temperature, the NV centers are first optically polarized em-
ploying laser light, and then their state is transferred to the
surrounding nuclei with the aid of a tailored microwave
radiation scheme. The initial state of the nuclei in a room-
temperature sample is well described by a fully mixed state
due to the small energy splitting of the nuclear spins. By
reinitializing the NV centers and repeating this procedure, the
polarization transferred into the sample can be amplified. In
this paper, we will consider the quantum simulation of the
polarization transfer mechanism and study two different driv-
ing schemes acting on the NV centers in a room-temperature
diamond.

The first driving scheme is a continuous driving whose
Hamiltonian in the rotating frame mentioned earlier is Hdr =
�
2 σφ , where σφ = e−iφ|1〉〈0| + eiφ |0〉〈1| = e−iφσ− + eiφσ+,
φ a phase, � the Rabi frequency and the kets |1〉 and |0〉
are the eigenvectors of the operator σz with eigenvalues ±1
respectively. The set {|0〉, |1〉} is called the computational
basis of the state space of a two level system, and will be
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our standard choice for a basis, |0〉 ≡ (1, 0)t and |1〉 ≡ (0, 1)t .
NV-nucleus polarization transfer is achieved when the Rabi
frequency matches the modified nuclear Larmor frequency
(i.e., when � = |�ωc|), leading to the Hartmann-Hahn double-
resonance condition [21]. For a single NV center and nucleus,
the Hamiltonian in Eq. (1) reduces, in an interaction picture,
to HI = A⊥

4 (|+〉〈−|I+ + |−〉〈+|I−), where ±〉| = 0〉| ± 1〉|,
which shows a polarization transfer mechanism with the ef-
fective transfer rate A⊥

4 (a detailed derivation can be found in
Appendix B).

The second type of driving we consider is a pulsed-driving
scheme, Hdr = �(t )

2 σφ , where �(t ) is a train of π -pulses, such
as the Carr-Purcell-Meiboom-Gill sequence [22,23] or the
XY8 sequence [24,25]. We consider pulses with a negligible
width compared to the time spacing τ between the π -pulses.
If τ is selected such that τ = nπ

| �ωc| (n being an arbitrary integer
number) and the pulses are evenly spaced one finds that, in
an interaction picture, for a single nucleus and NV center, the
Hamiltonian reduces to HI = αA⊥σzIx, where α is a factor that
depends on the integer n (see Appendix B). A phase imprinted
on the pulse sequence through a time delay turns the interac-
tion into HI = αA⊥σzIy. By combining both sequences with
the appropriate rotations over the NV center, the polarization
transfer interaction HI = −αA⊥

4 (σ+I− + σ−I+) is achieved
(see Appendix B and Ref. [26] for more details).

Regarding common error sources, NV centers located at
different positions in the diamond lattice experience stress
conditions that lead to local energy deviations from the zero-
field splitting. The corresponding term in Eq. (1) is the
detuning δ j . Another common type of imperfection appears
due to unavoidable fluctuations of the Rabi frequency of the
driving. This fluctuation can be modelled as an Ornstein-
Uhlenbeck (OU) process [27], which has been shown to be
an accurate description for NV centers [28]. It is a Gaussian
process of the following form [29]:

X (t + �t ) = X (t ) e−�t/τ +
[cτ

2
(1 − e−2�t/τ )

]1/2
N (t ), (2)

where �t is the time step, τ the correlation time, c the
diffusion constant of the process, and N (t ) a temporally
uncorrelated normally distributed random variable. It is a di-
mensionless term, which yields an effective Rabi frequency
of (1 + X )�. Neither of the system error types lead to con-
siderable overheads in a simulation on a quantum computer.
Finally, 13C nuclear spin decay is not a relevant error source
on the time scale of the protocol, since it is of the order of
seconds [30], while the hyperpolarization process operates in
the order of microseconds.

III. CO-DESIGN ALGORITHM

In this section, we provide an in-depth description of our
Co-Design algorithm, starting with the choice of a simulation
technique, followed by a short listing of hardware assump-
tions related to the allowed qubit operations (gates and resets),
as well as the noise and errors present in the physical NMR
system and in the quantum computer. Subsequently, the al-
gorithm components are introduced. We end the section with

a discussion on layout and gate-level optimization. The high-
level structure of the simulation protocol is shown in Fig. 2(a).

A. Simulation technique

The best established digital quantum simulation technique
is based on decomposing the time-evolution operator into
single-qubit and two-qubit gates through the Lie-Trotter-
Suzuki formula [31], known as Trotterization. To simulate
our problem on a quantum computer, we base our strategy on
regular Trotterization [2] but we also explore the randomized
Trotterization method qDRIFT [32] in Appendix C. Other,
more NISQ-specific, simulation techniques such as the varia-
tional quantum simulator [33], the quantum assisted simulator
[34], numerical quantum circuit synthesis [35], and a plethora
of other quantum algorithms [4] can also be used as simulation
methods.

One advantage of Trotterization over some of these NISQ
methods is that it closely follows the real time evolution
for each time step. This is particularly important for pulsed-
driving schemes, where the free evolution in between different
pulses always starts with a different initial state. Variational
and quantum assisted methods would then require that each
interpulse evolution is solved independently, making them
impractical for the problem.

A second advantage of Trotterization is that its complexity
and precision are straightforward to analyze. The Trotteriza-
tion procedure can also be expanded to higher orders, and
symmetrized expansions converge more rapidly and reduce
the error with respect to the continuum time limit [36].

B. Hardware assumptions

1. Native gates

The hardware for the quantum simulation plays a major
role in choosing the optimal quantum algorithm and its spe-
cific implementation. In our case, we consider a quantum
computer based on superconducting qubits with the following
native single-qubit gate set:

Rxy(φ, θ ) = e−i(cos φX+sin φY ) θ
2 and (3)

Rz(θ ) = e−iZ θ
2 , (4)

where X , Y , and Z are Pauli operators on the superconducting
transmon qubits. The Rxy(φ, θ ) can physically be imple-
mented through a microwave drive [37]. The gate Rz(θ ) on the
other hand does not need to be implemented directly, but can
be performed virtually by tuning the phase of the subsequent
gates applied on the qubit [38]. This reduces the number of
single-qubit gates (SQGs) that need to be implemented.

The native two-qubit gate (TQG) that arises from the
superconducting system Hamiltonian shown in Sec. IV and
Appendix G, is a continuously parameterized controlled-Z
(CZ) interaction [39], which can be transformed through local
virtual Rz rotations into the form of a ZZ interaction:

UZZ (φ) =

⎛
⎜⎜⎝

e−iφ 0 0 0
0 eiφ 0 0
0 0 eiφ 0
0 0 0 e−iφ

⎞
⎟⎟⎠. (5)
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FIG. 2. (a) Sketch of the overall operation of the simulation algorithm for one NV center and two nuclei, with continuous driving;
(b) corresponding gate sequence of one Trotter step on a star-topology chip for noninteracting nuclei. HSQG refers to the single-qubit-gate
component of the Hamiltonian, Ax,y,z

j,1 parameters are the various coupling strengths of the simulated system, and the Xrnd gates refer to X
gates applied with a 50% probability to prepare an effective fully-mixed state. The initial state preparation can also be performed using the
alternative random-phase approximation-inspired method. NV init is an initial-state preparation using single-qubit gates to the state required
by the driving scheme. Details of the circuit components can be found in Appendix D along with a figure representing the pulsed driving case.

Even though the ZZ-interaction and the controlled-Z in-
teractions appear different, their physical implementation is
identical since they are related through virtual Rz rotations
which come at no additional cost. Section IV goes into more
depth on the two-qubit-gate implementation on our Co-Design
quantum chip.

2. Qubit reset

In the hyperpolarization process, the state of the NV needs
to be re-initialized after each cycle. It is therefore necessary
to be able to reset the state of the qubit representing the NV
center in the quantum computer. A qubit reset operation can
be defined by two Kraus operators:

K reset
1 =

(
1 0
0 0

)
, K reset

2 =
(

0 1
0 0

)
. (6)

On superconducting hardware this can be realized through
connecting a quantum circuit refrigerator (QCR) to each cir-
cuit element that needs to be reset [40–43]. Different reset
schemes are discussed in Sec. IV B.

3. Noise and errors

In this paper, we show that the simulation can tolerate
the noise of the quantum processing unit (QPU), and that
the simulation does not require large overheads to imple-
ment imperfections present in the nanoscale-NMR system, as

discussed in Sec. II. We will refer by systemimper fections to
effects in the nanoscale NMR system only, while the QPU is
affected by noise, referring to the effect of the environment on
the qubits, and errors, referring to inaccuracies of gates.

In our simulation of the algorithm, we use the most com-
mon noise models for superconducting transmon qubits [37],
namely, an amplitude damping channel modelled by the Kraus
operators:

Kamp
1 (t ) = |0〉〈0| +

√
1 − p(t )|1〉〈1| =

(
1 0
0

√
1 − p(t )

)
,

Kamp
2 (t ) =

√
p(t )|0〉〈1| =

(
0

√
p(t )

0 0

)
, (7)

with p(t ) = 1 − exp(−t/T1) and T1 = 60 μs, and a pure de-
phasing channel represented by the Kraus operators:

Kdeph
1 (t ) =

(
1 0
0

√
1 − p(t )

)
, Kdeph

2 (t ) =
(

1 0
0

√
p(t )

)
,

(8)
with p(t ) = 1 − exp(−(t )) and (t ) given by the expression
(t ) = t2

2

∫∞
0 dωI (ω) cotanh( βω

2 ) sinc2( ωt
2 ) where β is the in-

verse temperature of the environment. We chose the spectral
function I (ω) to be of the type 1/ f [37], and T2 = 60 μs. Ad-
ditionally, each gate operation is assumed to be calibrated up
to a two-qubit-gate (TQG) error εTQG ∈ [10−4, 10−2], with the
induced effective noise modelled by a depolarizing channel
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defined for single-qubit gates by the Kraus operators:

Kdepol
1 =

√
1 − p I,

Kdepol
2 =

√
p/3 X,

Kdepol
3 =

√
p/3 Y,

Kdepol
4 =

√
p/3 Z,

(9)

and for two-qubit gates by an analogous expression with the
tensor products of two Pauli matrices and the coefficients√

1 − p for the identity and
√

p/15 for the other operators.
Single-qubit-gate (SQG) errors εSQG are assumed to be one
order of magnitude lower than TQG errors.

C. Algorithm components

Our simulation of the nanoscale NMR problem follows the
general structure shown in Fig. 2(a). It starts by initializing
the states of all qubits, according to whether they represent
a nucleus or a NV center, then evolving them using Trotter
steps, followed by reset and re-initialization of the qubits
representing NV centers. The cycle of time evolution and
re-initialization is then repeated as many times as the protocol
calls for. Finally the qubits are measured, and the polarization
of the NV centers and nuclei are extracted as the expectation
values of the qubit representing each element. Figure 2(a)
shows the circuits for the case of continuous driving, while
the details of pulsed driving schemes are shown in Fig. 10(a)
in Appendix B. In the following, we go through these steps in
more detail for the case of a single NV center.

1. Initial state preparation

To enable the polarization transfer, it is necessary to pre-
pare the NV center in a specific initial state that depends on
the driving scheme. For the continuous-driving scheme, it is
the |+〉 or |−〉 state, and for the pulsed-driving scheme, it is
one of the two computational basis states, |0〉 or |1〉.

For a diamond at room temperature, the initial state of
the nuclear spins is well described by a fully mixed state
ρmixed = 1⊗N

2N , where 1⊗N is the 2N × 2N identity matrix. The
state can be approximated by running the algorithm sev-
eral times, each time with a different initial state obtained
by applying X gates randomly on the qubits representing
nuclei. A faster alternative to this sampling is the random-
phase-approximation-inspired method, described in Ref. [44],
and introduced into quantum computing in Ref. [45]. In this
method, the qubits are all prepared in an equal superposition
by applying Hadamard gates, and then the phases are ran-
domized through the application of random phase gates. The
method effectively reduces the prefactor in the scaling of the
sampling error [45].

2. Time evolution

We choose to implement the time evolution generated by
the Hamiltonian in Eq. (1) through Trotterization. For that,
the Hamiltonian is rewritten in terms of qubit Pauli operators
and arranged into noncommuting terms for an optimal Trotter
splitting. The resulting circuit, which performs one Trotter
step of the evolution in the continuous driving case, is de-

picted in Fig. 2(b). It consists of a set of initial single-qubit
gates, including the ones corresponding to the driving and the
detuning of the NV center, followed by three two-qubit gates
per nucleus. There are three types of interaction terms, of the
form XZ , Y Z and ZZ , when no internuclear interactions are
considered. With interactions there are a total of five inter-
action terms. Our native gate set only includes one type of
two-qubit interaction as explained in Sec. III B 1. Therefore
some SQGs need to be applied in order to convert the inter-
action terms into the right form, as discussed in Appendix D.
Under specific circumstances, some TQGs can be removed by
rotating the Hamiltonian into a more suitable basis as shown
in Appendix E.

3. Cycles and reset

The dynamics of the system is known to produce an ex-
change of polarization between the NV center and the nuclei.
This exchange is oscillatory, and therefore choosing a proper
stopping time is important in order to achieve an effective
polarization transfer from the NV center to the nuclei. In prac-
tice, a suboptimal transfer time can suffice, and the protocol
is then repeated several times by resetting the NV center to its
initial state and letting the system evolve under the drive again.
Due to the re-initializations the full evolution of the system
is nonunitary and a net gain of polarization of the system is
enabled.

This structure is represented in the quantum circuit in
Fig. 2(a) by the repeated Trotter evolution, followed by reset
operations on the qubit representing the NV center, and a
single-qubit gate to prepare the initial state of the driving
protocol.

D. Layout optimization

When implementing a quantum algorithm on a supercon-
ducting QPU, the planar qubit connectivity forces us to solve
the qubit-routing problem by introducing additional SWAP
gates to connect distant qubits. In this section, we study the
advantages of an optimized chip topology, a star topology,
over a square-grid array of qubits in terms of reducing the
number of SWAP gates that must be inserted to run the algo-
rithm in Fig. 2 on the device. Different topologies will imply
different counts of SWAPs added on top of the gates arising
from the algorithm itself, as shown in Fig. 3. On a NISQ
device, this implies different computational precision for the
same gate error magnitudes. We choose the SWAP count
as our metric to compare different topologies, as commonly
gates have fidelities limited by calibration. The errors could
be due to crosstalk, leakage, or filtering causing disturbances
to the control signals. Under this scenario we want to mini-
mize the gate count. On the other hand, for a highly tuned up
device whose gates are limited by qubit coherence times, it
would be optimal to minimize the circuit depth instead of the
TQG count.

Assuming the gate errors are independent, the total error
will be bounded by:

εgates = 1 − (1 − εTQG)NTQG (1 − εSQG)NSQG, (10)

where NTQG is the number of two-qubit gates, NSQG the
number of single-qubit gates, and εSQG is the SQG error.
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FIG. 3. (a) Three steps of the SWAP patterns in a five-qubit linear
chain displayed from top to bottom. Green (blue) arrows represent
the SWAP pattern for the case with (without) internuclear interac-
tions. The green pattern is known as the “odd-even” SWAP pattern.
The numbers are expressed according to the blue pattern, where label
0 represents the position of the NV center. (b) Star chip topology with
the SWAP pattern for the interaction with internuclear interactions.

Consequently, reducing the gate count, especially NTQG, has
an exponential effect on the precision of the computations,
underlining the effect of minimizing the SWAP gate overhead.
As SWAP gates are not native to the hardware, but must be
compiled out of three CZ gates, their effective error rate is
also much higher than those of native gates.

1. Square grid

A common choice in superconducting quantum chips is
the square grid of qubits. It has high connectivity and is
suitable for performing the surface code error correction when
scaled to large enough qubit counts with fast measurement and
feedback [46]. The qubit routing problem on a square grid
can be tackled using various numerical approaches [47–50].
However, these methods are inefficient. In our case, a tailored
SWAP routing method, shown in Fig. 3(a), has been chosen
and developed in Appendix F that can be shown to be well
suited from two perspectives. First, a comparison against the
cited numerical approaches (shown in Appendix F) reveals

FIG. 4. The (top) panel shows the percentage of SWAP gates
saved by using a star topology instead of a square grid for n qubits
for the cases with and without internuclear interactions. The (bottom)
panel shows the total TQG count against the qubit count in the
interacting case for the square grid and the star architecture.

that our routing method is better in terms of number of gates.
Second, it is completely deterministic and does not rely on
expensive numerical optimization methods. It can also be
shown not to be far from optimal: on a square grid each
qubit has at most four nearest neighbors, implying that any
SWAP operation provides at most three new neighbors. For
an all-to-all (ATA) interacting Hamiltonian there are n2/2
interactions, to leading order, for a simulation performed on
n qubits (corresponding to N nuclei and one NV center). This
implies a lower bound of at least n2/6 SWAPs for any SWAP
pattern on the square grid topology. Our SWAP pattern with
n2/2 SWAPs, discussed in Appendix F, is thus not far from
optimal.

2. Star architecture

A star topology allows to implement the simulation of
the simplified case without internuclear interactions directly,
without any SWAP gates. With internuclear interactions con-
sidered, we still find a reduction in SWAP gates as compared
to the square grid topology, as shown in Fig. 3(b). This re-
duction comes from the SWAP routing we implement, that
consists of making the qubit 0 in Fig. 3(b) interact with all the
external qubits and then swap its state with that of qubit 1 and
repeat this process until all interactions have been performed.
This allows us to use only n − 1 SWAP gates. The percentage
of SWAP gates that can be saved can be observed in Fig. 4.

However, this improvement in the number of gates comes
with a price to pay in the depth of the algorithm. We can only
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TABLE I. Overheads introduced by the decomposition of UZZ (φ)
gates into different examples of native TQGs in superconducting de-
vices. The single-qubit-gate (SQG) count includes only Rxy rotations,
as the Rz rotations can be implemented virtually.

UZZ (φ) UZZ (−π/4) CZ(π ) CNOT

TQGs 1 2 2 2
SQGs 0 5 3 1

do one TQG at a time in the star chip and we have 3
2 n(n − 1)

TQGs from simulating the physical interactions and 3(n − 2)
TQGs from the SWAPs. This yields a depth for the TQGs
of 3

2 n2 + 3
2 n − 6 in a star chip, while for a square grid it is

6n. Such depth increase comes from the reduction in paral-
lelization, since all gates now act via the central qubit. On the
other hand, less parallelization reduces the types of possible
crosstalk errors. Adding connections between external qubits
reduces the depth of the circuit, since the main cause of circuit
depth is the fact that the interaction of two external qubits
needs to be done exclusively by the central qubit. Further
studies are required to see if the addition of more external
layers to this topology (such as in a spider web) can lead to
better compromises between depth and gate count, especially
for simulating systems with clusters of strongly interacting
nuclei.

E. Gate-level optimization

The two-qubit interactions that appear in the algorithm are
the XZ , Y Z and ZZ interactions, as shown in Sec. III C 2
and Fig. 2(b). When compiling the algorithm into the native
gates of the device, all these interactions must be implemented
in terms of some available gate set. We study in Table I
the overhead introduced by decomposing these interactions
into different examples of native TQGs of superconducting
devices; namely, the parametrizable and fixed-phase UZZ gate,
the fixed-phase controlled-Z gate CZ, and the CNOT gate. The
CNOT gate is usually performed by making use of the cross-
resonance gate [37,51], which introduces an UXZ interaction,
making it equivalent to the UZZ for the purpose of this algo-
rithm. We assume that the SQGs that can be implemented are
the Rxy and the Rz gates. These numbers can be further reduced
if the first and last SQGs introduced by this compilation are
combined with the adjacent SQGs in the algorithm.

The conclusion is that fixed-angle gates will double the
number of TQGs that need to be physically performed. In
Ref. [52], the improvements coming from the reduction of
the gate count are compared to the new errors introduced by
the interpolation of the calibrated phases. For two instances
of a Quantum Approximate Optimization Algorithm (QAOA)
[53], it is shown that the performance is better when using
parametrized TQGs.

The gate sequences for some of the gate decompositions
are shown in Fig. 5.

IV. CO-DESIGN HARDWARE

A star-architecture chip has fundamental scaling issues
using a transmon as the central qubit as the number of neigh-

FIG. 5. (a) Gate decomposition of e−iφZZ in terms of the fixed-
phase UZZ ( π

4 ) gate, (b) the CNOT .

bors grows. Every neighbor added to the center qubit would
decrease its charging energy Ec. To keep the qubit frequency
constant and anharmonicity in the transmon regime, the ratio
of the qubit’s Josephson energy to its charging energy, Ej/Ec,
must remain unaffected. Therefore we cannot afford to change
its charging energy. This leads to a trade-off between the
number of coupled qubits and their coupling strength to the
central element.

The spirit of Co-Design calls for replacing the central
transmon with another object that enables this scaling in size.
A resonator has no Josephson energy Ej , so the Ej/Ec ratio
is not altered by adding more capacitive couplings to the
resonator. Only small corrections to its frequency are intro-
duced by adding coupled qubits. As a distributed element, a
co-planar waveguide resonator also has physically more space
for couplings than a central transmon qubit. By elongating the
resonator and choosing the mode with the target frequency,
the number of qubits coupled to it can further be increased.
These properties make a resonator a favourable component in
the center of the chip.

In the device in Fig. 6(a), the qubits are capacitively cou-
pled to the resonator via tunable couplers [39,54,55] in the
proximity of a voltage maximum of a standing wave in the
resonator. As the resonator is elongated, we must use higher
harmonic excitations of the resonator to keep the frequency
around the operational frequency of the qubits. Tunable cou-
plers avoid the frequency crowding issues related to direct
coupling [56,57], and the linear resonator has higher con-
nectivity in the center than ring resonator structures with
quasi-all-to-all connectivities [58].

A linear resonator cannot in general be used as a qubit,
since a microwave drive on it will not only populate the
{0〉|, 1〉|} subspace, but also higher excited states. However,
the effective interactions mediated via the tuneable coupler
in Fig. 6(a) are of the type a†aZ and (a + a†)X + (a − a†)Y
where a and a† [37] are the resonator creation and annihila-
tion operators. These types of interactions conserve excitation
number, so when at most one excitation is in the qubit-
resonator system, the resonator cannot be populated beyond
its first excited state through interaction with a qubit medi-
ated a tuneable coupler. CZ and iSWAP gates between the
resonator and a qubit can be performed using the two inter-
actions, and the theory is developed more fully in Sec. IV A.
Then, a resonator together with an external qubit can be used
as an effective central qubit in the following way.
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FIG. 6. (a) Central λ/4 resonator with 6 qubits coupled via tun-
able couplers. The resonator is also coupled to a quantum circuit
refrigerator enabling fast reset. The device acts effectively as a six
qubit star-architecture chip. (b) Electrical diagram of transmon qubit
(left) coupled to a resonator mode (right) via a tunable coupler (cen-
ter). The qubit has frequency ωq, coupler ωc, and resonator ωr . The
qubit and resonator have a direct capacitance Cqr and capacitances
Cqc and Crc respectively to the coupler.

1. Prepare all qubits and the resonator in their ground
states

2. Select one qubit to form the effective central qubit to-
gether with the resonator

3. Prepare an arbitrary state in the selected qubit
4. Perform an iSWAP operation from the selected qubit to

the resonator initially in the ground state
5. Perform CZ gates between the resonator and any other

qubits
6. Perform an iSWAP operation back from the resonator

to the selected qubit for measurement
The theoretically most straightforward protocol would be

to perform a SWAP gate from the qubit to the resonator. The
iSWAP, on the other hand, is a native gate that can directly
be implemented on the hardware in Fig. 6(b). The iSWAP
gate between the resonator and the qubit is represented by the
unitary operator:

UiSWAP =

⎛
⎜⎝

1 0 0 0
0 0 −i 0
0 −i 0 0
0 0 0 1

⎞
⎟⎠. (11)

TABLE II. Parameters of star-architecture chip.

Parameter Symbol Value

Resonator frequency ωr 2π × 4.3 GHz
Qubit anharmonicity αq −2π × 0.187 GHz
Coupler anharmonicity αc −2π × 0.110 GHz
Resonator-coupler coupling grc 2π × 98.5 MHz
Qubit-coupler coupling gqc 2π × 101.8 MHz
Resonator-qubit coupling grq 2π × 8.9 MHz
Resonator relaxation T r

1 60 μs
Qubit relaxation T q

1 60 μs
Coupler relaxation T c

1 30 μs
Resonator dephasing T r

2 60 μs
Qubit dephasing T q

2 60 μs
Coupler dephasing T c

2 30 μs

Since the CZ gates performing the computation following
the iSWAP are diagonal in the computational basis, the phase
introduced by the iSWAP is uninvolved in the gate. This
enables substituting the SWAP gate by an iSWAP gate in the
protocol to further minimize the gate count.

A. Gate theory and simulations

Here we demonstrate that in our star architecture CZ and
iSWAP-type gates between any of the qubits and the {0〉|, 1〉|}
subspace of a chosen resonator mode can be implemented.
The operational principles of these gates are very similar
to those between two qubits coupled with a tunable coupler
[39,54,55,59]. The main limitation of our architecture (where
one transmon is replaced by a resonator) is that iSWAP opera-
tions can only be performed in the zero- and single-excitation
subspace of the two-qubit computational basis.

1. Conditional-Z gate

The CZ operation between the resonator and the qubit is
described by the unitary operator:

CZ(φ) =

⎛
⎜⎜⎝

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 e−iφ

⎞
⎟⎟⎠. (12)

This gate is equivalent to the UZZ (φ) gate in Eq. (5) up
to two Rz rotations. To operate a CZ gate, we initialize the
resonator-coupler-qubit set up shown in Fig. 6(b) at the idling
configuration with zero effecting coupling between the qubit
and resonator. Note that the coupler is also a transmon that
shows a higher sensitivity to the magnetic flux than regular
qubits. We next apply a flux pulse that lowers the coupler
frequency, turning on the effective coupling between the res-
onator and the qubit. Depending on the flux pulse shape,
the state collects conditional phase φ and possibly expe-
riences population oscillations between computational and
noncomputational states, as a function of the time spent at the
gate-operation frequency. We optimize the pulse amplitude
and duration such that after the flux pulse the CZ gate fidelity
is maximized. Details of the gate theory can be found in
Appendix G and the considered device parameters in Table II.
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FIG. 7. (a) CZ gate error landscape averaged over random initial
states. Contours with a low error are highlighted with a dashed
line. (b) iSWAP gate error landscape obtained by averaging over a
number of random initial states in the zero- and one-excitation man-
ifolds. Both plots are produced using system parameters shown in
Table II.

In Fig. 7(a), we operate our CZ gate by tuning the coupler
frequency using a flattop Gaussian shaped flux pulse. The
width of our Gaussian filter was fixed at 3 ns. Applying such
a flux pulse to coupler results in a coupler frequency shift
by ωshift

c from the idling configuration. Then by appropriately
tuning ωshift

c and the gate time τ , one locates the optimal pulse
configuration that minimizes the CZ(π ) gate error εCZ = 1 −
(tr
√√

ρσ
√

ρ )
2
, where σ is the target density matrix obtained

after propagating some initial state |�〉〈�| with the ideal
unitary of Eq. (12) and ρ the final density matrix obtained
after propagating |�〉〈�| with the Lindbladian corresponding
to our system defined in Eq. (G1). For our device parameters,
the maximal decoherence limited CZ gate error averaged over
a number of random initial states is 1.6 × 10−3. Note that
the system parameters in Table II were chosen such that they
allow for the possibility to find a good idling configuration,
where the residual CZ interaction vanishes before the gate
operation. In our simulations, we have included environmental
noise, such as amplitude damping and pure dephasing and

treated them using a Lindblad master equation solver in QUTIP

[60,61].

2. iSWAP gate

Just as the CZ gate, the iSWAP gate can be natively realized
in superconducting quantum computing architecture [37].
With our device, we can perform high-fidelity iSWAP gates
between zero- and single-excitation computational states. The
two-photon state |1〉r ⊗ |1〉, where |1〉r denotes the first ex-
cited state of the resonator, must be excluded because it
resonantly interacts with the state |2〉r ⊗ |0〉 inducing a pop-
ulation exchange between the states. Hence the resulting
operation in this subspace does not match the action of the
targeted iSWAP operation.

The capacitive coupling between the elements of the elec-
trical circuit shown in Fig. 6(b) gives rise to an effective XY
interaction between the qubit and resonator under the rotating
wave approximation. Such an interaction conserves excitation
number. With only the qubit or resonator (or neither) initially
populated, we stay within the single excitation subspace of
the joint system, thereby minimizing leakage of quantum
population into the higher excited states of the resonator. The
XY interaction can be turned on by first tuning the qubit in
resonance with the resonator, and then applying a flux-pulse
to the coupler to turn on the coupling, similar to the CZ gate
operation.

Figure 7(b) shows iSWAP gate error landscape for the
same device parameters (given in Table II). The optimal av-
erage iSWAP gate error εiSWAP obtained for our device is
1.7 × 10−3. This result is obtained by averaging over a num-
ber of random initial states within the zero- and one-excitation
manifolds.

The results of our two-qubit-gate simulations demonstrate
that our star architecture supports operating gates with similar
fidelities as regular transmon qubits coupled together. The
increased local connectivity of the device reduces the need
for SWAP gates to simulate the nanoscale NMR problem (and
others with a similar structure) and consequently in the end
improves simulation fidelities.

B. Reset

The hyperpolarization protocol described in Sec. II needs
regular re-initializations of the state of the NV center. The
Co-Design hardware for simulating the protocol must there-
fore support this operation within qubit lifetimes. This is a
hardware challenge, but one with solutions in sight. In par-
ticular, the quantum circuit refrigerator (QCR) has been used
to perform the reset in tens of nanoseconds [40–43], which
is a similar timescale to gate operations. The advantage of
using a QCR for the reset is the possibility to reset the cen-
tral resonator directly, without the need transfer the resonator
population back to the central qubit using an iSWAP gate.
Alternatively, a fast reset is possible through applying a flux
drive to a qubit to SWAP its state with its measurement line
[62]. This scheme has the advantage of not requiring any
additional hardware not already present on the chip, but comes
with a small cost in the circuit depth, as the state of the
resonator must be transported using an iSWAP gate into the
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FIG. 8. Polarization transfer from one NV center to two interacting nuclei for a simulation time t f = 30 μs and a single cycle with s = 32
Trotter steps. The relevant observables to represent polarization are those included in the legends. (Left) with continuous driving and (right) with
pulsed driving. Both plots depict with solid lines an exact simulation of the nanoscale NMR system including its usual imperfections, namely
a detuning of δ1 = 120 kHz and a fluctuating microwave drive amplitude which follows an OU process with correlation time τ = 500 μs
and diffusion constant c = 4 × 10−7 μs−1 [see Eq. (2)]. The dotted lines show a simulation additionally including QPU noise and errors (as
defined in Sec. III B 3). The dashed vertical black lines indicate the expected resonance frequencies of the nuclei, i.e., where the peaks should be
centered in the absence of the detuning δ1. The noisy QPU has εSQG = 10−4, εTQG = 2 × 10−3 and amplitude damping and pure dephasing with
T1 = 60 μs and T2 = 60 μs with gate durations of single- and two-qubit gates τSQG = 60 ns and τTQG = 27 ns, respectively. The parameters
are chosen to demonstrate the performance of a state-of-the-art superconducting QPU. The characteristic effect of the detuning is to shift the
curves to the left in frequency domain, as can be seen in (left). (Right) This effect is compensated by the pulsed driving, which refocuses
detuning errors. The amplitude damping affecting the QPU shifts down the expectation value of all observables, while the (depolarizing) gate
errors decrease the polarization transfer efficiency by reducing the visibility of the peaks.

designated central qubit and be re-initialized there. The reset
timescale is also somewhat longer than when using a QCR.

V. RESULTS AND DISCUSSION

In this section, we discuss the two main results of the paper:
namely the predicted performance of our proposed quantum
algorithm on a regular noisy QPU, as well as the performance
increase obtained with our proposed Co-Design QPU. To this
aim, we will focus on the polarizations of the NV center and
nuclear spins, that are relevant quantities of the problem and
straightforward to measure in a quantum computer.

In Fig. 8, we compare the frequency response of the po-
larization transfer process on two different simulated devices:
a QPU with realistic noise parameters, and an ideal noiseless
QPU. We consider one NV center, two interacting nuclei and
different driving frequencies for both continuous and pulsed
driving schemes. In the simulation we ignore errors in the
preparation of the fully mixed state of the qubits representing
the nuclei. The blue curves show the remaining polarization
in the NV center after one cycle of initialization and time
evolution, while the red and the green curves correspond to the
nuclear polarizations at the end of the cycle. For each nucleus
there appears a resonance frequency in the system, for which
the polarization transfer is optimal for said nucleus, depicted
in the figure by the peaks of the curves.

Both simulations include the effects of the most common
imperfections in nanoscale NMR systems, i.e., energy detun-
ings and Rabi frequency fluctuations discussed in Sec. II. The
simulation of the quantum algorithm additionally includes
noise and gate errors present in the QPU. It is notable that

the noise affects the height and shape of the peaks more than
their location.

The system imperfections include a detuning of 120 kHz
of the NV center from the zero-field splitting that shifts the
peaks in Fig. 8 (left) to frequencies lower than their predicted
Larmor frequencies (dotted vertical black lines). Figure 8
(right) shows how the pulsed-driving scheme XY8 [24,25]
acts as a robust dynamical decoupling sequence, eliminating
such frequency shifts both in the ideal and noisy simulations.

Regarding the QPU noise and errors, the amplitude damp-
ing channel causes an overall shift down of all polarizations
at all driving frequencies. Dephasing noise and gate errors (as
modelled by depolarizing noise) cause the curves in Fig. 8 to
flatten and lose contrast. While we have discussed how the
product of gate errors is minimized by reducing the SWAP
overhead through Co-Design hardware, the loss of contrast
can also be addressed through error mitigation techniques
such as zero-noise extrapolation [63–65]. Dephasing can also
be reduced through dynamical decoupling techniques [37],
thus extending the system coherence and increasing the ef-
fective T2 time. The simulations presented in Fig. 8 include
the decoherence times and gate fidelities that can be achieved
with the hardware in Sec. IV. This implies an overestimation
of the actual errors in the simulation, since the gate fidelities
already include some decoherence.

To quantify the advantage of our Co-Design processor,
Fig. 9 shows how the reduction in TQGs improves our ability
to extract relevant information from the simulation. The fig-
ure compares the star-architecture chip to qubits connected on
a square grid simulating a six qubit system with one NV center
and five noninteracting nuclei. On the two chips we use SWAP
patterns according to the schemes discussed in Sec. III D.
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FIG. 9. Performance gain from Co-Design: a comparison be-
tween a Co-Design star-architecture against a square grid, taking as
reference an ideal simulation without QPU noise. The comparison
highlights the negative effect that the SWAP gates on the square
grid have on extracting relevant information from the simulation. We
consider two quantities: in (a), the ratio ξ̄ between the height and the
width of the polarization peaks, and in (b), the estimation error of the
polarization peak center �̄peak, where the bars denote an average over
five nuclei for each noise level. The simulations were performed with
the same parameters as in Fig. 8, except for the number of qubits,
which has been increased from 2 to 5.

First, Fig. 9(a) shows the average height-to-width ratio ξ̄ of
the nuclear polarization peaks obtained with star and square
grid topologies with respect to an ideal error-free simulation.
It serves as an indicator of how much the QPU noise degrades
the simulation for each case. The ratio ξ̄ is computed by fitting
a Gaussian function on each peak, and computing:

ξ̄ =
〈 h

σ

〉
, (13)

where h is the height and σ the variance of the fitted Gaussian
function, averaged over the five nuclei.

The curves for both topologies must coincide at ξ̄ = 0 for a
maximal-error device, and at ξ̄ = ξ̄ideal for an error-free quan-

tum computer, since for a maximal-error device the output is
pure noise and for an error-free quantum computer the number
of SWAPs is irrelevant to the precision. For NISQ devices in
between these limits, a performance difference between the
architectures is observed. For systems with more nuclei and
NV centers, the differences between topologies start to appear
at lower errors, since the number of total operations grows.
This shows how the QPU topology is of great importance
for the computational precision of NISQ devices, while for
fault-tolerant quantum computers the precision is unaffected
by the topology.

Second, Fig. 9(b) shows the average relative error in the
central frequency of the NMR peaks:

�̄peak =
〈∣∣∣ωnoisy − ωideal

ωideal

∣∣∣〉, (14)

where ωnoisy and ωideal are the peak-center frequencies ex-
tracted from the Gaussian fittings for the noisy and ideal
cases, respectively. The peak centers correspond to driving
frequencies that efficiently transfer polarization to different
parts of the diamond lattice.

With the quantum simulation we can individually identify
the nuclear resonance peaks by directly measuring the polar-
ization of each qubit. This could enable exploration of how
the polarization diffuses in the lattice with single-nucleus pre-
cision. In contrast, in a standard nanoscale NMR experiment,
one typically only has only access to the excitation loss of
the NV(and thus only to the average transmitted polarization).
This demonstrates the advantage of simulating the system
on a quantum computer, as a it provides access to the rele-
vant microscopic details of the dynamics that are otherwise
inaccessible.

The figures demonstrate that the Co-Design chip is able to
detect the resonance frequencies and predict the peak heights
better at all considered noise levels. The power of Co-Design
is particularly evident in Fig. 9(b), where the square grid is
shown to require two orders of magnitude lower noise levels
to reach the same accuracy as the Co-Design chip.

VI. CONCLUSIONS AND OUTLOOK

We have presented a quantum algorithm to simulate a
nanoscale NMR problem, namely a hyperpolarization proto-
col. We have simulated the proposed quantum algorithm with
typical noise processes of a NISQ superconducting quantum
computer with state-of-the-art parameters. We find that, de-
spite considering a noisy QPU, our protocol still allows to
identify the positions of the nuclear resonances (correspond-
ing to the maximal polarizations) in the frequency domain, as
well as the behavior in the vicinity of such resonant frequen-
cies, thus enabling the exploration of optimized protocols and
driving parameters to hyperpolarize the nuclear ensemble.

Moreover, we have shown that a specific Co-Design archi-
tecture adapted to the problem provides an advantage over
general-purpose designs in the NISQ era, thanks to the re-
duction in two-qubit-gate count. Consequently, the adapted
design reduces the necessary gate fidelities to solve practical
problems in nanoscale NMR. This application-specific QPU
consists of a central resonator, representing an NV center,
coupled to a number of qubits representing the nuclei. The
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design can be scaled to more NV centers and a potentially
large number of qubits around them. This is an example of a
shortcut to quantum advantage. Adapting more NISQ-friendly
algorithm alternatives, such as those listed in [4], adapted
to the problem and to the Co-Design hardware can provide
further shortcuts.

Our work opens interesting directions for further investi-
gation, since a quantum processor able to efficiently simulate
nanoscale-NMR scenarios with a large number of nuclear
spins would have a great impact on NMR-based applications.
Fast and reliable quantum simulations of interacting spin
systems would improve the interpretability of zero- and low-
field NMR where spin-spin interactions become dominant
[11], and nanoscale-NMR systems where a quantum sensor
is strongly coupled via dipole-dipole interactions to nuclear
or electron spin clusters. A possible application of the latter
is the estimation of inter-label distances (via, e.g., Bayesian
analysis of the NV center response) in electronically labeled
biomolecules [19]. In this case, the numerical analysis of sys-
tems beyond two-electron spin labels in realistic conditions,
including protein motion and decoherence channels, is already
numerically challenging.
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APPENDIX A: DERIVATION OF THE SYSTEM
HAMILTONIAN

The Hamiltonian in Eq. (1) can be derived from first princi-
ples. Let us first assume a model including only two 13C nuclei
and one NV center (Fig. 1) with dipole-dipole interactions.
For simplicity we also consider the NVs to be aligned with
the external magnetic field. In that case, the Hamiltonian of
the system reads:

H = DS2
z − γeBzSz − γcBz

(
Iz
1 + Iz

2

)+
2∑

k=1

h̄μ0γeγc

2|�rk|3
[
�S · �Ik − 3(�S · �rk )(�Ik · �rk )

|�rk|2
]

+ h̄μ0γ
2
c

2|�r1,2|3
[
�I1 · �I2 − 3(�I1 · �r1,2)(�I2 · �r1,2)

|�r1,2|2
]
,

(A1)
where S j is the jth spin component of the NV center, I j

k the jth spin component of nucleus k, D is the zero-field splitting of the
NV center, γe and γc are the gyromagnetic factors of the NV center and the nuclei respectively, Bz is the external magnetic field,
which is aligned with the symmetry axis of the NV center �rk is the relative position vector between the NV center and nucleus k
and �r1,2 is the relative position vector between both nuclei.

We go into an interaction picture with respect to H0 = DS2
z − γeBzSz. The NV-nuclei interaction term reads:

HI
NV−N =

2∑
k=1

h̄μ0γeγc

2|�rk|3
{[

SzI
z
k − 3

(
Szr

z
k

)
(�Ik · �rk )

|�rk|2
]

+ U †
0

[
SxIx

k + SyIy
k − 3

(
Sxrx

k + Syry
k

)
(�Ik · �rk )

|�rk|2
]

U0

}
, (A2)

where we split the expression in commuting and noncommuting operators. The noncommuting operators pick a fast-rotating
phase and can be neglected through the rotating-wave approximation. By performing an interaction-picture transformation with
respect to H0 = −γcBz(Iz

1 + Iz
2 ) = ω(Iz

1 + Iz
2 ), the nucleus-nucleus interaction term reads:

HI
N−N = h̄μ0γ

2
c

2|�r1,2|3
U †

0

[
�I1 · �I2 − 3(�I1 · �r1,2)(�I2 · �r1,2)

|�r1,2|2
]
U0

= h̄μ0γ
2
c

2|�r1,2|3
{

Iz
1Iz

2 + 1

2
(I+

1 I−
2 + I−

1 I+
2 )

−3
[
I+
1 eiωt

(
rx

1,2 − iry
1,2

)+ I−
1 e−iωt

(
rx

1,2 + iry
1,2

)][
I+
2 eiωt

(
rx

1,2 − iry
1,2

)+ I−
2 e−iωt

(
rx

1,2 + iry
1,2

)]
4|�r1,2|2

}
, (A3)

with I±
k = Ix

k ± iIy
k . Applying again the rotating-wave approximation and undoing the interaction picture, we finally arrive at:

HI = −γcBz
(
Iz
1 + Iz

2

)+ Sz( �A1 · �I1 + �A2 · �I2) + g1,2

[
Iz
1Iz

2 − 1

4
(I+

1 I−
2 + I−

1 I+
2 )

]
, (A4)

with �Ak = h̄μ0γeγc

2|−→rk |3 [ẑ − 3(ẑ·�rk )�rk

|�rk |2 ], and g1,2 = h̄μ0γ
2
c

2|�r1,2|3 [1 − 3(
rz

1,2

|�r1,2| )
2].

We rewrite Sz in the {|0〉, |1〉} subspace by dropping out the | − 1〉 energy state as it will not participate in the dynamics.
Leakage to that state would not be a problem because of the energy difference between states |0〉, |1〉 and |0〉, | − 1〉. Then by
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using that |1〉〈1| = 1−σ z

2 to we get:

HI = −�ωc
1 · �I1 − �ωc

2 · �I2 + σz

2
( �A1 · �I1 + �A2 · �I2) + g1,2

[
Iz
1Iz

2 − 1

4
(I+

1 I−
2 + I−

1 I+
2 )

]
, (A5)

where �ωc
k = −( Ax

k
2 ,

Ay
j

2 ,
Az

j

2 − γcBz ) is the modified nuclear Larmor term due to the presence of the NV center.
Generalizing equation (A5) to M NV centers and N nuclei, including the detuning of the NV centers and adding the microwave

driving term we obtain precisely the Hamiltonian in Eq. (1).

APPENDIX B: HYPERPOLARIZATION SEQUENCES

1. Hartmann-Hahn sequence

Here we explain the dynamics induced by the continuous
driving on the hyperpolarization protocol. To illustrate the
mechanism, we consider a system including a single NV
center and a single nucleus. The corresponding Hamiltonian,
now including the driving term, reads:

H = DS2
z − γeBzSz − γcBzIz + Sz �A · �I + Sx

√
2 � cos(ωt − φ).

(B1)
In the interaction picture with respect to DS2

z − γeBzSz, we
obtain:

HI = −γnBzIz + Sz �A · �I + �

2
(eip+t |1〉〈0| + eip−t |

− 1〉〈0| + H.c.)[ei(ωt−φ) + e−i(ωt−φ)], (B2)

where p+/− = D ± |γe|Bz. Choosing the resonance condition
ω = p+ and applying the rotating-wave approximation, we
get:

HI = −γnBzIz + Sz �A · �I + �

2
(eiφ|1〉〈0| + e−iφ |0〉〈1|). (B3)

Finally we can use the identity |1〉〈1| = 1−σ z

2 and the fact that
there will be no transitions to the | − 1〉 because of energy
differences:

HI = −�ωc · �I − σz

2
�A · �I + �

2
σφ, (B4)

where σφ = e−iφ |1〉〈0| + eiφ|0〉〈1| = e−iφσ− + eiφσ+ and
�ωn = −( Ax

2 ,
Ay

2 ,
Az

2 − γnBz ). More details about the different
terms were discussed in the main text, in Sec. II. Choosing
φ = 0 and further moving to an interaction picture with re-
spect to the terms −�ωc · �I + �

2 σx, we obtain:

HI = ei �
2 σxtσze−i �

2 σxt

2
e−i�ωc·�It �A · �Iei�ωc·�It . (B5)

We choose now � = |�ωc|, leading to the so-called
Hartmann-Hahn double-resonance condition. Applying
the identity ei�I·l̂φ �I · �be−i�I·l̂φ = �I[(�b − (�b · l̂ )l̂ ) cos φ − l̂ ×
�b sin φ + (�b · l̂ )l̂] and the rotating-wave approximation
to remove time-dependent terms, we get the flip-flop
Hamiltonian:

HI = A⊥

4
(|+〉〈−|I+ + |−〉〈+|I−), (B6)

with A⊥ = | �A⊥
x | = | �A − ( �A · ω̂c)ω̂c| and the nuclear coordi-

nates changed so that x̂ = Â⊥
x and ẑ = Â‖

z with �A‖
z = ( �A ·

ω̂c)ω̂c.

2. Pulsed sequence

Now we consider the pulsed case, represented by the driv-
ing term Hdr = �(t )

2 σφ , where �(t ) is a train of π -pulses. The
Hamiltonian is already expressed in the interaction picture
from Eq. (B4). From there, we further move into a rotating
frame with respect to the driving term. The corresponding
unitary transformation is U0 = (−iσφ )k for the time interval
between pulses k and k + 1. This leads to:

HI = −�ωc · �I + F (t )
σz

2
�A · �I, (B7)

where F (t ) is the so-called filter function, with value +1 when
k is even, and −1 when k is odd, representing the sign of the
operator σz, flipped by the action of each pulse.

It is necessary to apply two different patterns of pulses. The
“symmetric case,” meaning an evenly distributed sequence
of pulses for which the filter function is even and can be
expanded in Fourier series of cosines as:

F (t ) =
∞∑

n=1

fn cos

(
2πn

T
t

)
, (B8)

with fn = 0 when n is even and fn = − 4
πn when n is odd, if

the pulses are distributed such that the interpulse spacing is
constant. We choose the resonance condition T = 2πn

| �ωc| , where
n is the harmonic number. This is the same resonance condi-
tion that we introduced in Sec. II, but here it is formulated with
the period T that appears in the Fourier expansion, instead of
with the interpulse spacing τ = T

2 from before. Going to an
interaction picture with respect to −�ωc · �I and repeating the
procedure we used above in the Hartmann-Hahn case, we get:

HI = αA⊥σzIx, (B9)

where α = fn/4.
With the second pattern of pulses, called the “asymmetric

case,” we apply an oddly-distributed sequence of pulses for
which the filter function is odd and can be expanded in a
Fourier series of sines. Note that this sequence of pulses is
identical to the even sequence but shifted by a π/2 phase. An
analogous derivation gives:

HI = βA⊥σzIy, (B10)

with β = gm/4 and gm coming from the Fourier expansion of
sines, analogously to fn.

Combining these two patterns one can generate an effective
Hamiltonian of the form:

HI = αA⊥σzIx + βA⊥σzIy, (B11)
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FIG. 10. (a) Sketch of the overall operation of the simulation algorithm for one NV center and two nuclei, with pulsed driving. Compare
with Fig. 2. The Rxy gates highlighted in yellow are the rotations on the qubit representing the NV mentioned just before equation (B12). The
term T.e. stands for Trotterized evolution and represents half of the free evolution of the system in between pulses, and can be devided into
one or more single Trotter steps. The asymmetric and symmetric sequences of pulses are the ones discussed in Appendix B 2. The schematic
drawings below the circuit in the form of square waves depict the modulation of the filter function [Eq. (B7)] under the two different pulse
patterns. We choose the pulses to be either X or Y gates acting on the qubit representing the NV, following the pattern XYXYYXYX, which can
be repeated Nblocks times for a stronger signal amplification. However, in our simulations a single block was enough to see clear patterns of
polarization transfer, such as the ones in the right plot of Fig. 8. (b) Corresponding gate sequence of one Trotter step, as in Fig. 2, but without
the Hdr inside, because in this case the driving is applied through the sequence of pulses.

which can be transformed with simple rotations on the qubit
representing the NV into:

HI = αA⊥σxIx + βA⊥σyIy, (B12)

and this is equivalent to an interaction-exchange flip-flop
Hamiltonian, similar to the one for the continuous-driving
case (B6). A more detailed description of this whole process,
including the expressions of the Fourier coefficients fn and gm

can be found in reference [18].
In order to visualize the structure of the pulsed-driving

case, we have included in Fig. 10 the circuit implementing all
these terms on a quantum chip for the case of one NV center
and two nuclei.

APPENDIX C: RANDOMIZED TROTTER TECHNIQUES

As explained in Sec. III, we chose Trotter expansion.
Besides this, we can consider other simulation approaches
such as the variational quantum simulator [33], the quantum
assisted simulator [34], numerical quantum circuit synthesis
[35], or a plethora of other quantum simulation algorithms
aimed at NISQ devices [4].

In addition, other approaches like randomized Trotter have
been recently shown to provide some advantage compared

to standard Trotter expansions [66]. We also propose to use
one randomized approach, qDRIFT [32], that consists of the
following: instead of splitting the whole evolution operator
e−it f

∑
j h j Hj into simpler terms as done in full Trotterization,

the method applies a random selection of such terms to the
quantum circuit. This random selection is based on the proba-
bility distribution given by the weight of each term hjHj . For
a certain evolution time, this set of gates can approximate the
whole evolution operator by statistically drifting the state of
the circuit towards the deterministic final state.

The error bound for this method is given as [32]:

ε
qDRIFT
sim �

2λ2t2
f

Nterms
, (C1)

where λ = ∑
j h j and Nterms is the number of individual

two-qubit evolution operators that are implemented. These
evolution operators have the form e−iτHj , being τ a constant
related to the relative weight h j

λ
that the term Hj has in the

Hamiltonian.
The advantage of qDRIFT compared to Trotterization is

particularly apparent when dealing with Hamiltonians with a
large number of terms with small coefficients, simulated for
short times. While in the standard Trotter case, every term has
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to be simulated for each step no matter how small its effect is,
in qDRIFT this is not required. A more thorough analysis of
errors in qDRIFT and gate counts can be found in [67].

This method is particularly suitable to our problem, since
the range of coefficients in the Hamiltonian of a real diamond
is large due to the length scales involved.

In this case, with qDRIFT the terms with smaller coeffi-
cients do not add a significant amount of gates as they would
in conventional Trotterization approaches.

We note that other adapted protocols such as SparSto [68]
can further enhance the simulation of this type of systems.
SparSto represents a compromise between Trotterization and
qDRIFT, generally guaranteeing an equal or better perfor-
mance than both of them. We will not go into detail on this
method since Trotterization and qDRIFT are enough to illus-
trate the main ideas behind this work.

APPENDIX D: HAMILTONIAN DECOMPOSITION FOR
TROTTERIZED TIME EVOLUTION

In order to simulate the dynamics generated by the Hamil-
tonian in Eq. (1) on a quantum computer using Trotterization,
we first need to express it in a suitable way. To begin with, we
split the Hamiltonian into two parts:

H = HSQG + HTQG, (D1)

which can be expressed in terms of qubit Pauli operators:

HSQG =
N∑

k=1

[
Ax

k

2

Xk

2
+ Ay

k

2

Yk

2
+
(Az

k

2
− γcBz

)Zk

2

]

+
M∑

j=1

δ jZ j, (D2)

HTQG =
M∑

j=1

N∑
k=1

[
Ax

k

2

Xk

2
Zj + Ay

k

2

Yk

2
Zj + Az

k

2

Zk

2
Zj

]

+
N∑

k′>k=1

gk′k

4

[
Zk′Zk − 1

2
Xk′Xk − 1

2
Yk′Yk

]

+
M∑

j> j′
h j′ j[Zj′Zj − Xj′Xj − Yj′Yj]. (D3)

Since in the rotating frame with the drive the Hamiltonian
is time independent, the time-evolution operator is simply
given by:

U = e−it f H , (D4)

where t f is the time for which the simulation runs.
The time-evolution operator is split into s discrete steps

through Trotter decomposition:

U = e−it f H = e−it f (HSQG+HTQG ) ≈
[

e−i
t f
s HSQG e−i

t f
s HTQG

]s

+ O
((

t f

s

)2)
. (D5)

The evolution operator associated with single-qubit gates
in each Trotter step of equation (D5) needs to be rewritten in

terms of our native gate set. It is always possible to decompose
any single-qubit unitary exactly, up to a global phase, into a
sequence of three single-qubit rotations such as, for example,
a rotation about the y axis in between two rotations about the
z axis:

U1 = Rz(β )Rxy(π/2, γ )Rz(δ), (D6)

where the angles β, γ , and δ need to be determined from
the specific entries of the unitary in question to simulate the
evolution of the pth qubit:

U p
1 = e

−i
t f
s

(
Ax

p
2

Xp
2 + A

y
p

2
Yp
2 +

(
Az

p
2 −γcBz

)
Zp
2

)
. (D7)

From now on, we will concentrate on the case of a sin-
gle NV center, which will be encoded in qubit 0. Then, the
evolution operator associated to single-qubit gates for the NV
center will be:

U 0
1 = e−i

t f
s δ0Z0 . (D8)

Matching the entries of the matrices corresponding to the
unitaries on equations (D7) and (D8) we get a system of
equations for the angles β, γ , and δ for each Trotter step s.

There are 3 (5) types of interaction terms of the form
XZ,Y Z, ZZ, . . . in HTQG without (with) internuclear interac-
tions. Due to the native TQG being of only ZZ interaction
type [see Eq. (5)], local rotations need to be introduced for
simulating the rest of the TQG terms. These are R

σi→σ j

k , which
have the effect of converting the Pauli operator σi into the
Pauli operator σ j for qubit k.

After the Trotterization introduced in equation (D5), the
term HTQG corresponding to TQG contains some elements
which do not commute with each other, and some of them
which do commute with each other. We choose to split all
terms in order to express the time-evolution operator in terms
of the native gates that we assumed in Sec. III B 1. Only the
elements that do not commute with each other contribute to
the total Trotter error, which remains of the same order:

e−i
t f
s HTQG ≈ e

−i
t f
s

(∑
k

Ax
k

2
Xk
2 Z0

)
e
−i

t f
s

(∑
k

A
y
k

2
Yk
2 Z0

)

× e
−i

t f
s

(∑
k

Az
k

2
Zk
2 Z0

)
e−i

t f
s (
∑

k′>k
gk′k

4 Zk′ Zk )

× ei
t f
s (
∑

k′>k
gk′k

8 Xk′ Xk )ei
t f
s (
∑

k′>k
gk′k

8 Yk′Yk )

+ O
(( t f

s

)2
)

. (D9)

Finally, we observe that the operators ZkZ0 (and the rest of
the TQG terms) commute with each other, so the exponentials
can be further split without Trotterizing:

e−i
t f
s

(∑
k

Az
k

2
Zk
2 Z0

)
= �ke−i

t f
s

(
Az

k
2

Zk
2 Z0

)
. (D10)

The time-evolution operator implementing the continuous
sinusoidal driving σφ is:

e−i
t f
s

�
2 σφ = Rxy

(
− φ, θ = �

t f

s

)
. (D11)

The quantum algorithm for simulating the system under
a pulsed-driving scheme is somewhat more involved than
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(a) (b)

FIG. 11. (a) Coefficients vectors of the first qubit �A1, �ωc
1 before the rotation, with projection over the three axis and (b) coefficient vectors

of the first qubit �Arot
1 , �ωc,rot

1 after the rotation, being �Arot
1 in the Z axis.

the continuous-driving case, due to the two different time-
dependent processes involved in the Trotter decomposition:
the free dynamics of the spins and the sequence of pulses.
The most crucial point to be aware of is the interplay between
Trotter steps and interpulse spacing. The number of interpulse
evolutions, i.e. number of pulses minus one, bounds from be-
low the minimum number of Trotter steps for the simulation.
Clearly, at least one Trotter step is needed for each interpulse
evolution.

Taking this interplay into account, the most straightfor-
ward setup is to choose a frequency which will determine
the spacing of the pulse sequence, and to identify each in-
terpulse evolution with a single Trotter step. If the achieved
precision is not high enough, more Trotter steps can be added
for each interpulse evolution. Each π -pulse itself is simply
implemented as an X or Y gate on the qubit representing the
NV center. The OU-distributed Rabi frequency fluctuations
present in nanoscale NMR systems are then simulated by
over- and under-rotations of the X and Y gates.

APPENDIX E: ROTATIONAL OPTIMIZATION

In principle, we had a Hamiltonian with terms of the type
ZX , ZY, and ZZ for the case of no internuclear interactions.
However, we can rotate the basis so the Hamiltonian loses the
ZX and ZY terms, allowing to reduce the number of TQGs.
To make up for this rotation, we need to introduce different
constants �Arot

i for the problem and rotate the vector state we
obtain at the end before measuring it. The rotations that we
will consider are only one-qubit rotations on nuclei qubits and
we are applying this just to the case with no internuclear inter-
actions. Therefore we can consider the effect of this rotation
on only one qubit representing an arbitrary nucleus. We will
exemplify this procedure using nucleus 1. If we want to obtain
the mean value of σz acting on the nucleus:

〈σz〉 = Tr(ρ(t f )σz ) = Tr(U (0, t f )ρ(0)U †(0, t f )σz ), (E1)

where U (0, t f ) represents the evolution operator from t = 0
to t = t f . The density matrix ρ(0) contains the state of the
NV center (which is in the |+〉 state at t = 0) and nucleus
1, i.e., ρ(0) = |+〉〈+|NV ⊗ 11

2 . Our intention is to obtain an
expression of this mean value in terms of the rotated evolution
operators and later, we will find the appropriate rotation to be
performed. Then, taking into account that the trace is invariant
under a rotation R = 1NV ⊗ R1, we get:

〈σz〉 = Tr(RU (0, t f )ρ(0)U †(0, t f )σzR
†)

= Tr(RU (0, t f )R†Rρ(0)R†RU †(0, t f )R†RσzR
†). (E2)

This can be expressed as:

〈σz〉 = Tr(Urot(0, t f )ρrot(0)U †
rot(0, t f )RσzR

†). (E3)

The density matrix of the nucleus is the identity. Thus any
rotation on nuclei qubits leaves the density matrix unaffected,
leading to:

〈σz〉 = Tr(Urot(0, t f )ρ(0)U †
rot(0, t f )RσzR

†). (E4)

Then we need to rotate the system previous to the mea-
surement. By using the invariance of the trace under cyclic
permutations, we get:

〈σz〉 = Tr(R†Urot(0, t f )ρ(0)U †
rot(0, t f )Rσz ), (E5)

which is equivalent to introducing a counter-rotation in the
circuit before measurement.

Now let us focus on the specific rotation we have to im-
plement. Since the constants multiplying the Pauli matrices in
the Hamiltonian are �A1

2 and �ωc
1 = �A1

2 − γcBz �ez (for nucleus 1),
we can rotate the basis to obtain a representation in which the
vectors have only z component for �A1 and thus, XZ and Y Z
terms are removed. The vectors before and after the needed
rotation can be seen in Fig. 11.

To compute the new vectors (and thus the new coefficients
for the gates of our algorithm), we can use Rodrigues’ rotation
formula to rotate a vector �v an angle θ around a unitary
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TABLE III. Gate count for one Trotter step and for one cycle for
different topologies with and without internuclear interactions.

All-To-All Star topology Square grid

Nnonint
TQG n − 1 n − 1 4n − 4

Nnonint
SQG

5
2 n + 2 5

2 n + 2 21
2 n − 47

2

N int
TQG

3
2 n2 − 3

2 n 3
2 n2 + 3

2 n − 6 3n2 − 6n + 3

N int
SQG 4n2 − 9

2 n + 7
2 4n2 + 7

2 n − 25
2 8n2 − 33

2 n + 11
2

axis k̂:

�vrot = �v cos θ + (k̂ × �v) sin θ + k̂(k̂ · �v)(1 − cos θ ), (E6)

being in our case, θ = arccos (Az
1/| �A1|) and k̂ =

(cos(φ), sin(φ), 0), with φ = −π
2 + φxy = −π

2 + arctan
(Ay

1/Ax
1).

For implementing the counter-rotation of this in the quan-
tum circuit, we use:

R†
1 = ei θ

2 (cos(φ)X−sin(φ)Y ). (E7)

APPENDIX F: SWAP ROUTING

Our qubit routing method consists of mapping the square
grid to a linear chain with qubits labeled from 0 to n. Then, in
the simplified case of no internuclear interactions, the optimal
SWAP method for the one-to-all interaction case on a linear
chain can be used. For a single NV center the protocol goes as
follows.

(1) Initialize the state of the NV center in the second qubit.
(2) Perform interactions with the first and third qubits.
(3) SWAP the NV center qubit to the right.
(4) Perform interaction with right qubit.
(5) Repeat steps 3-4 until all interactions have been

achieved.

The pattern is seen in Fig. 3(a) denoted by the intense
blue arrows. With internuclear interactions we need to per-
form a swap pattern that enables all-to-all interactions. The
so-called odd-even mapping in Fig. 3(a) is an efficient one
[69] represented by green arrows in Fig. 3(a). This consists
of swapping first all the even qubits with their right neigh-
bors and then swapping all the odd qubits with their right
neighbors. This way, we will obtain all-to-all interactions with
1
2 (n − 1)(n − 2) SWAP gates and a total TQG depth of 6n. A
summary of the TQG counts is shown in Table III.

To motivate the creation of a chip with a star topology and
the use of an alternative linearized SWAP routing for a square
grid instead of standard numerical approaches, a comparison
between all the cases is provided in Fig. 12. A reduction
in the number of SWAPs can be noticed for both the linear
chain approach and the star-topology chip against standard
numerical approaches for a square grid.

APPENDIX G: QUBIT-RESONATOR GATE THEORY

In the following discussion, we consider gate operation
between the resonator and one of the qubits, and neglect any
effects that arise from the interactions with spectator qubits
and other resonator modes. The time dynamics in such a
system are determined by the Hamiltonian:

H = H0 + Hrc + Hqc + Hrq, (G1)

where the uncoupled part of the total Hamiltonian H0 = Hr +
Hc + Hq is:

Hr = h̄ωrb†
rbr,

Hc = h̄ωcb†
cbc + h̄

2
αcb†

cb†
cbcbc,

Hq = h̄ωqb†
qbq + h̄

2
αqb†

qb†
qbqbq,

(G2)

FIG. 12. (a) Comparison of the required number of SWAPs for simulating the proposed system with no internuclear interactions for each
Trotter step. Numerical approaches from references are applied to a square grid. (b) Equivalent comparison with internuclear interactions.
Zulehner et al. and Saeedi et al. do not improve the linear chain approach for few qubits and are intractable for larger numbers of qubits and
thus are not displayed.
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where bλ and ωλ are the annihilation operator and fundamen-
tal frequency for the mode λ = {r, c, q}, respectively, and αγ

is the anharmonicity of the mode γ = {q, c}. The interaction
component of the Hamiltonian is:

Hλμ = −h̄gλμ(b†
λ − bλ)(b†

μ − bμ), (G3)

where λμ = {rc, qc, rq}, and gλμ denote resonator-coupler,
qubit-coupler and resonator-qubit coupling frequencies. With
the Hamiltonian of Eq. (G1), we are now in a position to per-
form simulations of two-qubit gates by propagating a suitably
chosen initial state.

Before the gate operation, we choose the idling frequen-
cies for the qubit, resonator, and the coupler such that the
CZ coupling rate ζ is minimized. This CZ coupling rate is

defined as:

ζ = ω101 − ω100 − ω001 + ω000, (G4)

where ωnr 0nq corresponds to the eigenenergy of Hamiltonian
in Eq. (G1) with nr excitations in resonator and nq excitations
in qubit with coupler being in the ground state. The point of
minimal |ζ | is also known as the idling configuration, which
we found to be at [ωr, ωc, ωq]/(2π ) = [4.30, 6.14, 4.47] GHz
for the parameters given in Table II. The CZ gate is operated
by sending a flux pulse that modifies the coupler frequency
ωc, which then in the coupled basis modifies the frequencies
ω101, ω100, ω001 and ω000. This makes ζ nonzero, so the sys-
tem collects a CZ phase.
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