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Introduction

The advances in the field of Artificial Intelligence (AI) over the past years have
improved the capabilities of intelligent systems to unprecedented levels, given
rise to flourishing technologies with an ever-increasing presence in real-world
scenarios, such as virtual assistants, self-driving vehicles, or computer-aided
diagnosis systems. The outstanding success of these technologies is primarily
due, along with the availability of large volumes of data and advances in com-
puting systems, to Deep Learning (DL) models such as Deep Neural Networks
(DNNs), which are capable of efficiently learning to perform highly complex
tasks from data. Indeed, DNN based approaches are currently the state-of-
the-art in the great majority of AI tasks, particularly in those involving un-
structured data, including, but not limited to, large scale object recognition,
image segmentation, face recognition, automatic speech recognition, natural
language processing or advanced control.
At the same time, the success of DNNs is due to several reasons. First, the
great expressiveness of these models makes them universal approximators [67],
implying that any function or input-output mapping can be approximated
by a DNN with an arbitrary degree of accuracy. Moreover, unlike other AI
paradigms such as symbolic methods or knowledge-based systems, DNNs are
able to improve their predictive performance just from instances of the prob-
lem to be solved, without requiring hand-crafted or ad-hoc solutions. For
these reasons, DL based paradigms represent a powerful and general frame-
work that can be applied in a large number of complex problems for which
finding explicit solutions is unfeasible.
Nevertheless, despite their remarkable performance, these models still face
several limitations when it comes to their deployment in real-world scenarios.
Indeed, given the high standards required in tasks as critical as autonomous
driving, healthcare or criminal justice, the acceptance of these models is not
subject only to their accuracy, but also to their trustworthiness and fairness.
Unfortunately, DNNs are still far from being fully reliable. One of their main
disadvantages lies in the complexity of the architectures and computational
processes employed. Although this complexity provides the model with the
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necessary computational requirements to address difficult tasks with high ef-
fectiveness, it also makes it intractable to analyze the model’s inference process
in detail. Due to this opacity, DNNs are often considered “black-box models”,
which gives rise to a number of consequences. First, the impossibility of fully
understanding how the model determines a prediction for a given input re-
duces their reliability in scenarios where the “reasoning” is as important as
the final prediction. A representative example of these scenarios is healthcare,
where it is vital to understand which are the factors that determine a patient’s
condition in order to be able to make an appropriate diagnosis and treatment.
Apart from that, another negative consequence of the opacity of the predic-
tion process is the difficulty of detecting flaws, biases or vulnerabilities in the
models, also impeding the provision of provable guarantees for the correctness
or fairness of the predictions.
Furthermore, another important limitation of DNNs is their high vulnerability
to adversarial examples: inputs purposefully manipulated by an adversary
in order to change the output classification of the model and, at the same
time, ensure that the modifications are imperceptible to humans [18, 158].
An illustration of such an adversarial attack is shown in Figure 2.1. The
discovery of adversarial examples revealed a surprisingly high instability in
these models, which is in conflict with the remarkable accuracy and robustness
observed empirically when tested on natural inputs, or on inputs with small
yet random corruptions, such as white or Gaussian noise. Consequently, these
vulnerabilities put even more into question the reliability of DNNs in critical
and real-world tasks, in which adversaries might take advantage of those flaws
or security issues.
The concerning implications of adversarial examples and their intriguing na-
ture has resulted in a prolific research field in the past ten years, particularly in
offensive strategies, which has led to uncountable attack methods, that is, pro-
cedures that exploit different vulnerabilities of the models in order to generate
adversarial examples. This wide attack repertoire allows attacks for multiple
goals and scenarios to be generated. For instance, adversarial examples can be
designed to force a classification model to produce a specific incorrect class,
or, in contrast, to ensure only that the provided class is incorrect (without
prioritizing any incorrect class). To achieve any of these goals, most methods
generate perturbations which are specifically optimized for each input individ-
ually, since this allows simple and highly efficient procedures to be employed.
Nevertheless, at the cost of higher computational cost and amount of distor-
tion, it is also possible to produce universal perturbations capable of fooling
the model in an input-agnostic fashion, allowing, for instance, to deploy at-
tacks in real-time, given that the perturbation is already precomputed. In
addition, generally, most of the attack strategies assume a scenario where the
adversary can access all the information about the model in order to produce
the perturbations, including all its parameters or training details. Even so, ad-
versarial examples can be generated even when the adversary only can observe
the output of the model (e.g., the confidence assigned to each possible class),
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opening the door for attacks even in highly constrained real-world scenarios.
Similarly, some attack approaches aim to increase the risk of adversarial ex-
amples in other realistic scenarios, such as creating perturbations that can
remain effective when deployed in the physical world [24, 44, 89, 181, 185],
or perturbations transferable across multiple target models or architectures,
which have not been used to generate the perturbations [106, 199].
All these research efforts have, therefore, expanded the notions and the scope
of adversarial attacks, and, consequently, the capabilities of the adversaries.
However, it is worth stating that, somewhat paradoxically, advances in offen-
sive methods contribute directly to a safer use of DNNs. Indeed, this research
is fundamental in order to assess the risks of these technologies as well as
the possible threats that an adversary might pose or their implications, which
is crucial to promote a more aware and secure use of DL based technologies
in practice. At the same time, these discoveries frequently expose previously
unknown properties of DNNs, which promotes further studies in the field,
ranging from theoretical analyses about the functioning of the models to the
development of more robust architectures or learning strategies, contributing,
ultimately, to more secure and reliable systems. For all these reasons, the
study of novel attack strategies and vulnerabilities continues being an urgent
and important research field.

1.1 Objectives

Despite this extensive research and the wide range of attack approaches al-
ready proposed in the literature, the possibilities of adversarial attacks have
not been fully explored yet.
For instance, the literature on adversarial examples has focused on producing
misclassifications for each input isolatedly, without considering the potential of
coordinating attacks for multiple inputs. In addition, the definition or utility of
adversarial examples is unclear for scenarios in which their undetectability can
be compromised. This is evident in scenarios in which a human assesses no only
the input sample, but also the prediction, or even an explanation computed
to justify that prediction, since, in such cases, the inconsistencies are likely
to be noticed by the human. Thus, the role of the user is a critical factor to
be considered in order to design, evaluate or even define adversarial examples
against explainable models. Nevertheless, this factor is often overlooked in the
literature, and, therefore, its implications have not been fully formalized or
developed yet. Finally, as stated above, the discovery of new vulnerabilities
often reveals previously unknown or unexplored properties in DNNs. Studying
and characterizing these properties is, therefore, essential to determine the
extent of their implications, that is, what additional vulnerabilities they may
entail or how these properties could be exploited to improve existing attacks.
For all these reasons, this dissertation will be devoted to explore novel vul-
nerabilities and more general notions of adversarial examples, which allow
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an adversary to carry out novel types of attacks in new domains, scenarios
and types of problems as well as achieve malicious objectives that cannot be
realized by conventional approaches, thereby broadening the horizon of ad-
versarial examples in DL.

1.2 Outlook of the Dissertation

This dissertation begins by presenting the background and preliminary con-
cepts in Chapter 2, focusing on introducing DNNs, which will be the main
focus of the study, as well as the field of adversarial examples. Afterwards,
the main contributions of the dissertation will be fully developed in Chapters
3, 4 and 5, summarized as follows.
In Chapter 3, we propose a novel probabilistic framework to generalize and
extend adversarial attacks in order to produce a desired probability distri-
bution for the output classes when we apply the attack method to a large
number of inputs. This novel “multiple-instance” attack paradigm provides
the adversary with greater control over the target model, thereby exposing,
in a wide range of scenarios, threats that cannot be conducted by the conven-
tional paradigms.
In Chapter 4, we explore the possibilities and limits of adversarial attacks for
explainable models. For this purpose, we first extend the notion of adversarial
examples to fit in scenarios in which the inputs, the output classifications and
the explanations of the model’s decisions are assessed by humans. Next, we
study whether (and how) adversarial examples can be generated for explain-
able models under human assessment, identifying and illustrating the attack
strategies that should be adopted in each scenario to successfully deceive the
model, and even the human querying the model.
In Chapter 5, we investigate an intriguing phenomenon of universal (i.e.,
input-agnostic) adversarial perturbations, which has been reported previously
in the literature, yet without a proven justification: universal perturbations
change the predicted classes for most inputs into one particular (dominant)
class, even if this behavior is not specified during the creation of the per-
turbation. In order to justify the cause of this phenomenon, we propose and
experimentally test a number of hypotheses. Our analyses reveal interesting
properties of universal perturbations, suggest new methods to generate such
attacks and provide an explanation of dominant classes, under both a geo-
metric and a data-feature perspective, contributing to a better understanding
of these vulnerabilities.
Finally, Chapter 6 concludes the dissertation by summarizing the work and
the main contributions, as well as identifying several future research directions
derived from them.
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Background

2.1 Machine Learning

Machine Learning (ML), as a branch of AI, pursues the goal of generating
computational models capable of performing tasks that require intelligent rea-
soning or cognition. In particular, the main distinguishing feature of ML is
that the intelligent behavior is learned from data or examples derived from
the problem to be solved. This avoids having to formulate an explicit solution
for the problem, which has proven to be cumbersome or unfeasible when it
comes to tasks with a high level of abstraction or complexity.
In essence, ML models can be formulated as a parametric function fθ : X → Y
mapping inputs from an input space X to an output space Y based on a set of
parameters θ.1 In this context, inputs x ∈ X represent a characterization of a
phenomenon, event, signal or object of interest, and are generally formalized
as a d-dimensional attribute-vector x = [x1, . . . , xd], where xi represents the
i-th attribute, i ∈ {1, . . . , d}. On the other hand, the outputs in Y represent
the possible responses for the inputs.
Two main types of problems can be considered depending on the charac-
teristics of the output space Y , or, in other words, the type of output to
be produced given an input. In classification problems, which will be the
focus of this presentation, Y represents a finite set of categories, often de-
nominated classes or labels, and the goal of the task is to classify inputs in
their corresponding categories. The set of output classes will be denoted as
Y = {y1, . . . , yk}, where yi represents the i-th class and k the total number
of classes. Thus, ML models implemented for classification tasks, often de-
nominated classifiers, implicitly partition the input space into classification
regions, or, equivalently, define decision boundaries that separate inputs cor-
responding to different classes. In contrast, in regression problems, Y is a

1 Throughout the dissertation, when the use of a parameter set is implicit, the
reference to θ will be omitted from fθ and only the notation f will be used, for
the sake of simplicity.
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continuous space (e.g., Y = R), and, thus, regression models aim to capture
the function that best fits the relationship or correlations between the input
attributes and the output value. Popular examples of regression problems are
weather forecasting, stock market analysis or predicting the frequency of an
event or phenomenon (e.g., the number of people affected by a disease in a
future time interval).
As stated above, the key distinguishing feature of ML is its ability to learn
from data. Although this can be accomplished based on different data-driven
learning paradigms, this dissertation will be focused on the most relevant one
in the literature: supervised learning.
In the supervised learning paradigm, the availability of a set of representative
instances of the problem is assumed, called the training dataset, in which
each element consists of a pair

(
x(i), y(i)

)
formed by an input of the problem

x(i) and the corresponding ground-truth response y(i) (i.e., the value that
the model is expected to return for that particular input). The dataset will

be denoted as D =
{(
x(i), y(i)

)}ND
i=1

, with ND representing its size, that is,
the number of samples in the dataset. Generally, the training instances are
assumed to be independent and identically distributed (i.i.d.) samples from
the true yet unknown data distribution P(X,Y ):(

x(i), y(i)
) i.i.d.∼ P(X,Y ), i = 1, . . . , ND. (2.1)

A convenient characteristic of the supervised learning paradigm is that the
availability of the training dataset enables the predictive error of the model
to be measured directly, by comparing the predictions with the ground-truth
values using a loss function L(x, y, fθ). This allows estimating the optimal
parameters for the model (i.e., those that minimize the expected error on
the true data distribution) by means of finding the set of parameters that
minimizes the empirical loss on D:

θ∗ = argmin
θ

E [L(x, y, fθ)] (2.2)

≈ argmin
θ

1

ND

ND∑
i=1

[
L
(
x(i), y(i), fθ

)]
. (2.3)

Based on this setup, the different ML methods differ in i) the form of the
predictive function fθ, that is, the strategy employed to model the data and
process the input samples to determine the prediction, and ii) the particular
optimization strategy employed to minimize the empirical loss of the model
given D. In this dissertation, we will focus on one particular type of ML
method, known as Deep Neural Networks, and which currently constitute the
state-of-the-art in the great majority of AI tasks. Due to their relevance and
influence, the study of these models currently represents a prominent area
within the field of ML, popularly known as Deep Learning.
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2.2 Deep Neural Networks

In the context of ML, Deep Neural Networks (DNNs) are computational mod-
els inspired by the biological neural networks of animal brains. More particu-
larly, these models mimic, in a loosely simplified manner, the propagation of
information through the biological neural networks. This process is assumed
to be triggered by an inputs stimulus, which is captured by specialized input
neurons. The captured information is then propagated through the network by
means of triggering or activating other neurons, finally arriving to specialized
type of output neurons, which produce a response to the input stimuli.
Formally, DNNs can be defined as computational graphs in which nodes rep-
resent neurons, while the (directed) edges represent the connections between
neurons. More particularly, each neuron acts as a computational unit, taking
as input the values of the neurons connected to it, and computing an output
value that will be propagated to the neurons to which it is connected. In or-
der to enable an organized flow of information, DNNs are generally arranged
in different layers, in which a layer represents a subset of neurons. The way
in which these layers are arranged and the way in which the information is
propagated through them, usually denominated as the architecture, leads to
different types of DNNs. In fact, the architectures can highly determine the
expressivity of the models, and, consequently, the performance of the DNN in
a particular task. For instance, some architectures are better suited to extract
spatial information in vision tasks, whereas others are more appropriate to
process sequential data in which there is an inherent order in their values,
such as audio signals or text sentences.
In this dissertation, we will focus on Deep Neural Networks (DNNs), a term
coined for those NNs that employ multiple layers to process the inputs and
determine the prediction. Furthermore, we will assume feed-forward DNNs,
in which layers are arranged sequentially so that the values of the neurons in
the l-th layer depends only on those of the previous layers. In the following
sections, we describe the most common types of feed-forward DNNs, which
will also be the focus of this thesis: Multi-Layer Perceptrons and Convolutional
Neural Networks.

2.2.1 Multi-Layer Perceptrons

In Multi-Layer Peceptrons (MLPs) [33, 67], which constitute the most basic
DNN layout, each neuron in the l-th layer is connected only to the neurons
in the l − 1-th layer, and no connections are assumed between neurons of
the same layer. Thus, two consecutive layers form a complete bipartite graph,
often called Fully Connected (FC) layers or Dense layers.
Let L represent the number of layers in the network, and let the neuron values
in the l-th layer, l ∈ {1, . . . , L}, be denoted as:

xl =
[
xl1,x

l
2, . . . ,x

l
nl

]
, (2.4)
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where nl denotes the number of neurons in layer l. The values of the first layer
l = 1, named as the input layer, will contain the input information, that is:

x1 = x. (2.5)

Afterwards, the values of each layer l ∈ {2, . . . , L} will be determined based
on an affine transformation of the values in the previous layer l − 1, followed
by an activation function σ:

xl = σ
(
xl−1 ·W l + bl

)
, (2.6)

where W l is a nl−1 × nl weight matrix and bl ∈ Rnl is known as the bias
term of layer l. The propagation process described in Equation (2.6) and the
role of each term is clarified as follows. First, from the term xl−1 ·W l, it can
be seen that the value of each neuron xlj ∈ xl is based on a weighted sum of
the neurons in the previous layer, in which the contribution of each neuron
xl−1i is weighted according to the weight wli,j of the corresponding connection

or edge, that is,
∑nl−1

i=1 xl−1i · wli,j . Second, the role of activation functions
is to introduce more expressiveness in the propagation process. Indeed, non-
linear activation functions are conventionally chosen, which enables modeling
non-linear transformations of the data. Otherwise, the value of each layer
will be a linear transformation of the input, what would drastically limit
the expressiveness of the model, as only linear decision boundaries could be
modeled. Third, the bias term has the effect of shifting the activation function
for each neuron, further enhancing the expressiveness of the model.
The propagation process defined in Equation (2.6) continues until the last
layer of the model, known as the output layer, designed to contain one neuron
per class. Generally, the softmax function is applied as the activation function
of the output layer:

xLi = Softmax(z)i =
ezi∑k
j=1 e

zj
, i = 1, . . . , k, (2.7)

where z = xL−1 ·WL + bL represents the pre-activation values of the neurons
in the output layer, popularly known as logits. Conveniently, the softmax
function normalizes the final values so that

∑k
i=1 xLi = 1 and 0 ≤ xLi ≤ 1,

i = 1, . . . , k, allowing them to be interpreted as a categorical probability
distribution over the output classes, and xLi as the probability of the input
belonging to the class yi according to the model. Finally, based on the softmax
values, the most likely or probable class can be taken as the final prediction:

f(x) = yc, where c = argmax
i={1,...,k}

xLi (2.8)

For the sake of simplicity, in the remainder of the dissertation, the logit and
softmax value corresponding to the class yi will be denoted as f̂(x)i and f(x)i,
respectively.
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2.2.2 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) [85, 93, 94] introduce to the architec-
ture of the DNN a particular type of layer known as convolutional layer. The
key advantage of these layers, first studied in image recognition tasks, is that
they enable a more powerful and location-invariant feature extraction pro-
cess,2 which results in models with enhanced spatial reasoning capabilities in
comparison to MLPs. Indeed, CNNs have proven to be remarkably effective in
detecting complex discriminative patterns in inputs with a spatial structure,
boosting the performance of DNNs in a wide range of tasks, and constituting
one of the major breakthroughs in modern DL.
Let us assume a 3-dimensional input x ∈ Rdh×dw×dc , where dh, dw and dc
represent its height, width and depth (e.g., the number of channels in an im-
age). Convolutional layers employ at least one filter or kernel κ ∈ Rd′w×d′h×dc ,
with d′w ≤ dw and d′h ≤ dh, which is convolved3 across the height and width
dimensions of the input. This convolution returns a two-dimensional (single-
channel) output, representing a filtered version of the input, known as acti-
vation map. Each convolutional layer can employ several filters in order to
enable the detection of different features in the same input. Thus, the output
of each convolutional layer will be a set of stacked activation maps, which will
be propagated to the next layer. In addition, convolutional layers are usually
complemented by pooling layers, which down-sample the activation maps by
means of aggregating their values, for instance, by computing the average or
maximum value of different patches in each map.
Put together, a sequence of convolutional and pooling layers leads to a power-
ful feature extraction process in which, as shown in previous works [184, 188],
the complexity of the features increases with the depth of the layer (i.e., how
far it is from the input layer). While the first convolutional layers often extract
simple features such as the presence of edges or corners, deeper layers might be
able to detect much more sophisticated patterns such as physiological charac-
teristics or textures. Therefore, the complete architecture of a standard CNN
consists of several convolutional and pooling layers, followed by a FC-layer,
which, based on the extracted features, computes the final prediction.
Finally, it is worth stating that, although CNNs have been mostly studied
in computer vision tasks due to their suitability for image data, they have
proven to be effective also for other types of data and classification tasks,
such as keyword spotting in audio signals [142].

2 In this dissertation, unless otherwise specified, features are assumed to be abstract
representations derived from patterns in the input data distribution (e.g., how
round the objects in an image are), rather than the set of individual attributes
that characterize the data (e.g., the set of pixels of an image).

3 The convolution can be understood as a sliding-operation which, at each step,
performs a dot-product between the filter and an input patch. Further details on
this operation and its application to CNNs can be consulted in [99].
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2.2.3 Training Deep Neural Networks

As explained in Section 2.1, the learning or training phase of a ML model is
based on optimizing its set of parameters θ in order to minimize a loss function
L, evaluated on a training dataset D. In the context of DNNs, θ represents
the set of weights and biases of each layer, assuming that the remaining ar-
chitectural configurations or hyperparameters (e.g., the number of layers, the
activation function employed in each layer, etc.) are fixed beforehand.4

Given that the inference process of standard DNNs is end-to-end differen-
tiable, their learning phase can be realized by gradient descent: an iterative
optimization approach based on, first, computing the gradients of the loss
function with respect to the parameters of the model, and, second, adjust-
ing the parameter values by moving them in the opposite direction of the
gradient, hence minimizing the loss function. Conventionally, the first step
is implemented using the prominent back-propagation algorithm [93], which
allows those gradients to be computed efficiently by means of applying the
derivative chain-rule in a backward fashion, (i.e., propagating the computa-
tion from the last layer to the first layer). This is, therefore, a central algo-
rithm in DL, which enabled scaling DNNs to large architectures and complex
high-dimensional problems.
In its most general form, each gradient descent step is performed by comput-
ing the average of the gradients for the entire training dataset, and adjusting
the parameters based on the directions determined by this aggregated result.
This approach is popularly known as deterministic or batch gradient descent.
However, processing all the training inputs is often impractical when it comes
to datasets with a large number of samples. In order to tackle this drawback
and increase the computational efficiency of the training process, in practice,
only a random subset of samples can processed at each step, at the cost of rely-
ing on an estimation of the gradients to adjust the parameters, what generally
leads to a more unstable convergence. The particular case in which only one
sample is processed at a time is denominated stochastic gradient descent or
online learning, which is particularly well-suited for budget-constrained (e.g.,
limited memory) learning scenarios. However, using only one input sample
leads often to very noisy gradient estimations, which can dramatically slow
the convergence of the training process and lead to poor fits in practice. Thus,
in most modern scenarios, a better trade-off between efficiency and effective-
ness is achieved by mini-batch gradient descent, in which a small subset of
N > 1 samples is employed at each step, thus relying on a more robust esti-
mation of the gradient.

4 In practice, the hyperparameters can also be experimentally tuned to improve the
effectiveness of the model for the task at hand, often referred to as hyperparameter
tuning.
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2.3 Adversarial Examples

Adversarial examples [158] are inputs deliberately manipulated by a malicious
actor with the purpose of i) fooling the model into providing incorrect predic-
tions, and ii) ensuring that the perturbations are imperceptible to humans.
An illustration of an adversarial example is shown in Figure 2.1. The im-
perceptibility constraint ensures that the adversarial perturbation introduced
to the inputs does not legitimate the change in the output classification. At
the same time, the fact that imperceptible perturbations can fool DL models
raised alarms regarding the vulnerability of these models. Indeed, adversarial
examples have shown to be applicable to a wide range of high stakes and
human-centered applications, such as healthcare systems [77], surveillance
systems [12, 149, 198], automatic speech recognition [26], machine transla-
tion [17, 31, 40], dialogue or question and answering systems [34, 180], and
financial applications such as credit loan approval or fraud detection systems
[13, 27, 47, 87, 137]. The vulnerability to adversarial attacks has also been
exposed in a wide range of popular Machine Learning as a Service APIs
[20, 71, 126].

COVID-19  (1.000)

(a) Original input

normal  (1.000)

(b) Adversarial example

Fig. 2.1: Illustration of an adversarial example generated for a chest X-ray
classification task, in which the objective is to categorize the status of the
patient as one of three classes: “normal”, Covid-19, or (non-Covid) pneumonia
(more details in Section 4.4.1). (a) Original input sample in which the patient
is diagnosed with Covid-19. (b) Adversarially manipulated input, which is
misclassified by the model as “normal” (i.e., no disease found in the patient)
despite being perceptually identical to the original image.

2.3.1 Taxonomy of Adversarial Attacks

The extensive research in the last few years has led to uncountable attack
methods and paradigms, that is, procedures that exploit different vulnerabili-
ties of the models in order to generate adversarial examples for multiple goals
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and scenarios. Consequently, different categories of attacks are considered in
the literature depending on factors such as the specific type of error to be
produced, the scope of the perturbation and the resources available to the
adversary [186]. In this section, we present the main categories in order to
describe the most common attack paradigms studied in the literature.
� Type of misclassification: Two main types of attacks can be differenti-

ated depending on the type of error that wants to be produced: untargeted
attacks and targeted attacks. On the one hand, untargeted attacks aim to
produce an adversarial perturbation r capable of producing a misclassifi-
cation of the model, that is, f(x+ r) 6= f(x), without any preference over
the incorrect class. In contrast, targeted attacks aim to force the model to
produce one particular incorrect class yt 6= f(x), that is, f(x+ r) = yt.

� Scope of the perturbation: In addition, different types of perturbations
can be considered depending on whether they are generated for one specific
input at hand (individual perturbations) [25, 59, 107, 116, 158] or whether
they are designed to be input-agnostic and therefore effective with inde-
pendence of the input in which they are applied (universal perturbations)
[79, 114, 118, 120]. Although individual perturbations have been the main
focus of study in the literature, universal perturbations allow adversarial
attacks to be produced in scenarios where individual perturbations are im-
practical (for instance, scenarios requiring a fast or real-time computation
of adversarial examples), or performing a high number of attacks more
efficiently, avoiding having to generate a new (individual) perturbation for
each new input. Nevertheless, given the fact that universal perturbations
address a more general goal than the individual counterparts, generat-
ing effective universal perturbations has proven to be more challenging,
requiring higher amounts of perturbation and more computational time.

� Resources available to the adversary: The information required by
the adversary in order to effectively generate attacks leads to two main
scenarios. On the one hand, in the white-box scenario, the adversary has
full knowledge about the model internals (e.g., its architecture, weights
or hyperparameters) and its training details. This allows highly efficient
attacks to be generated, most of them relying on gradient-based strategies
[25, 59, 107, 114, 116, 158]. On the other hand, in black-box scenarios
the adversary has no knowledge about the model [9, 22, 71, 126]. More
intermediate scenarios (sometimes referred to as gray-box scenarios) can
be assumed when the adversary has limited access to the models, such as
the output confidences assigned to every possible class or the logit values
[71]. The opacity in terms of model details requires more costly strategies
than those used in the white-box scenario, such as evolutionary algorithms
[9, 133], gradient estimations [29, 71], or the use of surrogate models to
generate the attack that are afterwards transferred to the initial model
[106, 126].

� Type of deployment: Finally, a key aspect of adversarial examples is
how those inputs are fed to the model. Generally, the assumed scenarios
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in research works allow the input to be modified “digitally”, which is af-
terwards fed to the model. In other cases, physical adversarial examples
are crafted (e.g., printed traffic signs or malicious speech commands re-
produced by a speaker) that are effective even when the signal is captured
“over-the-air” and fed to the model [44, 149, 179]. This allows circumvent-
ing the possible limitation in real-world scenarios in which the adversary
might not have access to the digital files.

A summary of the taxonomy described can be consulted in Table 2.1. We also
refer the reader to the work of [186] for a more comprehensive and fine-grained
survey on adversarial examples.

Factor Categories Explanation / goal

Type of
misclassification

Targeted Produce one particular incorrect output class.

Untargeted
Produce an incorrect class without any preference over the
available classes.

Scope of the
Perturbation

Individual Optimized for one particular input.
Universal Optimized to be applicable to multiple inputs.

Resources
available to the
adversary

White-box
scenario

The adversary has full knowledge of the model (e.g., weights,
hyperparameters, training details, etc.).

Black-box
scenario

The adversary has none (or very limited) information about
the details of the model, which is considered a “black-box”.

Type of
deployment

“Digital-world”
The adversarial example is crafted digitally (i.e., by
manipulating the “digital file”) and is sent to the model “as-is”.

“Physical-world”
The adversarial example is generated “physically” in order
to fool the model when the input is captured “over-the-air”.

Table 2.1: Summary of the main taxonomy used to describe and categorize
adversarial attacks.

2.3.2 How to Generate Adversarial Perturbations: Overview of the
Main Methods

The first adversarial attack algorithm against DNNs was proposed in [158], in
which, given an input x and a target class yt ∈ Y , the search of the adversarial
perturbation r is formulated as the following optimization problem:

minimize ||r||2 (2.9)

such that 1. f(x+ r) = yt, (2.10)

2. x+ r ∈ X, (2.11)

which was solved by L-BFGS, a general-purpose second-order optimization
technique. Since the discovery of these vulnerabilities, more sophisticated
methods have been proposed, allowing to generate adversarial examples using
more efficient and effective approaches. In this section, we describe the most
influential attack algorithms proposed in the literature in order to generate
adversarial examples, which will also be employed in this dissertation.
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2.3.2.1 Fast Gradient Sign Method

In [59], a single-step gradient ascent approach was proposed, called Fast Gra-
dient Sign Method (FGSM), to efficiently generate untargeted adversarial per-
turbations using a first-order approximation strategy. In particular, the attack
strategy is based on linearizing the cross-entropy loss function L(x, yc, f),
where yc = f(x), and perturbing the input in the direction determined by the
gradient of L(x, yc, f) with respect to the input x, ∇xL(x, yc, f). Thus, the
adversarial example x′ is generated according to the following closed formula:

x′ = x+ ε · sign
(
∇xL(x, yc, f)

)
, (2.12)

where sign(·) is the sign function and ε a budget parameter that controls the
`∞ norm of the perturbation. A targeted formulation can be obtained by con-
sidering the loss with respect to the target class yt, L(x, yt, f), and perturbing
x in the opposite direction of the gradients, that is, sign

(
−∇xL(x, yt, f)

)
.

2.3.2.2 Projected Gradient Descent

The drawback of the FGSM is that a single step might not be enough to
change the output class of the model. To solve this limitation, this strategy
has been extended to iteratively perturb the input in the direction of the
gradient:

x′[i+1] = Bx∞,ε
(
x′[i] + α · sign

(
∇xL(x′[i], yc, f)

))
, x′[0] = x (2.13)

where x′[i] represents the adversarial example at the i-th step, α controls the
step size and the projection operator Bx∞,ε ensures that ||x′ − x||∞ ≤ ε. This
attack is known as the Projected Gradient Descent (PGD) [107], which is
regarded as the strongest first-order adversarial attack [107, 174].

2.3.2.3 DeepFool

The DeepFool algorithm [116] consists of perturbing an initial input x towards
the closest decision boundary of the decision space represented by the model.
Due to the intractability of computing these distances in high-dimensional
spaces, a first-order approximation of the decision boundaries is employed, and
the input is iteratively pushed towards the (estimated) closest decision bound-

ary at each step until a wrong prediction is produced. Precisely, being f̂(·)j
the output logit of a classifier f(·) corresponding to the class yj , yc = f(x)

the correct class, f ′j = f̂(x′[i])j − f̂(x′[i])c and w′j = ∇f̂(x′[i])j −∇f̂(x′[i])c, the
following update-rule is employed:

x′[i+1] ← x′[i] +
|f ′l |
||w′l||22

w′l, l = argmin
j 6=c

|f ′j |
||w′j ||2

, (2.14)
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in which w′l represents the direction towards the (estimated) closest decision

boundary, corresponding to the class yl, and
|f ′l |
||w′l||2

the step size. The targeted

version of DeepFool can be obtained if, at every iteration i, the sample is
moved in the direction of the target class yt 6=f(x), that is:

x′[i+1] ← x′[i] +
|f ′t |
||w′t||22

w′t. (2.15)

In this case, the process stops when the condition f(x′[i]) = yt is satisfied.

2.3.2.4 Carlini and Wagner Attack

In [25], the problem of generating an adversarial example is formulated as the
following optimization problem, hereinafter referred to as the C&W attack:

minimize ||1
2

(tanh(ω) + 1)− x||22 + τ · L
(

1

2
(tanh(ω) + 1), yt, f

)
. (2.16)

where L is the following loss function:

L(x, yt, f) = max
(
maxj 6=t{f̂(x)j} − f̂(x)t,−µ

)
. (2.17)

The adversarial example is defined as x′ = 1
2 (tanh(ω) + 1), which allows an

unconstrained variable ω to be optimized, while ensuring that each value of
the adversarial input is in a valid range, typically [0, 1]. The parameter µ in
equation (2.17) controls the desired confidence in the incorrect target class
yt, and the constant τ in equation (2.16) balances the trade-off between the
perturbation norm and the confidence in the incorrect class.
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Extending Adversarial Attacks to Produce
Adversarial Class Probability Distributions

3.1 Introduction

As described in Section 2.3.1, most adversarial example generation methods
can be taxonomized in different groups according to the scope or the objec-
tive of the adversarial attack. However, overall, the literature on adversarial
attacks has mainly focused on “single-instance” scenarios, where the goal is to
minimally manipulate the input at hand, so that the model misclassifies that
instance in particular. Only a few works have considered “multiple-instance”
scenarios, where adversarial attacks are used to achieve malicious goals that
can only be realized by considering multiple inputs (e.g., by generating mul-
tiple attacks).
In [69, 101, 161], adversarial examples are sequentially created and fed to
reinforcement learning models in order to control their behavior in the long
run. More particularly, a sequence of adversarial examples is generated in
[101] to force the model to take a preferred sequence of actions, which can be
used to guide the agent towards a particular state of interest. In [161], the
sequence of attacks attempts to impose an adversarial reward of interest on
the victim policy at test time (i.e., leading the agent’s policy to maximize
the imposed adversarial reward). Similarly, the goal of imposing an adver-
sarial target-policy is pursued in [69]. Other works attempted to sequentially
generate adversarial inputs in order to introduce adversarial concept drifts in
streaming classification scenarios [76, 84, 148], which can lead to a drop in the
performance of the model. A comprehensive taxonomy of adversarial concept
drifts is proposed in [84], where different types of goals are discussed, such as
injecting a sequence of corrupted instances to make the adaptation to a real
concept drift difficult, or injecting a sequence of adversarial instances which
form a coherent concept and which are capable of inducing a concept drift.
In this chapter, we introduce a novel “multiple-instance” adversarial attack
strategy. In particular, we propose a method which provides the adversary
with the ability not only to deceive the model by adding imperceptible per-
turbations to the inputs, but also to control the frequency or proportion with
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which each class is predicted by the model, even in scenarios where we can
only introduce very small amounts of distortion to the inputs.
Let us consider a target ML model that implements a classification function
f : X → Y , where X ⊆ Rd represents the d-dimensional input space, and
Y = {y1, . . . , yk} the set of possible output classes. The main objective of
this chapter is to create an attack method Φ that is able to efficiently pro-
duce adversarial examples x′ = Φ(x) not only with the objective of achieving
f(x′) 6= f(x) for every input, but also to accomplish the objective of produc-

ing a specific probability distribution for the classes P̃(Y ) = (p̃1, . . . , p̃k) after
multiple attacks, that is:

Px∼P(X) [f(Φ(x))=yi] = p̃i , 1 ≤ i ≤ k, (3.1)

where P(X) represents the probability distribution of the natural inputs.

3.1.1 Applications and Use Cases

The idea of controlling the probability distribution of the classes produced
by the adversarial examples (after sending multiple adversarial inputs to the
model) provides a novel perspective to design such attacks. First, this attack
can be used to produce drifts in the probability distribution of the classes,
commonly referred to as target shift [192], label shift [49, 102] or as prior prob-
ability shift [19, 134, 141] in the literature. Indeed, it has been shown that
such drifts can degrade the performance of the classifiers [102, 141, 168], or
imply ethical issues when such changes cause the predictions of the models to
be biased or unfair [19, 168]. Thus, strategies have been proposed to detect
such changes in the probability distribution of the classes during the predic-
tion phase, and even to correct or “adjust” the decisions of the models to,
accounting for those changes, improve the classification performance of the
model [102, 141, 168].
Secondly, controlling the output probability of the classes might also be of
particular interest for those cases in which the frequency with which each class
is predicted for multiple inputs (i.e., the class distribution) is more relevant
than the individual predictions given for each input. This is, for instance,
the case of the quantification learning paradigm [57, 58, 131]. Representative
examples and domains of this paradigm are opinion mining, sentiment analysis
or collective information retrieval in social networks [48, 53, 112, 187], where
the main focus can be, for instance, on accurately estimating the frequency
of a particular opinion among a population. Other sensitive domains where
the aggregated results of the output class is relevant is epidemiology [82],
for example, to estimate the cause-specific mortality in a population or the
prevalence of a specific disease, which might be crucial to tackle it. Thus, in
all these applications, maliciously changing the ratios with which each class
is predicted for multiple inputs might bring about critical consequences, such
as biased estimations of the population opinion or an incorrect screening of
the prevalence of a disease, leading to an ineffective action plan.
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Finally, whereas, to the best of our knowledge, defensive methods against
such “multiple-instance” adversarial attacks have not been proposed (since
all of them focus on counteracting attacks in the “single-instance” scenario),
recent works have shown that a label-drift might be a clear indicator of ad-
versarial activity [135]. Thus, label-drift detection methods [102, 135] could
be straightforwardly applied as defensive countermeasures in order to detect
that an adversary is sending multiple adversarial attacks to the models [135].
Therefore, from the adversary’s perspective, controlling the frequency with
which each class is predicted allows, for instance, the same probability distri-
bution produced by the target DNN on clean inputs to be replicated, making
the attacks less likely to be detected by label-drift detection mechanisms.

3.1.2 Contribution

For all these reasons, maliciously controlling the probability distribution of the
classes can lead to more ambitious and complex attacks. However, the current
adversarial attacks proposed in the literature are not capable of controlling
such distributions. The main contribution of this chapter is to fill this gap
by introducing a probabilistic framework with which any targeted adversarial
attack can be extended to produce not only a misclassification in a DNN for
the incoming inputs, but also any target probability distribution of the output
classes after multiple attacks. In particular, we propose four different methods
to create the optimal strategies to guide such attacks, and we validate them by
extending a wide range of adversarial attacks for two exemplary ML problems.
The effectiveness of the proposed four strategies is compared under multiple
criteria, such as the similarity of the produced probability distributions and
the target distributions, the percentage of inputs fooled by the attack or the
number of parameters to be optimized for each method.1

The rest of this chapter is organized as follows. Section 3.2 provides a de-
tailed description of the proposed adversarial attack strategy, and specifies a
number of assumptions and key concepts. Section 3.3 introduces four different
approaches to produce a target probability distribution for the output classes.
Section 3.4 describes the experimental setups used to evaluate and compare
the effectiveness of the approaches introduced. This section also includes the
experimental results. Section 3.5 illustrates how our methods can be applied
to produce label-shifts in streaming classification scenarios without alerting
label-shift detection mechanisms. Section 3.6 concludes the chapter.

3.2 Producing Specific Class Probability Distributions

We focus on defining an attack approach in which the application of the attack
for many incoming inputs x, assuming an input data distribution x ∼ P(X),

1 Our code is publicly available at: https://github.com/vadel/ACPD.

https://github.com/vadel/ACPD
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can produce not only a misclassification for every x, but also a desired (fixed)

probability distribution of the predicted classes by the target model P̃(Y ) =
(p̃1, . . . , p̃k).

3.2.1 Assumptions and Key Concepts

In this section, we specify a number of assumptions and concepts that will be
used to develop our methodology.
First of all, we assume that the clean input x is correctly classified by the
target classifier, and that f(Φ(x) = x′) 6= f(x), in order to ensure that the
attack is actually fooling the model. In addition, being ϕ : Rd × Rd → R
a distortion metric and ε a maximum distortion threshold, we require the
adversarial example to satisfy ϕ(x, x′) ≤ ε, to ensure that x′ is as similar as
possible to x. In the literature, common choices for ϕ are `p norms such as
the `2 or the `∞ norm.
The approach we introduce will use a targeted adversarial attack as a basis,
that is, attacks capable of forcing the model to produce a particular target
class f(x′) = yj . However, setting a maximum distortion supposes that we
may not reach every possible target class by adversarially perturbing an input
sample. For this reason, we consider that yj is a reachable class from x if it
is possible to generate a targeted adversarial example x′, so that ϕ(x, x′)≤ ε
and f(x′) = yj , and it will be denoted as Φ(x)→ yj . We assume that f(x) is
always a reachable class. However, if there are no reachable classes yj 6= f(x),
we will consider that we cannot create any valid adversarial example for x.

3.2.2 Attack Description

The main rationale of the approach we introduce is to guide a targeted adver-
sarial attack method Ψ in order to achieve the global objective of producing
any probability distribution of the output classes P̃(Y ), while maintaining a
high fooling rate and minimally distorted inputs. To enable such attacks, our
method consists of generalizing Ψ to be stochastic, so that the target class is
randomly selected, and the probability of transitioning from the class yi to
the class yj depends on the source class yi and the input x at hand.
These probabilities will be represented by a transition matrix T = [ti,j ]

k
i,j=1,

where ti,j represents the probability of transitioning from the class yi to the
class yj . In the event that, given an input x of class yi, it is not possible to
reach all the classes without exceeding the distortion limit, the probability
of transitioning to a non-reachable class will be set to zero, and the proba-
bility distribution (ti,1, . . . , ti,k) will be normalized accordingly. Thus, being
Y = {yj | Φ(x)→ yj} the set of reachable classes for one particular input x of
class yi, the probability of selecting yj as the target class is determined by:

t′i,j =

{
ti,j∑

yr∈Y ti,r
if yj ∈ Y

0 otherwise.
(3.2)
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By modeling the decision to move from one class to another in this way,
it is possible to approximate with which probability the model will predict
each class after multiple attacks. Algorithm 1 provides the pseudocode of this
approach.
Note that t′i,i represents the probability of maintaining an input in its own
class yi, and, therefore, these values should be as low as possible in order
to ensure that we maximize the number of inputs that will fool the model.

Algorithm 1 Generating adversarial class probability distributions.

Require: A classification model f , a set of classes Y = {y1, . . . , yk}, a tar-
geted adversarial attack method Ψ , a distortion metric ϕ, a maximum
distortion threshold ε, a transition matrix T , a set of input samples X̂ .

1: for each x ∈ X̂ do
2: reachable[1, . . . , k]← initialize with False.
3: for j ∈ {1, . . . , k} do
4: vj ← use Ψ to generate an adversarial perturbation for x targeting

class yj
5: if f(x+ vj) = yj ∧ ϕ(x, x+ vj) ≤ ε then
6: reachable[j]← True
7: end if
8: end for
9: Y ← {yj ∈ Y | reachable[j] = True}

10: (ti,1, . . . , ti,k)← probability distribution in the row of T corresponding
to the source class yi = f(x).

11: tsum ←
∑
yj∈Y(ti,j)

12: if tsum = 0 then
13: Feed x to the model f .
14: else
15: for j ∈ {1, . . . , k} do
16: if reachable[j] = True then
17: t′i,j ←

ti,j
tsum

18: else
19: t′i,j ← 0
20: end if
21: end for
22: y∗ ← randomly select a class according to the probabilities

(t′i,1, . . . , t
′
i,k).

23: Select the adversarial example with the targeted perturbation v∗ cor-
responding to class y∗:
x′ ← x+ v∗

24: Feed x′ to the model f .
25: end if
26: end for
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However, depending on the probability distribution of the classes we want
to produce, a nonzero value for these probabilities may be needed to achieve
such goals, for instance, if we require a high probability for one class but this
class is seldomly reached from inputs belonging to the rest of classes. How to
obtain transition matrices T that comply all the aforementioned conditions
will be discussed in detail in Section 3.3, where four different methods are
proposed.
Finally, we would like to point out that our approach is not subject to any
particular targeted adversarial attack strategy, and, therefore, it is agnostic
with regard to the particularities of the selected strategy (for example, the
amount of information about the model that the adversary can exploit to
generate the attacks). This allows the adversary to select the most appropriate
attack depending on the requirements of the problem or scenario. For instance,
for scenarios where the computation time is a critical aspect or for problems
with a large number of classes, the adversary can opt for adversarial attacks
with low computational cost.2 On the other hand, in less restrictive scenarios,
the adversary can employ more effective attacks, at the expense of higher
computational cost.

3.3 Constructing Optimal Transition Matrices to Guide
Targeted Attacks

In this section we introduce different strategies to construct the optimal tran-
sition matrix T which, used to stochastically decide the class transitions, pro-
duces a target probability distribution P̃(Y ) = (p̃1, . . . , p̃k) for the output
classes. Formally, being X a set of inputs sampled from the input data dis-
tribution P(X), and P(Y ) = (p1, . . . , pk) the original probability distribution
of the classes assigned by the target classifier, we want to obtain a transition
matrix T that satisfies:

(p1, . . . , pk)


t1,1 t1,2 · · · t1,k
t2,1 t2,2 · · · t2,k

...
...

. . .
...

tk,1 tk,2 · · · tk,k

=(p̃1, . . . , p̃k). (3.3)

We will define the problem of finding such matrices as a linear program,
and, in order to restrict the possible values of T , different strategies will be
introduced.
The main objective is to ensure that T satisfies equation (3.3). Therefore, this
equation is added as a constraint of the linear program. The second objective

2 It is worth pointing out that the process of generating an adversarial example for
each target class is fully parallelizable, since each targeted attack is independent
of the others, making our method applicable in practice even for problems with
a large number of classes.
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is to maximize the expected fooling rate of the attack, that is, to minimize the
probability of keeping the original class predicted by the model unchanged.
This will be achieved by adding the sum of the diagonal of T as a component
of the objective function of the linear program, which will be minimized.
It is important to note that, although multiple optimal solutions may ex-
ist for these problems, it is not expected that all of them will produce the
same approximation to the target probability distribution of the classes P̃ (Y )
when applied in the prediction phase of the classifier (i.e., when our attacks
are put in practice). For instance, if many of the values of T are zero, then
these transitions cannot be carried out, resulting in inaccurate approxima-
tions of P̃ (Y ). Similarly, if many of the transitions are not possible in practice
(something that can happen for low distortion budgets or problems in which
targeted attacks can not always be successfully generated), then different tran-
sition matrices could produce very different results. For these reasons, the four
methods that will be introduced in this section will rely on different strategies
to increase the effectiveness of the matrices in the prediction phase. In addi-
tion, they will differ in the amount of information they use from X . While our
first method is almost agnostic, the subsequent three use more informative
approaches.

3.3.1 Method 1: Agnostic Method (AM)

The first method will follow an almost agnostic approach to generate the
transition matrix T , where the only information that will be used is the ini-
tial probability distribution P(Y ). Therefore, the results obtained with this
method will be used to compare the gain that the following methods imply,
in which more informed transition matrices will be created.
Thus, this method consists of directly searching for a transition matrix T
that satisfies equation (3.3), while minimizing the sum of the diagonal of T .
To avoid a high number of null ti,j probabilities outside the diagonal of T , an
auxiliary variable matrix L = [li,j ]

k
i,j=1 will be introduced, so that li,i = 0 and

0 ≤ li,j ≤ ξ, i 6= j, with ξ ∈ R and ξ � 1/k. Each li,j will be included in the
set of restrictions as a lower bound of ti,j to require a minimum probability,
li,j ≤ ti,j , i 6= j. At the same time, the values in L will be maximized in the
objective function of the linear program.
Taking into account all these basic requirements, the optimal transition matrix
T can be obtained by solving the following linear program:
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min z = γ1 ·
k∑
i=1

ti,i − γ2
k∑
i=1

k∑
j=1
j 6=i

li,j

s.t. P(Y ) · T = P̃(Y )

k∑
j=1

ti,j = 1 ∀i∈{1, . . . , k}

ti,j ≥ li,j ∀i, j ∈ {1, . . . , k}, i 6= j

0 ≤ ti,j ≤ 1 ∀i, j ∈ {1, . . . , k}
0 ≤ li,j ≤ ξ ∀i, j ∈ {1, . . . , k}.

(3.4)

For the sake of generality, a coefficient γ ∈ R was included for each of the
main terms in the objective function, allowing their importance to be traded
off. This will also be done in the subsequent methods.

3.3.2 Method 2: Upper-Bound Method (UBM)

In the second method, we will extend the linear program introduced in the
AM to include an additional restriction to the values of T in order to capture
more accurate information about the feasible class transitions associated to
the perturbations. In this approach, an auxiliary matrix R = [ri,j ]

k
i,j=1 will

be considered, in which ri,j represents the number of samples in X that, with
a ground-truth class yi, can reach the class yj :

ri,j =
∣∣{x∈X | f(x)=yi ∧ Φ(x)→yj}

∣∣. (3.5)

We assume that the ground-truth class of an input is always reachable, and
therefore, ri,i =

∣∣{x ∈ X | f(x) = yi}
∣∣, 1 ≤ i ≤ k. If we divide each ri,j by the

number of inputs of class yi, the value will represent the proportion of samples
in X which, with a ground-truth class yi, can reach the class yj :

r′i,j =
ri,j∣∣{x∈X | f(x)=yi}

∣∣ . (3.6)

Note that we are estimating, by using the set X , the proportion of successful
targeted attacks that it is possible to create for the inputs coming from P(X),
for any pair of source class yi and target class yj . Therefore, to generate a
more informed transition matrix T , we will maintain the following restriction:
ti,j ≤ r′i,j . The aim of this restriction is to avoid assigning transition prob-
abilities so high that, in practice, it will be unlikely to obtain them due to
the distortion threshold, which may imply a loss of effectiveness regarding
the global objective of producing P̃(Y ), as the algorithm may not be able to
successfully follow the guidance of T .
However, setting an upper bound to the values of T according to the values of
R may imply increasing the values in the diagonal, decreasing the fooling rate
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expectation. Moreover, those restrictions can be too strict for low distortion
thresholds, making it impossible to find feasible solutions in the linear program
for a large number of cases (see Table 3.1). Thus, to relax these restrictions, we
will consider an auxiliary set of variables 0 ≤ ηi,j ≤ 1, that will act as upper
thresholds for the ti,j values in the matrix T , and which will be minimized in
the objective function. Based on all these facts, we will generate the optimal
transition matrix T by solving the following linear program:

min z = γ1 ·
k∑
i=1

ti,i − γ2 ·
k∑
i=1

k∑
j=1
j 6=i

li,j + γ3 ·
k∑
i=1

k∑
j=1

ηi,j

s.t. P(Y ) · T = P̃(Y )

k∑
j=1

ti,j = 1 ∀i∈{1, . . . , k}

ti,j ≥ li,j ∀i, j ∈ {1, . . . , k}, i 6= j

0 ≤ ti,j ≤ 1 ∀i, j ∈ {1, . . . , k}
0 ≤ li,j ≤ ξ ∀i, j ∈ {1, . . . , k}
ti,j ≤ r′i,j + ηi,j ∀i, j ∈ {1, . . . , k}
0 ≤ ηi,j ≤ 1 ∀i, j ∈ {1, . . . , k}.

(3.7)

3.3.3 Method 3: Element-Wise Transformation Method (EWTM)

The main drawback of the strategy used in the UBM is that establishing
bounds for every value of T can significantly limit the space of possible tran-
sition matrices, reducing the range of target probability distributions P̃(Y )
that can be produced. Therefore, a relaxation of those restrictions is required
in order to achieve feasible solutions, which at the same time could, however,
reduce the effectiveness of the approach.
In addition, even if it is estimated, using the set X , that it is not possible to
move more than a certain proportion of cases r′i,j from the class yi to the class
yj , in some cases it can be necessary to assign values higher than r′i,j to ti,j ,
for example, to produce yj with a very high probability. In such cases, even
if reaching the class yj from the class yi is unlikely, we can specify that when
this transition is possible, it should be produced with a high probability.
Therefore, in order to be able to accurately approximate a wider range of
distributions P̃(Y ), the EWTM does not impose bound constraints on the
values of T . Apart from that, the row-normalized version of R will be used
in this method, denoted as R̂, which already represents a transition matrix.
In particular, the probability distribution P(Y )R̂ is the one that would be
achieved if the target class of each input x were uniformly selected in the set
of reachable classes for x. As our goal is to produce P̃(Y ), we aim to find

an auxiliary matrix Q = [qi,j ]
k
i,j=1, so that P(Y )(R̂ �Q) = P̃(Y ), where the
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operator � represents the Hadamard (element-wise) product. If we denote
T = R̂�Q, we can generate T by solving the following linear program:

min z = γ1 ·
k∑
i=1

r̂i,i · qi,i + γ2 · η

s.t. P(Y ) · (R̂�Q) = P̃(Y )

k∑
j=1

r̂i,j · qi,j = 1 ∀i∈{1, . . . , k}

0 ≤ r̂i,j · qi,j ≤ 1 ∀i, j ∈ {1, . . . , k}
0 ≤ qi,j ≤ η ∀i, j ∈ {1, . . . , k}
0 ≤ η

(3.8)

The values in Q will be minimized by including, as a decision variable, an
upper bound η for its values, avoiding excessive transformations of the ma-
trix R̂ which would lead to losing its influence, and, therefore, resembling an
agnostic approach similar to the AM.

3.3.4 Method 4: Chain-Rule Method (CRM)

As explained in Section 3.2.2, even if we specify a probability ti,j for every
possible transition, in practice, an input sample may not be able to reach any
possible class without surpassing the maximum distortion allowed, so we need
to normalize those probabilities to consider only the reachable classes from
that input. However, the two previous methods have not considered this effect
during the optimization process of the transition matrices, which may cause a
reduction in the effectiveness of the resulting matrices when they are applied
during the prediction phase of the model. For this reason, in this method, we
will make use of that information with the aim of achieving a more informed
attack.
To construct the transition matrix T , we start by estimating the probabilities
that an input x of class yi can only reach a particular subset of the classes
S ⊆ Y (i.e., yj ∈S ⇔ Φ(x)→yj). We will denote these probabilities

Px∼P(X)(S|f(x) = yi), (3.9)

or P (S|yi) for simplicity. In order to estimate these values, the set of reachable
classes S will be computed for each x ∈ X , and the frequency of each subset
will be calculated.
The next step is to define the probability that an input x of class f(x) = yi
and with a set of reachable classes S will be moved from yi to the class yj ,
that is,

Px∼P(X)(yj |f(x) = yi,S), (3.10)
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or P (yj |yi,S) for simplicity. These probabilities will be also denoted as V Si,j
when referring to them as variables in the linear program. All these values
will directly define the transition matrix T in the following way:

ti,j =
∑
S⊆Y

P (yj |yi,S)P (S|yi) =
∑
S⊆Y

V Si,jP (S|yi) (3.11)

As we assume that the ground-truth class of an input is always reachable, for
the inputs of class yi, the probabilities corresponding to those sets S in which
yi /∈ S will be zero. That is, P (S|yi) = 0 if yi /∈ S. Similarly, P (yj |yi,S) must
be zero if yj /∈ S.
In order to find the appropriate values for the variables V Si,j , we will solve the
following linear program:

min z =

k∑
i=1

ti,i

s.t. P(Y ) · T = P̃(Y )

k∑
j=1

V Si,j = 1 ∀i∈{1, . . . , k} , ∀S⊆Y

0 ≤ V Si,j ≤ 1 ∀i, j∈{1, . . . , k} , ∀S⊆Y
V Si,j = 0 yj /∈ S

(3.12)

The main disadvantage of this method is that it requires a considerably larger
number of decision variables, bounded by O(2kk2), assuming that for k classes
there are 2k possible subsets of reachable classes S, each with an associated
probability P (S|yi), and for each of them another distribution of k probabil-
ities P (yj |yi,S), which are optimized in the linear program.
Due to the high number of possible subsets, in practice, P (S|yi) will be zero
for many of the subsets S. This reduces the number of parameters that can be
tuned, and also, as a consequence, the number of probability distributions that
can be produced. For this reason, to avoid having multiple null values for those
probabilities, in this method we will smooth every probability distribution
P (S|yi) using the Laplace smoothing [109].
In addition, after a preliminary experiment we discovered that, because of the
values of P (S = {yi}|yi), the linear problem was infeasible for many target
probability distributions, especially for low distortion thresholds. This is be-
cause the values ti,i are highly influenced by such probabilities, which, indeed,
are lower thresholds for ti,i. In addition, those probabilities can be consider-
ably higher than those corresponding to the remaining subsets if there is a
sufficiently large proportion of samples that cannot be fooled, especially for
low values of ε. This also translates into a low fooling rate expectation.
To avoid all these consequences, after the Laplace smoothing, we set every
P (S = {yi}|yi) to zero and normalize every distribution P (S|yi) accordingly,
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i = 1, . . . , k, even if this can reduce the effectiveness of the method in produc-
ing the target probability distribution, as we are not considering the estimated
proportion of samples that can not be fooled.

3.3.5 Overview of the Attack Strategies

All the strategies introduced in the previous sections can be used to generate
the transition matrices needed to produce adversarial class probability distri-
butions, all of them relying on a different strategy to model the solutions.
Both the UBM and EWTM provide a simple framework that allows the tran-
sition matrices T to be directly optimized. In the UBM, the proportion of
samples r′i,j that can be moved from each class yi to another class yj is esti-
mated, and those values are used as upper bounds for T , assuming that, in
practice, it will be unlikely to move a larger proportion of samples. In the
EWTM, the aim is to transform the transition matrix R̂ in order to meet our
particular requirements, without setting boundaries to the values of T . A pos-
itive point in both methods is the low number of parameters to be optimized,
bounded by O(k2). The CRM, however, requires a considerably larger number
of parameters, bounded by O(2kk2), but provides a more comprehensive and
general approach to generate the transition matrix. In particular, contrarily
to the previous strategies, it allows the particular set of reachable classes for
each instance individually to be taken into account, instead of considering
aggregated information.

3.4 Validating Our Proposals: Setup and Results

In this section, we present the particular task, dataset, model and further
details regarding the experimental setup used to validate our proposals. We
also report the obtained results, in which we measure the effectiveness of the
introduced approaches according to different criteria.

3.4.1 Case of Study: Speech Command Classification

Due to advances in automatic speech recognition technologies based on DL
models, and their deployment in smartphones, voice assistants and industrial
applications, there has been a rapid increase in the study of adversarial at-
tacks and defenses for such models [26, 42, 96, 111, 143, 157], despite being
considerably less studied than computer vision problems. For these reasons,
we have decided to validate our proposal in the task of speech command clas-
sification, an exemplary and representative task in this domain. Nevertheless,
we remark that our methods can be directly applied to any problem or do-
main, as long as it is possible to generate targeted adversarial attacks, and
that this selection is only for illustration purposes.
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We use the Speech Command Dataset [175], which consists of a set of WAV
audio files of 30 different spoken commands. The duration of all the files is
fixed to 1 second, and the sample-rate is 16kHz in all the samples, so that each
audio waveform is composed of 16000 values, in the range [−215, 215]. We use a
subset of ten classes, following previous publications [8, 39, 56, 100, 175, 183],
so that our results are more comparable with previous works in the literature:
Yes, No, Up, Down, Left, Right, On, Off, Stop, and Go. In order to provide
a more realistic setup, two special classes have also been considered: Silence,
representing that no speech has been detected, and Unknown, representing an
unrecognized spoken command, or one which is different to those mentioned
before. The dataset contains 46.258 samples, accounting for approximately 13
hours of data, and it is split into training (80%), validation (10%) and test
(10%) sets, following the standard partition procedure proposed in [175].
Also following previous publications [8, 39, 56, 100, 175], a CNN will be used
as a classification model, based on the architecture proposed in [142], which
is particularly well-suited for small-footprint keyword recognition tasks. The
test accuracy of the model is 85.52%. The input of the model will be the
Mel-Frequency Cepstral Coefficients (MFCCs) extracted from the raw audio
waveform, which is a standard feature extraction process in speech recognition
[122]. Nevertheless, the adversarial examples will be generated directly in the
audio waveform representation, as done in previous works [8, 26, 39, 132, 181].

3.4.2 Experimental Details

The ultimate goal is to validate that any desired probability distribution P̃(Y )
can be approximated with a low error by guiding a targeted adversarial attack
using Algorithm 1 and a transition matrix T , which has been optimized using
any of the methods introduced in Section 3.3.
To show that any targeted attack strategy can be extended, we will evaluate
our methods using a wide range of attacks, which have been exhaustively
employed in the literature and which rely on different strategies to generate
the adversarial perturbations: DeepFool [116], Fast Gradient Sign Method
[59], Projected Gradient Descent [107] and Carlini & Wagner attack [25]. An
introduction to these algorithms is provided in Section 2.3.2. For the sake of
simplicity, the experimental results presented in this section will be reported
for the DeepFool algorithm3, whereas the results obtained with the other
attack algorithms will be reported in Appendix A.1.
In all the experiments, we will assume a uniform initial probability distribu-
tion P(Y ). In Section 3.4.3, the particular case in which P̃(Y ) = P(Y ) will
be tested, that is, when the aim is to reproduce the original probability dis-
tribution P(Y ) obtained by the model (in our case the uniform distribution).
Afterward, in Section 3.4.4, a more general scenario will be tested, in which

3 In order to fit in our specification, we employed a targeted version of DeepFool,
as described in Section 2.3.2.3.
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different target probability distributions P̃(Y ) will be randomly sampled from
a Dirichlet distribution of k = 12 parameters and αi = 1, 1 ≤ i ≤ 12. A total
of 100 different target probability distributions will be sampled, and our meth-
ods will be tested in each of them. This general case will be used to provide
an exhaustive comparison of the effectiveness of the methods introduced.
To generate the transition matrices T , a set of samples X will be used, com-
posed of 500 samples per class, which makes a total of 6000 input samples.
In particular, X will be used to generate the auxiliary matrix R required in
the UBM and EWTM, as described in equation (3.5), and, for the case of the
CRM, to estimate the probabilities described in equation (3.9). The generated
transition matrices T will be tested using another set of samples X̂ , disjoint
from X , also composed of 500 inputs per class. The proportion of samples that
has been classified as each particular class after the attack is applied to every
input in X̂ will be taken as the empirical probability distribution, and will be
denoted P̂(Y ) = (p̂1, . . . , p̂k). Using this collection of data, we will evaluate to

what extent the empirical probability distributions P̂(Y ) match P̃(Y ). The
similarity between both distributions will be measured using different metrics:
the maximum and mean absolute difference, the Kullback-Leibler divergence
and the Spearman correlation.
To thoroughly evaluate our methods, we randomly sampled a set X̄ of 1000
inputs per class from the training set of the Speech Command Dataset, and
computed a 2-fold cross-validation, using one half of X̄ as X and the other half
as X̂ . Moreover, we launched 50 repetitions of the cross-validation process,
using in every repetition a different random partition of X̄ . An additional
evaluation of our methods considering different sizes for the set X will be
provided in Appendix A.2.
The transition matrices will be generated using the four linear programs de-
scribed in Sections 3.3.1, 3.3.2, 3.3.3 and 3.3.4. The linear programs are solved
using the Python PuLP library 4 and the Coin-or Branch and Cut (CBC)
solver 5. For the AM and the UBM, an upper bound of ξ = 0.01 will be set
for the values in L. For the AM, the UBM and the EWTM, γ1 = γ2 = 1
will be set, as well as γ3 = 10 for the UBM, in order to avoid the relaxation
of the upper-bounds r′i,j .
In addition, the `2 norm of the adversarial perturbation (in the raw audio
waveform representation) will be used as the distortion metric ϕ. The re-
sults will be computed under the following maximum distortion thresholds:
ε ∈ {0.0005, 0.001, 0.0025, 0.005, 0.01, 0.05, 0.1, 0.15}. These values were em-
pirically selected in order to evaluate the behavior of our methods depending
on how restricted the adversary is, ranging from scenarios where only very few
class transitions can be performed (i.e., low values of ε), to scenarios where
the number of possible transitions is high (i.e., high values of ε).

4 https://github.com/coin-or/pulp
5 http://www.coin-or.org/

https://github.com/coin-or/pulp
http://www.coin-or.org/
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Finally, our methods will be compared against two baseline methods. With the
first baseline, for each input x, the target class will be selected according to the
probabilities defined in the target distribution P̃(Y ). Notice that, following the
introduced methodology, this method can be modeled as a transition matrix T
in which all the rows contain the target distribution P̃ (Y ). Thus, this method
will presumably provide a good approximation of the target distribution, but
also fooling rates far from the optimum, as it only focuses on producing the
target distribution, with no particular incentive to maximize the fooling rate.
Hence, we will refer to this baseline as the Maximum Approximation Baseline
(MAB).
On the other hand, the second baseline will also follow the same strategy as
the MAB, with the difference that, in order to maximize the fooling rate of the
attack, the diagonal of T (i.e., the probability of staying in the ground-truth
class) will be set to zero, and each row will be normalized accordingly:

ti,i = 0, 1 ≤ i ≤ k,

ti,j =
p̃j∑k
r=1
r 6=i

p̃r
, 1 ≤ i, j ≤ k, i 6= j. (3.13)

Therefore, this baseline provides a maximum fooling rate, but, presumably,
at the expense of producing worse approximations to P̃(Y ) than the MAB.
For this reason, we will refer to this baseline as the Maximum Fooling Rate
Baseline (MFRB).
For the purpose of evaluating the baselines under the same conditions as our
methods, the normalization described in Equation (3.2) will be also employed
before each attack (see Algorithm 1, lines 11-21). In this way, sampling a
target class that is not reachable from the input x at hand is avoided, which
favors the baselines.

3.4.3 Illustrative Case: Reproducing the Initial Probability
Distribution

For illustration purposes, we first report the results obtained for the partic-
ular scenario in which we want to produce the same probability distribution
that the model produces when it is applied on clean samples. Notice that this
distribution is the same as the ground truth distribution of the classes, since
we assume that the model produces a correct classification for the original
samples. Having the ability to reproduce such distributions allows an adver-
sary to deploy attacks that are less likely to be detected in the long run, for
instance, by label-shift detection methods that can warn against the presence
of multiple adversarial attacks against the model [135].6

6 We clarify that this does not imply that each individual attack that is sent to
the model will also be less detectable, as this depends on the underlying targeted
adversarial attack method employed.
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To begin with, Figure 3.1 (left) shows the achieved fooling rates for each
method, as well as the maximum fooling rate that can be achieved for every ε
as reference, that is, the percentage of inputs in X̂ for which it is possible to
create a targeted attack capable of fooling the model. These results have been
averaged for the 50 different 2-fold cross-validations. For the sake of simplicity,
and since the MFRB achieves by definition the maximum possible fooling
rate, the results corresponding to that baseline are not included in the figure.
According to the results, the four attack methods maintained fooling rates
very close to the optimal values independently of the distortion threshold,
with the exception of the UBM and the EWTM, in which a loss can be
observed (of approximately 10% and 4%, respectively) for the lowest values of
ε evaluated. It can also be noticed that the lowest fooling rates are achieved
by the MAB, with a loss of approximately 15% for ε ≥ 0.005.
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Fig. 3.1: Fooling rates (left) and Kullback-Leibler divergence (right) obtained
with each of the proposed methods in 50 2-fold cross-validation trials, for the
particular case in which the target distribution P̃(Y ) is the initial (uniform)
probability distribution P(Y ). The results corresponding to the MFRB have
been omitted from the left figure, since that method achieves the maximum
fooling rate by definition.

Regarding the effectiveness in reproducing the initial probability distribution,
Figure 3.1 (right) includes the average Kullback-Leibler divergence obtained
for every ε. In order to better assess the similarity between the initial prob-
ability distribution and the ones produced after perturbing the inputs with
our attacks, Figure 3.2 contains a graphical comparison of these distribu-
tions, for one of the folds included in the cross-validation trials, considering
three different maximum distortion thresholds ε. These figures also include
the Kullback-Leibler divergences between both distributions, as a reference to
compare the value of this metric and the similarity between the perturbations.
According to the results, in all the cases the algorithms were able to maintain
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a probability distribution very close to the original one, the EWTM being
the most accurate, the AM the least accurate, and the remaining approaches
achieving intermediate results.
It is noteworthy that, in this particular case, the obtained approximations of
the target probability distributions are more accurate for the lowest ε values
tried. This is due to the fact that, for low distortion thresholds, the number of
inputs for which the model can be fooled is lower, and therefore, a larger num-
ber of inputs remains correctly classified as their ground-truth class, which
makes the empirical probability distribution P̂(Y ) closer to the original. How-
ever, note that the results obtained for high values of ε also represent close
approximations of the target distributions, and at the same time, the model
is fooled for almost all the input samples.
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Fig. 3.2: Comparison between the target distribution (in this case the ini-
tial probability distribution) P(Y ) and the produced probability distribution
P̂(Y ), for the four different methods introduced: AM (first row), UBM (sec-
ond row), EWTM (third row) and CRM (fourth row). The results are shown
for three different values of ε, and have been computed for one of the folds
of the cross-validation trials. The Kullback-Leibler divergence between both
distributions, DKL(P(Y ), P̂(Y )), is also shown above each figure.

3.4.4 Deeper Exploration

In this section, we provide a deeper evaluation of our methods, testing them
against 100 probability distributions, randomly drawn from a Dirichlet distri-
bution, as described in Section 3.4.2.
First, we compute the percentage of cases in which the methods managed
to generate a valid transition matrix, that is, one which satisfies all the re-
strictions of the corresponding linear program. This information is shown in
Table 3.1, for different values of ε. Note that the baselines were not consid-
ered for this analysis, since they do not require solving a linear program. In
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particular, for each method, the values in Table 3.1 represent the percentage
of cross-validation trials in which a valid transition matrix was found, aver-
aged for the 100 target distributions. If a method failed in any of the folds
of a cross-validation trial, a failure is reported for the whole cross-validation
trial. According to the results, the AM, the UBM and the CRM managed
to create a valid matrix for all the cases tried, independently of the distor-
tion threshold. For the EWTM, although it also achieved a total success for
values of distortion above or equal to 0.0025, the percentage drops to 38.8%
for ε = 0.0005. This is due to the larger number of zeros in the matrices R̂
for such low distortion thresholds, which makes it impossible to find feasible
solutions through an element-wise multiplication with another matrix.
Table 3.1 also includes the success percentages of one variant of the UBM
and two variants of the CRM. Regarding the UBM, without relaxing the up-
per bounds of the transition matrix T , 100% success is achieved for values
of distortion ε > 0.05, but the percentage of cases for which a valid transi-
tion matrix was found drops dramatically for lower values of ε. Regarding the
CRM, without the Laplace smoothing and without fixing the probabilities
P ({yi}|yi) to zero, the method was not able to generate a valid transition ma-
trix for distortions below 0.05, and even in the maximum distortion threshold
tried the method only succeeded in 46.2% of the cases. Applying the Laplace
smoothing (without fixing P ({yi}|yi) = 0), those results improve significantly,
particularly for the highest distortion thresholds tried, succeeding in more
than approximately 80% of the cases for ε ≥ 0.1, and in 70.6% of the cases
for ε = 0.05. These results clearly reflect that those corrections are necessary
to make the linear programs feasible.
Secondly, the average fooling rates obtained by each method is compared in
Table 3.2, for each value of ε. In addition, the table includes, for reference pur-
poses, the maximum fooling rate that can be obtained with a maximum dis-
tortion ε. All the values have been averaged for the 100 target probability dis-
tributions considered in the experiment and for the 50 2-fold cross-validations
carried out for each of them.7 The results demonstrate that, whereas, by con-
struction, the MFRB always achieves the optimum fooling rate, the MAB
achieves the worst results in the majority of the cases, of approximately 15%
below the optimum for ε ≥ 0.005. In contrast, a very high fooling rate is main-
tained in the AM, the UBM (for ε > 0.01) and the CRM, with a negligible
loss with respect to the maximum achievable value. The EWTM, however,
achieved slightly lower fooling rates, of approximately 8% below the maxi-
mum, independently of the distortion threshold. A similar loss is observed for
the UBM when ε ≤ 0.01.
To conclude the analysis, the average similarity between the target distribu-
tions P̃(Y ) and the corresponding empirical distributions P̂(Y ) is analyzed

7 The cross-validation processes in which a method failed in generating a valid
matrix T for any of the two folds were discarded, and, therefore, the results
might be slightly biased for the EWTM and ε < 0.001.
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Maximum distortion amount (ε)

Method 0.0005 0.001 0.0025 0.005 0.01 0.05 0.1 0.15

AM 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
UBM 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
EWTM 38.8 99.9 100.0 100.0 100.0 100.0 100.0 100.0
CRM 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

UBM 1 0.0 0.0 0.0 9.2 67.9 99.9 100.0 100.0
CRM 2 0.0 0.0 0.0 0.0 0.0 14.0 30.3 46.2
CRM 3 10.6 14.0 20.0 25.7 37.5 70.6 79.7 85.3

1 Without relaxing the upper bound restrictions of T using the auxiliary
decision variable η.

2 Without the Laplace smoothing and without fixing the values of
P ({yi}|yi) to zero.

3 Without fixing the values of P ({yi}|yi) to zero.

Table 3.1: Success percentages in generating valid transition matrices for the
different methods introduced.

Maximum distortion amount (ε)

Method 0.0005 0.001 0.0025 0.005 0.01 0.05 0.1 0.15

AM 3.80 11.17 31.58 46.98 62.36 87.29 92.31 94.69
UBM 0.45 2.88 19.06 38.03 57.89 87.05 92.28 94.68
EWTM 1.88 6.87 23.59 38.65 53.60 79.66 85.21 87.84
CRM 3.90 11.29 31.55 46.88 62.23 87.26 92.31 94.70

MAB 2.06 6.55 21.33 33.72 46.87 71.02 76.96 79.64
MFRB 3.93 11.47 32.02 47.44 62.80 87.54 92.48 94.86

Max. FR 3.93 11.47 32.02 47.44 62.80 87.54 92.48 94.86

Table 3.2: Fooling rate (FR) percentages achieved by the different methods
introduced.

in Figure 3.3, independently for the different similarity metrics considered
and for every maximum distortion threshold. First of all, it is clear that the
effectiveness of the methods in reproducing the target distribution increases
with the maximum allowed distortion. Apart from that, it can be seen that
the AM achieves worse results compared to the rest, thereby validating the
hypothesis that the more informed strategies employed in the UBM, EWTM
and CRM are capable of increasing the effectiveness of the attack. Indeed,
analyzing the results obtained with the remaining methods, the maximum
absolute difference between the probabilities of the classes is below 0.09 for
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ε ≥ 0.05, which reflects a very high similarity. In fact, for the mean absolute
difference, this value decreases to 0.03. The Kullback-Leibler divergence also
shows the same descending trend as the maximum and mean differences. Fi-
nally, the Spearman correlation between both distributions is above 0.80 for
ε ≥ 0.05, which indicates that even if there are differences between the values,
both distributions are highly correlated.
Comparing the overall effectiveness of the methods in approximating the tar-
get distributions, the UBM and the EWTM were the most effective for low
and intermediate distortion thresholds (ε ≤ 0.01), followed by the MAB, while
the CRM and the MFRB achieved intermediate results. For high distortion
thresholds (ε ≥ 0.05), in contrast, the EWTM achieved the best results with a
notable margin with respect to the other methods, which show a more similar
performance.
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Fig. 3.3: Sensitivity analysis of different similarity metrics between the pro-
duced probability distribution P̂(Y ) and the target probability distribution

P̃(Y ): mean absolute difference, maximum absolute difference, Kullback-
Leibler divergence and Spearman correlation.
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Comparing our methods with the baselines, on the one hand, the MAB
achieves results competitive with the UBM and the EWTM in terms of ap-
proximating the target distribution. Nevertheless, it can be noticed that the
MAB is outperformed by the EWTM in most cases, and even by the UBM
for intermediate values of ε, while it is also outperformed in terms of fool-
ing rate by all the remaining methods, with a considerable margin (as shown
previously in Table 3.2). Hence, the MAB is dominated by our methods in
both factors. On the other hand, whereas the MFRB cannot be outperformed
in terms of fooling rate (since it guarantees the optimal value), it is outper-
formed in terms of the quality of the approximation by our methods. These
results corroborate that the proposed methods are capable of taking advan-
tage of the information about the problem provided in order improve their
joint effectiveness in the two main goals of the attack: closely approximating
the target distribution for the classes while keeping remarkable effectiveness
in the objective of fooling the model for any incoming input sample.
Finally, as an overview of the distortion, Table 3.3 shows the average distor-
tion level introduced by the perturbations, in decibels (dB). Following the
methodology introduced in previous related works on adversarial perturba-
tions in speech signals [26, 123, 165, 178], the distortion has been computed
as

dB(x, v) = max
i

20 · log10 (|vi|)−max
i

20 · log10 (|xi|), (3.14)

x being the clean signal and v the perturbation.8 According to this metric,
the lower the value, the less perceptible the perturbation. Even for the highest
values of ε tried, the mean distortion level is far below -32dB, which is the max-
imum acceptable distortion threshold assumed in related works [26, 123, 165].
To empirically assess the imperceptibility of the adversarial perturbations, a
randomly sampled collection of our adversarial examples can be found in our
webpage 9.

ε 0.0005 0.001 0.0025 0.005 0.01 0.05 0.1 0.15

dB -80.69 -78.21 -72.73 -69.13 -65.60 -58.30 -55.82 -54.61

Table 3.3: Average distortion levels introduced by the adversarial perturba-
tions generated, measured in decibels.

8 Notice that the metric described in Equation (3.14) is used for a post-hoc analysis
and not to optimize the adversarial attacks, for which the `2 norm was used, as
described in Section 3.4.2.

9 https://vadel.github.io/acpd/AudioSamples.html

https://vadel.github.io/acpd/AudioSamples.html
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3.4.5 General Comparison of the Introduced Approaches

As a general overview of the effectiveness of the introduced strategies, focus-
ing on the UBM, the EWTM and the CRM, the three of them provided an
effective way to find optimal transition matrices, capable of producing the
desired target probability distributions. In addition, and considering that the
effectiveness of the methods depends on multiple factors, there is no one best
method in all the cases. For instance, the EWTM was overall the most effec-
tive one in approximating the desired probability distributions, but achieved
lower fooling rates than the UBM and the CRM, which achieved values close
to the maximum fooling rates.
This can be assessed more clearly in Figure 3.4, in which a graphic comparison
of the effectiveness according to the most relevant factors is provided. For a
clearer visualization, dominated values (i.e., those corresponding to methods
which are outperformed in all factors by at least another method, under the
same distortion threshold) have been displayed in white. Moreover, the non-
dominated values corresponding to the same distortion threshold have been
connected by dashed gray lines. Notice also that some axes are flipped to
represent in all the cases that a value is better if it is closer to the bottom-left
corner. As can be seen, no method is dominated by the others in all the factors
or metrics considered, with the exception of the AM (which is dominated in
all the cases) and the MAB (which is dominated in most of the comparisons
in which the fooling rate and the similarity metrics are traded-off). Thus,
the variety of methods proposed allows us to select the one that best suits
the requirements of the adversary, depending on which factors are the most
relevant or which are to be optimized the most.
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Fig. 3.4: Multifactorial comparison of the effectiveness of the six methods eval-
uated. For a clearer visualization, dominated values (i.e., those corresponding
to methods which are outperformed in all factors by at least another method,
under the same distortion threshold) have been displayed in white, whereas
the non-dominated values corresponding to the same distortion threshold have
been connected by dashed gray lines.

3.5 Counteracting Label-Shift Detection Algorithms in
Data Streaming Scenarios

As discussed in Section 3.1, a change in the probability distribution of the
classes can lead to a change in the predictive performance of the models or
to ethical issues [19, 102, 141, 168]. Therefore, some approaches have been
proposed to detect and correct those shifts. In this section, we show the ef-
fectiveness of our method in producing a label-shift, even when a label-shift
detection method is enforced.
The assumed scenario is as follows. First, we consider a classification model in
its deployment phase, which receives a set of unlabeled instances every time
unit. We also assume that the initial probability distribution of the classes
P(Y ) is known. Finally, we consider the presence of a label-shift detector,
which evaluates whether the probability distribution of the classes at the
prediction phase, Q(Y ) = (q1, . . . , qk), is different from P(Y ). We assume
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that this evaluation is done periodically, for instance, after receiving a certain
number of new instances. In such a scenario, the goal of our attack will be
to maliciously produce a target probability distribution P̃(Y ), different from
P(Y ), yet preventing the change from being detected by the label-shift de-
tection mechanism. Otherwise, the detection mechanism can alert the user
about possible attacks [135] or trigger actions such as retraining or replacing
the model. Such actions may force the adversary to recalculate the attack
strategy, interrupt the attack process or cause it to fail.
For illustration purposes, we will employ the Black Box Shift Detection
(BBSD) approach proposed in [102] as the label-shift detector. This method
assumes a realistic scenario in which the probability distribution at predic-
tion time Q(Y ) is unknown, since only unlabeled data is observed, which is
a common scenario in practice. To address such scenarios, [102] proposes a
methods-of-moments approach to consistently estimate Q(Y ) at prediction
time, based on the predictions of the classification model.10 Once the proba-
bility distribution at prediction time is estimated, the shift detection is for-
mulated as a statistical test under the null hypothesis H0 : Q(Y ) = P(Y )
and the alternative hypothesis H1 : Q(Y ) 6= P(Y ). As in [135], a Pearson’s
Chi-Squared test will be used as the statistical test to quantify the significance
of the label-shift. We will consider that the null-hypothesis is rejected (i.e.,
the BBSD method detects a significant shift) when the p-value is below 10−5.
As the underlying task for our experiments, we will consider a Tweet emotion
classification problem, which is a popular benchmark in text classification
[5, 176], streaming classification [62] and quantification learning scenarios [48,
127], where the probability distribution of the output classes (which might
represent, for instance, the overall opinion of the population with respect
to a given topic) is of paramount relevance [53]. We selected the Emotion
dataset proposed in [145], which contains Tweets categorized in 6 emotions:
sadness, joy, love, anger, fear and surprise. We also selected a pretrained
classifier based on the popular BERT language model [36], fine-tuned for this
dataset.11 The resulting model achieves a 92.65% of accuracy in the test set
of the Emotion dataset.
As the underlying adversarial attack, we selected the method proposed in
[10]. Finally, the Levenshtein Edit Distance [95] between the original and the
adversarial text was selected as the distortion metric, normalized by the length
of the longest text.12 We set a maximum distortion threshold of ε = 0.25.
Since we assume a label-shift detection mechanism, it is important to note that
only those target distributions that are not statistically different from P(Y )
(according to the detection method) can be targeted, to prevent the change

10 We refer the reader to [102] for further details.
11 The model is publicly available at: https://huggingface.co/bhadresh-savani/

bert-base-uncased-emotion.
12 A randomly sampled collection of our adversarial examples can be found in our

webpage: https://vadel.github.io/acpd/TextSamples.html.

https://huggingface.co/bhadresh-savani/bert-base-uncased-emotion
https://huggingface.co/bhadresh-savani/bert-base-uncased-emotion
https://vadel.github.io/acpd/TextSamples.html
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from being detected. Thus, if a target distribution P̄(Y ) is significantly differ-
ent from P(Y ), our best option is to find another distribution which, despite
being as close to P̄ (Y ) as possible, will not cause the statistical test to reject
the null hypothesis. For instance, such a trade-off can be straightforwardly
managed by computing the intermediate distribution

P̃(Y ) = (1− τ)P(Y ) + τ P̄(Y ), τ ∈ [0, 1], (3.15)

and finding the maximum value of τ so that P̃(Y ) is not significantly different
from P(Y ).13

To evaluate the effectiveness of our method, we considered three different
configurations for the source probability distribution P(Y ). First, a roughly
uniform distribution will be tested, similarly to the evaluation in the previ-
ous section. Secondly, following a similar approach to [102], we considered
two distributions in which a probability pi is assigned to the i-th class and
the remaining probability mass is distributed uniformly among the remaining
classes. For our experiments, we will set pi = 0.25 and i = {2, 4}, and, follow-
ing the notation of [102], we will refer to these distributions as Tweak-2 and
Tweak-4.
For each P(Y ), 1000 random Dirichlet distributions were sampled as the target
distributions. We ensured, using the approach described in Equation (3.15),
that all of the target distributions are not being identified by the label-shift
detector as significantly different from the corresponding source distribution
P(Y ).14 In addition, to generate the transition matrices, we sampled 1000
training inputs from the dataset, with a class proportion following P(Y ).
The EWTM will be used to optimize the transition matrices in all the cases.
Once the transition matrix is generated, its effectiveness will be evaluated on
a different set X̂ , also composed of 1000 inputs. For the sake of a realistic (and
challenging) evaluation, the BBSD will be evaluated in cumulative batches of
100 inputs, and a success will be considered only if, for none of the batches,
the detector detects significant differences between the empirical distribution
P̂(Y ) and P(Y ).
The results are shown in Table 3.4. As can be seen, our method succeeded
in 24.8% to 43.4% percent of the cases depending on the configuration of the
source distribution P(Y ), which is a reasonably high percentage considering
the presence of a label-shift detection mechanism. Furthermore, in the three
cases a high fooling rate was maintained, of approximately 62%, which sup-
poses a loss of approximately 10% in comparison to the maximum fooling
rate that can be achieved in each case, which is shown in the fourth column.
The fifth column of the table shows the average similarity between P̂(Y ) and

P̃(Y ) according to the following metrics: the Kullback-Leibler divergence, the
maximum absolute difference and the mean absolute difference. Only those

13 In our experiments, the maximum value of τ was found by means of a binary
search on the range [0, 1].

14 We considered a tolerance of 10−4 + 10−5 during the sampling process.
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cases for which the label-shift detector did not detect significant changes were
considered. According to the three metrics, our method was capable of closely
approximating the target distributions, achieving, for instance, an average
Kullback-Leibler divergence of approximately 0.04 in the three cases.
Finally, Figure 3.5 (top row) shows three illustrative label-shifts generated in
our experiments, one for each of the source distributions considered (column-
wise). The second row of the figure shows, for each case, the evolution in
the p-value computed by the BBSD label-shift detector during the attack
process, measured for cumulative batches of 100 inputs. For comparison, the
p-value has been computed considering i) the adversarial predictions provided
by the model when it is attacked, and ii) the original predictions, that is,
the ones that would be provided if the model was not attacked. As can be
observed, both the target and empirical probability distribution of the classes
represent an interpretation that can be considerably different from that of the
original distribution. In the first case (left column), in which P(Y ) initially
portrays a uniform opinion distribution in the population, the adversarially
generated distribution portrays a predominantly positive opinion. A similar
effect is achieved in the second case (middle column), in which the mode of the
distribution is changed from a negative opinion to a positive opinion. Finally,
in the third case (right column), the probability assigned to the mode of P(Y )
is further increased (by reducing the probability assigned to some of the other
classes), further biasing the distribution in favor of that mode.

P(Y ) Success (%) FR (%)
Max.

FR (%)
Similarity

(DKL / Max. / Mean)

Uniform 27.90 60.99 78.30 0.03 / 0.08 / 0.03
Tweak-2 43.40 62.63 77.20 0.05 / 0.10 / 0.04
Tweak-4 24.80 61.87 78.80 0.04 / 0.08 / 0.04

Table 3.4: Attack performance of the EWTM in producing label-shifts in the
presence of the BBSD label-shift detection method. The following information
is provided, column-wise: source distribution P(Y ), percentage of cases in
which the label-shift was not detected by the BBSD, average fooling rate
(FR) achieved by the attacks, maximum fooling rate achievable (as reference),
and the average similarity between the produced and the target probability
distributions. The similarity is reported for three different metrics: Kullback-
Leibler divergence (DKL), maximum absolute error and mean absolute error.
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Fig. 3.5: Illustrative label-shifts generated for the Tweet Emotion Classifica-
tion task (column-wise). The first row provides a comparison of the source,
target and produced probability distributions. In each case, the achieved fool-
ing rate (FR) and Kullback-Leibler divergence (DKL) between the target and
the generated distributions is shown above the figure. The second row shows,
for each case, the evolution of the p-value computed by the BBSD label-shift
detector during the attack process, evaluated in cumulative batches of 100 in-
puts and in both the correct predictions (i.e., when the model is not attacked)
and the adversarial predictions (i.e., when our method is applied). The dashed
lines mark the detection threshold.

3.6 Conclusions

In this chapter, we have introduced a novel strategy to generate adversarial
attacks capable of producing not only prediction errors in ML models, but also
any desired probability distribution for the classes when the attack is applied
to multiple incoming inputs. This multiple-instance attack paradigm, due to
its capability of coordinating multiple attacks to produce more complex mali-
cious behaviors in the models, exposes threats that cannot be conducted by the
conventional paradigms, broadening the horizon of adversarial attacks. The
proposed attack methodology has been conceived as an extension of targeted
adversarial attacks, in which the target class is stochastically selected under
the guidance of a transition matrix, which is optimized to achieve the desired
goals. We have introduced four different strategies to optimize the transition
matrices, which can be solved by using linear programs. Our approach was
experimentally validated for the spoken command classification task, using
different targeted adversarial attack algorithms as a basis. Furthermore, we
also evaluated the success of our methods in preventing the attacks from
being detected by label-shift detection methods in a streaming classification
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scenario. Our results clearly show that the introduced methods are capable of
producing close approximations of the target probability distribution for the
output classes while achieving high fooling rates.





4

When and How to Fool Explainable Models
(and Humans) with Adversarial Examples

4.1 Introduction

As discussed in Chapter 1, DNNs still face several weaknesses that hamper
the development and deployment of these technologies, despite their outstand-
ing and ever-increasing capacity to solve complex AI problems. In addition
to their vulnerability to adversarial examples, another major shortcoming is
their black-box nature, which prevents analyzing and understanding their rea-
soning process, while such a requirement is ever more in demanded in order
to guarantee a reliable and transparent use of AI. To overcome this limita-
tion, different strategies have been proposed in the literature [196], ranging
from post-hoc explanation methods, which try to identify the parts, elements
or concepts in the inputs that most affect the decisions of trained models
[52, 80, 184, 188], to more proactive approaches which pursue a transparent
reasoning by training inherently interpretable models [6, 28, 63, 98, 144, 193].
Interestingly, improving the explainability of the models is also a promising
direction to achieve adversarial robustness, a hypothesis which is supported
by recent works which show that interpretability and robustness are connected
[43, 125, 138, 163, 194]. Furthermore, the study of adversarial attacks against
explainable models has gained interest in recent years, as will be fully re-
viewed in Sections 4.2.2 and 4.2.3. In contrast to common adversarial attacks,
which focus solely on changing the classification of the model [186], attacks
on explainable models need to consider both changes in the classification and
in the explanation supporting that classification. Another key difference when
considering attacks against explainable models is related to their stealthiness.
Generally, the only constraint assumed in order to produce a stealthy attack
is that the changes added to the inputs must be imperceptible to humans.
However, the use of explainable models implies a different scenario, where it
is assumed that a human will observe and analyze not only the input, but also
the model classification and explanation. Therefore, uncontrolled changes in
both factors may cause inconsistencies, alerting the human. For this reason,
the assumption of explainable classification models introduces a new question
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regarding the definition of adversarial examples: can adversarial examples be
deployed if humans observe not only the input but also the output classification
and/or the corresponding explanation?

4.1.1 Objectives and Contributions

The objective of this chapter is to shed light on this question by extending
the notion of adversarial examples for explainable ML scenarios, in which hu-
mans can not only assess the input sample, but also compare it to the output
of the model and to the explanation. These extended notions of adversarial
examples allow us to exhaustively analyze the possible attacks that can be
produced by means of adversarially changing the model’s classification and
explanation, either jointly or independently (that is, changing the explana-
tion without altering the output class, or vice versa). Our analysis leads to
a comprehensive framework that establishes whether (and how) adversarial
attacks can be generated for explainable models under human supervision.
Moreover, we thoroughly describe the requirements that adversarial examples
should satisfy in order to be able to mislead an explainable model (and even
a human) depending on multiple scenarios or factors which, despite their
relevance, are often overlooked in the literature of adversarial examples for
explainable models, such as the expertise of the user or the objective of the
explanation. Finally, the proposed attack paradigms are also illustrated by ad-
versarial examples generated for two representative image classification tasks,
as well as for two different explanation methods. The outline of this chapter
is summarized in Figure 4.1.
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   Input       Explanation       Attack

● Observing the input and the output

Fig. 4.1: Outline of the exploratory research developed in Chapter 4.
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The aim of all these contributions is to establish a basis for a more rigorous
study of the vulnerabilities of explainable ML in adversarial scenarios. We
believe that these fields will benefit from our work in the following ways.
� Heretofore, studies on adversarial attacks against explainable models have

considered very particular or fragmented scenarios and attack paradigms.
Thus, there is a lack of a unifying perspective in this field that connects all
these works within a general analytical framework and taxonomy, which
is a gap that we fill with this work.

� The framework we propose encompasses not only attack paradigms which
have already been investigated in the literature, but also paradigms that,
to the best of our knowledge, have not yet been studied, paving the way
for new research venues.

� In addition, the role of the human is often overlooked in the study of
attacks against explainable models, despite being a key factor in these
scenarios. In this work, we address this limitation by thoroughly analyzing
the requirements that adversarial examples should satisfy in order to be
able to mislead an explainable model, and even a human, depending on
the attack scenario. This analysis provides a comprehensive road map for
the design of realistic attacks against explainable models.

� Furthermore, the fact that our framework considers a wide range of scenar-
ios that an adversary may face allows us to summarize which paradigms
are realistic or unrealistic in each of them, which is fundamental to en-
sure that attack methods are evaluated with an appropriate setting and
methodology in future works.

� On another note, our work also contributes to raise awareness about the
possible attack types that both models and humans may face in realistic
adversarial scenarios, which is important to promote a more aware and
secure use of ML based technologies, or even the development of more
robust models or explanation methods.

For the above reasons, the aim of this work is to contribute to a more me-
thodical research in this area, delimiting the differences between the possible
attack paradigms, identifying limitations in the current approaches and es-
tablishing more fine-grained and rigorous standards for the development and
evaluation of new attacks or defenses.

4.2 Related Work

This section provides a gentle yet comprehensive introduction to the field of
adversarial attacks against explainable models. To begin with, an overview of
explanation methods in ML is presented in Section 4.2.1. Subsequently, the
reliability of the explanation methods in adversarial scenarios is discussed in
Section 4.2.2. Finally, further connections between explanation methods and
adversarial examples are discussed in Section 4.2.3.
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4.2.1 Overview of Explanation Methods in ML

In this section, we summarize the explanation methods proposed in the lit-
erature in order to present the terminology and taxonomy that will be used
in the subsequent sections to develop our analytical framework on adversarial
examples in explainable models.

4.2.1.1 Scope, Objective and Impact of the Explanations

The objective of an explanation is to justify the behavior of a model in a way
that is easily understandable to humans. However, different users might be
interested in different aspects of the model, and, therefore, the explanations
can be generated for different scopes or objectives.
Overall, the scope of an explanation can be categorized as local or global [196].
On the one hand, local methods aim to characterize or explain the model’s
prediction for each particular input individually, for example, by identifying
the most relevant parts or features of the input. On the other hand, global
methods attempt to expose the general reasoning process of the model, for
instance, summarizing (e.g., using a more simple but interpretable model)
when a certain class will be predicted, or describing to what extent a particular
input-feature is related to one class. Since in this chapter we address the
vulnerability of explainable models to adversarial examples, we focus on local
methods.
In addition, explanations can be used, even for the same model, for different
purposes. For instance, users querying the model for a credit loan might be
interested in explaining the output obtained for their particular cases only,
whereas a developer might be interested in discovering why that model mis-
classifies certain input samples. At the same time, an analyst can be interested
in whether that model is biased against a social group for unethical reasons.
At a higher level, all these purposes are based on necessities involving ethics,
safety or knowledge acquisition, among others [38]. Based on the purpose of
the explanations and the particular problem, domain or scenario in which they
are required, another relevant factor should be taken into consideration: the
impact of the explanations, which can be defined as the consequence of the
decisions made based on the analysis of the explanation. Healthcare domains
are clear examples in which the consequences of the decisions can be severe.
Despite the relevance of these factors, they are often overlooked when local
explanation methods are designed or evaluated [38, 196]. The same happens
for adversarial attacks in explainable models. We argue that the scope, the
objective and the impact of explanations should be key factors when designing
adversarial attacks against explainable models, since a different attack strat-
egy needs to be adopted in each context to successfully deceive the model
(and the human). This will be discussed in detail in Section 4.3.
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4.2.1.2 Types of Explanations

Different types of explanations exist depending on how the explanation is
conveyed:
� Feature-based explanations: assign an importance score to each feature in

the input, based on their relevance for the output classification. Common
feature-based explanations (especially in the image domain) are activation
or saliency maps [151], which highlight the most relevant parts of the
input. Despite their extensive use, previous works have identified that
such explanations can be unreliable and misleading [30, 63, 80, 81, 103,
139].

� Example-based explanations: the explanation is based on comparing the
similarity between the input at hand and a set of prototypical inputs that
are representative of the predicted class. Thus, the classification of a given
input sample is justified by the similarity between it and the prototypes
of the predicted class. We will also refer to these types of explanations as
prototype-based explanations in the dissertation, although different forms
of example-based explanation exist, such as the strategy proposed in [83],
where influence functions are employed to estimate the training images
most responsible for a prediction. Recent works have integrated prototype-
based explanations directly in the learning process of DNNs, so that the
classification is based on the similarities between the input and a set of
prototypes [6, 28, 63, 98], achieving a more interpretable reasoning. The
prototypes can represent an entire input describing one class (e.g., a pro-
totypical handwritten digit “1” in digit classification) [98], or represent
image-parts or semantic concepts [6, 28, 63].

� Rule-based explanations: these explanation methods aim to expose the rea-
soning of a model in a simplified or human-understandable set of rules, such
as logic-rules or if-then-else rules, which represent a natural form of ex-
planations for humans [92, 166]. Rule-based explanations are particularly
well-suited when the input contains features which are easily interpretable.

� Counterfactual explanations: although counterfactual explanations [169]
can be considered, in their form, as rule-based explanations, the main dif-
ference of these explanations is their conditional or hypothetical reasoning
nature, as the aim is suggesting the possible changes that should happen in
the input to receive a different (and frequently more positive) output clas-
sification (e.g., “a rejected loan request would be accepted if the subject
had a higher income”).

Some illustrative examples of these four types of explanations are presented
in Figure 4.2. Overall, the most suitable type of explanation depends on the
domain, the scope and the purpose of the explanation, as well as on the
expertise level of the users querying the model. We refer the reader to [196]
and [54] for a more fine-grained overview of explanation methods. These
surveys also provide an exhaustive enumeration of relevant methods in the
literature focused on computing such explanations.
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COVID-19  (1.000)

(a) Feature-based explanation

Labrador retriever: 0.949
Chesapeake Bay retriever: 0.030
American Staffordshire terrier: 0.006

(b) Example-based explanation

Output: Rejected credit loan
Explanation:
➢                <  1500
➢ and        
➢ and          = None

<  20

JobIncome     Age                         Country   Gender     

(c) Rule-based explanation

Output: Rejected credit loan
Explanation: Would be accepted if:
➢ (       > 1500  or   25 <       < 35)
➢ and (       ≠ None)

Income     Age                         Country   Gender     Job

(d) Counterfactual explanation

Fig. 4.2: Illustrative examples of the four main types of explanations in ML.

4.2.2 Reliability of Explanations Under Adversarial Attacks

Some explanation methods in the literature have proven to be unreliable in
adversarial settings. In [7, 37, 51, 88, 195], it is shown that small changes in in-
put samples can produce drastic changes in feature-importance explanations,
while maintaining the output classification. In [51], the proposed attacks are
also evaluated in the example-based explanations proposed in [83], based on
estimating the relevance of each training image for a given prediction by us-
ing influence-functions. In [197], adversarial attacks capable of changing the
explanations while maintaining the outputs are created for self-explainable
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(prototype-based) classifiers. In [88, 195], it is shown that adversarial exam-
ples can also produce wrong outputs and (feature-importance) explanations
at the same time, or change the output while maintaining the explanations
[195].
In addition, trustworthy explanations can be produced for a biased or an un-
trustworthy model, thus manipulating user trust, as shown in [3, 91]. The
approaches introduced in these works are, however, not based on adversarial
attacks, as they focus on producing a global explanation model that closely
approximates the original (black-box) model but which employs trustworthy
features instead of sensitive or discriminatory features (which are actually
being used by the original model to predict). Similarly, in [152], adversarial
models are generated, capable of producing incorrect or misleading expla-
nations without harming their predictive performance. In [65], a fine-tuning
procedure is proposed to adversarially manipulate models, so that saliency
map based explanations drastically change, becoming ineffective in highlight-
ing the relevant regions, whereas the accuracy of the model is maintained.
Some works have also tried to justify the vulnerability of explanation methods
to adversarial attacks, or the links between them. In [37, 51], the non-smooth
geometry of decision boundaries (of complex models) is blamed, arguing that,
due to these properties, small changes in the inputs imply that the direction
of the gradients (i.e., normal to the decision boundary) can drastically change.
As most explanation methods rely on gradient information, the change in the
gradient direction implies a different explanation. In [88, 195], the vulner-
ability is attributed to a gap between predictions and explanations. It is an
open question whether this hypothesis holds for self-explainable models, which
have been trained jointly to classify accurately and to provide explanations
[6, 28, 63, 98, 144]. Finally, theoretical connections between explanations and
adversarial examples are established in [43, 70].

4.2.3 Further Connections Between Adversarial Examples and
Interpretability

Paradoxically, using explanations to support or justify the prediction of a
model can imply security breaches, as they might reveal sensitive information
[153, 167]. For instance, an adversary can use explanations of how a black-
box model works (e.g., what features are the most relevant in a prediction)
in order to design more effective attacks. Similarly, in this chapter we will
show that justifying the classification of the model with an explanation makes
it possible to generate types of deception using adversarial examples that,
without explanations, it would not be possible to generate (e.g., to convince
an expert that a misclassification of the model is correct).
On another note, recent works have shown that robust (e.g., adversarially
trained) models are more interpretable [43, 138, 163, 194]. In [43], this is jus-
tified by showing that the farther the inputs are with respect to the decision
boundaries, the more aligned the inputs are with their saliency maps, thus,
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being more interpretable. Furthermore, [125] shows that enhancing the in-
terpretability of a model during the training phase increases its adversarial
robustness. Moreover, explanation methods have inspired particular defensive
strategies against adversarial attacks [68, 74, 105, 137, 160, 172, 182, 191],
and, inversely, adversarial attack methods have been proposed as a tool to
generate or analyze explanations [41, 61, 113, 130].
Finally, the similarities between interpretation methods and adversarial at-
tacks and defenses are analyzed in [104], showing how adversarial methods
can be redefined from an interpretation perspective, and discussing how tech-
niques from one field can bring advances into the other. Our work, however,
addresses a different objective. In contrast to [104], which focuses on high-
lighting the similarities between particular methods from both fields, in this
dissertation we propose a comprehensive framework to study if (and how)
adversarial examples can be generated for explainable models under human
assessment.

4.3 Extending Adversarial Examples for Explainable ML
Scenarios

In this section, we extend the notion of adversarial examples to fit in explain-
able ML contexts. For this purpose, in Section 4.3.1, we start from a basic
definition of adversarial examples, and discuss more comprehensive scenarios
in which the human subjects judge not only the input sample, but also the
decisions of the model. In Section 4.3.2, the human assessment of the expla-
nations is also taken into account. To the best of our knowledge, no prior
work has comprehensively addressed this type of generalization of adversarial
examples.
This extended definition allows us to provide a general framework that iden-
tifies the way in which an adversary should design an adversarial example to
deploy effective attacks even when a human is assessing the prediction process.
The framework introduced also identifies the most effective ways of deploying
attacks depending on factors such as the way in which the explanation is con-
veyed (Section 4.3.2.1) or the type of scenario, user and task (Section 4.3.2.2).
From an adversary perspective, this framework provides a comprehensive road
map for the design of malicious attacks in realistic scenarios involving explain-
able models and a human assessment of the predictions. From the perspective
of a developer or a defender, this road map helps to identify the most crit-
ical requirements that their explainable model should satisfy in order to be
reliable.
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4.3.1 Scenarios in Which Human Subjects Are Aware of the
Model Predictions

Regular adversarial examples are based on the assumption that an adversary
can introduce a perturbation into an input sample, so that:
1. The perturbation is not noticeable to humans, and, therefore, the human’s

perception of which class the input belongs to does not change.
2. The class predicted by a ML model changes.

Note that, according to this definition of adversarial examples, the human
criterion is only considered regarding the input sample, without any human
assessment of the model’s output. However, this definition does not guarantee
the stealthiness of the attack in scenarios in which the user observes the output
classification, since the change in the output can be inconsistent, alerting the
human. For these reasons, the following question arises: are regular adversarial
examples useful in practice when the user is aware of the output?
To address this question, we start by discussing four different scenarios, based
on the agreement of the following factors: f(x), the model’s prediction of the
input; h(x), the classification performed by a human subject; and yx, the
ground-truth class of an input x (which will be unknown for both the model
and the human subject in the prediction phase of the model). For clarification,
we assume that a human misclassification (h(x) 6= yx) can occur in scenarios
in which the addressed task is of high complexity, such as medical diagno-
sis [128], or in which the label of an input is ambiguous, such as sentiment
analysis [2, 15]. Although a human misclassification might be uncommon in
simple problems such as object recognition, even in such cases ambiguous or
challenging inputs can be found [155, 162]. Finally, unless specified, we will
assume expert subjects, that is, subjects with knowledge in the task and ca-
pable of providing well-founded classifications.1 According to this framework,
the four possible scenarios are those described in Figure 4.3.
According to the described casuistry, regular adversarial attacks aim to pro-
duce the second scenario (A.0.2, i.e., f(x) 6= h(x) = yx), by imperceptibly per-
turbing a source input xs that satisfies f(xs) = h(xs) = yxs (i.e., the first sce-
nario) so that the model’s output is changed, but without altering the human
perception of the input (which, therefore, implies h(x) = yx = yxs

). However,
assuming that the user is aware of the output, the fulfillment of the attack is
subject to whether human subjects can correct the detected misclassification,
or have control over the implications of that prediction. For example, an ad-
versarial traffic sign will only produce a dramatic consequence in autonomous
cars if the drivers do not take control with sufficient promptness.

1 Different degrees of expertise can be considered for a more comprehensive sce-
nario, such as unskilled subjects, or partially skilled subjects capable of providing
basic judgments about the input (for instance, a subject might not be able to
visually discriminate between different species of reptiles, yet be able to visually
classify an animal as a reptile and not as another animal class).
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Fig. 4.3: Attack casuistry when the human observes not only the input but
also the output classification of the model.

Regarding the remaining cases, they do not fit in the definition of a regular
adversarial attack since either the input is misclassified by the human sub-
ject (h(x) 6= yx) or the model is not fooled (f(x) = h(x) = yx). Nevertheless,
assuming a more general definition, scenarios involving human misclassifica-
tions could be potentially interesting for an adversary. Similarly to regular
adversarial attacks, which force the second scenario departing from the first
one, an adversary might be interested in forcing the fourth scenario depart-
ing from the third one. Let us take as an example a complex computer-aided
diagnosis task through medical images, in which an expert subject fails in
their diagnosis while the model is correct. In such cases, we can induce a hu-
man error confirmation attack by forcing the model to confirm the (wrong)
medical diagnosis produced by the expert, that is, forcing f(x) = h(x) 6= yx
[21, 45, 55, 75].
Based on the above discussion, we can determine that some types of adver-
sarial attacks can still be effective even when the user is aware of the output.
Nonetheless, paradoxically, it is possible to introduce new types of adversarial
attacks when the output classification is supported by explanations, as we
show in the following section.

4.3.2 Scenarios in Which Human Subjects Are Aware of the
Explanations

The scenarios described in the previous section can be further extended for
the case of explainable models, as the explanations for the predictions come
into play. As a consequence, each of the cases defined above can be subdivided
into new subcases depending on whether the explanations match the output
class or whether humans agree with the explanations of the models. To avoid
an exhaustive enumeration of all the possible scenarios, we focus only on
those that we identify as interesting from an adversary perspective. From this
standpoint, given an explainable model, adversarial examples can be generated
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by perturbing a well classified input (for which the corresponding explanation
is also correct and coherent) with the aim of changing i) the output class, ii)
the provided explanation or iii) both at the same time.
To formalize these scenarios, an explanation A(x) will be defined as a set
A(x) = {φ1, φ2, . . . , φn}, where each φi represents a single explanatory unit
which justifies or explains a decision in a human-understandable way. Let us
denote Af (x) as the explanation provided to characterize the decision f(x) of
a model, and Ah(x) as the explanation provided by a human according to their
knowledge or criteria. The disagreement between Af (x) and Ah(x), denoted
as Af (x) 6≈ Ah(x), will be formalized as Af (x) ∩Ah(x) = ∅, that is, as the
lack of common explanatory units in both explanations. The total agreement
between the explanations will be denoted as Af (x) = Ah(x). However, a total
agreement is unlikely due to the high number of possible explanations for
a given classification. In order to relax this definition, we will consider that
there is an agreement between Af (x) and Ah(x), which will be denoted as
Af (x) ≈ Ah(x), when both explanations overlap, that is, Af (x) ≈ Ah(x) ⇔
Af (x)∩Ah(x) 6= ∅. Similarly, we will denote A(x) ∼ y if an explanation A(x)
for the input x is consistent with the reasons that characterize the class y (that
is, if the explanation correctly characterizes or supports the classification of
x as the class y). Formally, A(x) ∼ y ⇔ A(x) ⊆ AY (x), being AY (x) the set
of all explanatory units that justify classifying x as y.
For simplification, unless specified, we assume that given an input x belonging
to the class yx, h(x) = yx and Ah(x) ∼ yx, this is, the human classification of
an input into one class is correct and is based on reasons consistent for that
class. Similarly, we will also assume that, for a clean (unperturbed) input x,
f(x) = yx and Af (x) ∼ yx.
The identified scenarios are as follows:
• A.1: f(x) = yx ∧ Af (x) 6≈ Ah(x). In this case, the model is right but

the explanations are incorrect or differ from those that would be provided
by a human. Adversarial attacks capable of producing such scenarios have
been studied in recent works for post-hoc feature-importance explanations
[7, 37, 51, 88, 195] and for self-explainable prototype-based classifiers [197],
showing that small perturbations in the input can produce a drastic change
in the explanations without changing the output.
• A.1.1: More particularly, we can imagine a scenario in which Af (x) ∼ yx

despite Af (x) 6≈ Ah(x), for instance, if Af (x) points to relevant and
coherent properties to classify the input as yx, but which do not com-
pose a correct or relevant explanation (with respect to the given in-
put) according to a human criterion. From an adversary’s perspective,
changing the explanations without forcing a wrong classification al-
lows confusing recommendations to be introduced. For illustration, a
model can correctly reject a loan request but the decision can be ac-
companied by a wrong yet coherent explanation (e.g., “the applicant
is too young”), preventing the applicant from correcting the actually
relevant deficiencies of the request (e.g., “the applicant’s salary is too
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low”) [164]. Similarly, a wrong explanation of a medical diagnosis sys-
tem might lead to a wrong treatment or prescription [21, 23, 50, 154].
In addition, biased or discriminative explanations could be produced
with this attack scheme, for instance, attributing a loan rejection to
sensitive features (e.g., gender, race or religion). Such an explanation
could make the models look unreliable or untrustworthy for users. Op-
positely, biases could be hidden by producing trustworthy explanations
to manipulate the trust of the users [3, 91, 152, 171].

• A.2: f(x) 6= yx ∧ Af (x) 6≈ Ah(x). In this case, both the classification and
the explanation provided by the model are incorrect. Adversarial attacks
capable of producing such scenarios have been investigated in recent works
[88, 195]. More particularly, we identify two specific sub-cases as relevant
when a human assesses the entire classification process:
• A.2.1: Af (x) ∼ f(x). In this case, the fact that the provided explanation

is coherent with the (incorrectly) predicted class can increase the confi-
dence of the human in the prediction, being therefore interesting from
an adversary’s perspective. We identify this case as the most direct
extension of adversarial examples for explainable models, as the model
is not only fooled but also supports its own misclassification with the
explanation.

• A.2.2: Af (x) 6∼ f(x) ∧ Af (x) 6∼ yx. This case is similar to the previous
one (A.2.1), with the important difference that the model’s explanation
is now coherent with a class y′ different to f(x) and yx. Thus, we are
in a scenario in which a total mismatch is produced between all the
considered factors. Whereas these attacks are an interesting case of
study, they are also the most challenging to be deployed in practice
without the inconsistencies being noticed.

• A.3: f(x) 6= yx ∧ Af (x) ≈ Ah(x) ∧ Af (x) ∼ yx. In this case, the model’s
classification is wrong but the provided explanations are coherent from a
human perspective with respect to the ground-truth class yx. The agree-
ment in the explanations can increase the confidence in the model, but,
at the same time, the output is not consistent with the explanation. How-
ever, the consistency issue might be solved by finding an input for which
the explanation not only satisfies Af (x) ∼ yx but also Af (x) ∼ f(x), for
instance, by finding an ambiguous explanation that is applicable to both
classes. Such attacks could be employed to convince the user to consider an
incorrect class as correct or justified, or to bias the user’s decision towards
a preferred class (e.g., when there is more than one reasonable output class
for an image).

A summary of these scenarios can be found in Table 4.1.
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4.3.2.1 Attack Design Based on the Type of Explanation

Whereas our framework considers the explanations of the models in their most
general form, the way in which an explanation is conveyed determines how
humans process and interpret the information [38, 196]. This implies that some
attack strategies might be more suitable for some types of explanations than
for others. Moreover, the way in which an adversarial example is generated for
an explainable model will also depend on the type of explanation. For these
reasons, in this section we briefly discuss in which way an adversarial example
should be designed depending on the type of explanation or the particular
type of attack to be produced.
� Feature-based explanations: the highlighted parts or features need to be

coherent with the classification, and correspond to i) human-perceivable,
ii) semantically meaningful and iii) relevant parts. A common criticism
to feature-based explanations such as saliency maps is that they identify
the relevant parts of the inputs, but not how the models are processing
such parts [139]. Thus, an adversarial attack could take advantage of this
limitation. First, a particular region of the input can be highlighted to sup-
port a misclassification of the model and to convince the user (assuming
that the region contributes to predict an incorrect class), which is inter-
esting particularly for targeted adversarial attacks. An attack could also
highlight irrelevant parts to mislead the observer, or generate ambiguous
explanations, by highlighting multiple regions or providing a uniform map,
which are strategies well-suited for untargeted attacks.

� Prototype-based explanations: in this case, for the human to accept the
given explanation, the key features of the closest prototypes should i) be
perceptually identifiable in the given input, and, ideally, ii) contain fea-
tures correlated with the output class. The contrary should happen for the
farthest prototypes, that is, their key features should not be present in the
input nor be correlated with the output class (or, ideally, be opposite). In
order to achieve these objectives, the more general the prototypes (e.g., if
they represent semantic concepts or parts of inputs rather than completely
describing an output class), the higher the chances of producing explana-
tions that could lead to a wrong classification while being coherent with a
human perception, such as ambiguous explanations.

� Rule-based explanations can be fooled by targeting explanations which are
aligned with the output of the model (e.g., the explanation justifies the
prediction or at least mimics the behavior of the model), but which employ
reliable, trustworthy or neutral features [3, 91]. For instance, a model for
criminal-recidivism prediction could provide a negative assessment based
on unethical reasons, whereas the explanation is taken as ethical [3, 91].

� Counterfactual explanations: in this case, the objective of an adversarial
attack could be forcing a particular counterfactual explanation, suggesting
changes on irrelevant features (thus preventing correcting the deficiencies
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which are actually relevant), or forcing biased or discriminatory explana-
tions in detriment to the fairness of the model.

4.3.2.2 Attack Design Based on the Scenario, User and Task

To conclude our framework, we describe the main characteristics or desiderata
that an adversarial attack should satisfy in different scenarios in order to be
successful. We build on the idea that common tasks, problems or applications
share common categories, and that explanations or interpretation needs are
different in each of them [38]. Thus, adversarial attacks (or, oppositely, the
defensive countermeasures) should also be designed differently for each type
of scenario, focusing on the most relevant or crucial factor in each case.
The considered scenarios, summarized in Figure 4.4, comprise different de-
grees of expertise of the human in supervision of the classification process and
different purposes of the explanation. It is important to note that a particular
problem or task could belong to more than one scenario. Moreover, we empha-
size that some of the scenarios involve factors which are difficult to quantify
in a formal way (e.g., the expertise of a user). Nevertheless, we believe that it
is necessary to consider such detailed scenarios in order to rigorously discuss
which type of adversarial examples can be realizable in practice. In what fol-
lows, we describe each scenario and identify the requirements that adversarial
attacks should satisfy in order to pose a realistic threat in each of them. This
information will be summarized in Table 4.2.
S1 Scenario: The first scenario comprises tasks in which the implications
of the decisions made by the model cannot be controlled by the user, or cases
in which there is no time for human supervision of the predictions. Despite
the relevance of some tasks that fall into this category, such as autonomous
driving [46] or massive content filtering [86, 108], humans cannot thoroughly
evaluate each possible prediction. For this reason, explanations are not of

Fig. 4.4: Critical scenarios to be considered in the study adversarial attacks
against explainable models.
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Scenario Representative Examples Applicable Attacks

S1: Impossibility of
correcting the output
or controlling the
implications of the
decision in time.

Fast decision making
scenarios (e.g., au-
tonomous cars) or
automatized processes
(e.g., massive online
content filtering).

• Any adversarial attack capable of
producing a change in the output
class (as the explanations are not
of practical use in these cases).

S2: Model debugging,
development,
validation, etc.

Applicable to any task. • A.2.1, A.3 (justify misclassifica-
tions of the model).
• A.1.1 (mask inappropriate be-
haviors, e.g., hiding biases by
producing trustworthy outputs or
explanations).
• A.2 (produce wrong outputs
and explanations jointly).

S3: Decisions of the
models are more im-
perative than experts’
judgments.

Risk of criminal
recidivism or credit
risk management.

S4: User with no
expertise.

Scenarios in which the
decision criteria are
secret, hidden, or
unknown (e.g., banking
or financial scenarios,
malware classification
problems, etc.).

• Any adversarial attack scheme
(able to change the classification,
the explanation or both at the
same time), taking advantage of the
user’s inexperience.

S5: User with medium
expertise (the model
is expected to clarify
or support the user’s
decisions).

Challenging scenarios
(e.g., complex medical
diagnosis) or unfore-
seeable scenarios (e.g.,
macroeconomic predic-
tions, risk of criminal
recidivism, etc.).

• A.1.1, A.2.1, A.3.
• The explanation needs to be
consistent with the input patterns
and/or consistent with the output
class.

S6: User with partial
expertise (i.e., expert
in some factors but
clueless in others).

Hierarchical classification
(e.g., large scale visual
recognition).

• A.1.1, A.2.1, A.3.
• The output and the explanation
should be consistent with the factors
which are familiar to the user (either
regarding input features or the output
class).

S7: User with high
expertise.

Tasks in which the inputs
can be ambiguous (e.g.,
NLP tasks such as senti-
ment analysis or multiple
object detection in the
image domain).

• A.1.1, A.3 (attacks involving
generating ambiguous explanations).

S8: Explanations even
more relevant than the
classification itself.

Predictive maintenance,
medical diagnosis or
credit/loan approval
(e.g., with a wrong
explanation users can-
not modify or correct
the deficiencies).

• A.1, A.2.1 (e.g., maintain the output
but produce totally or partially wrong
explanations, or produce unethical
explanations).

Table 4.2: Possible scenarios in which explainable models can be deployed,
and a guideline on how adversarial attacks should be designed in each case in
order to pose a realistic threat.
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practical use in such cases, so the main (or only) goal of an adversary is to
produce an incorrect output.
S2 Scenario: Interpretability or explainability can be desirable properties
for ML models (including those developed for the S1 scenario) in order to
debug or validate them [1, 11, 38, 136]. For instance, a model developer
might want to explain the decisions of a self-driving car (even if the end-user
will not receive explanations when the model is put into practice) to assess
why it has provided an incorrect output, to validate its reasoning process or
to gain knowledge about what the model has learned [46, 121, 136]. In such
cases, an adversary could: justify a misclassification of the model (A.2.1, A.3),
hide an inappropriate behavior when the model predicts correctly but for the
wrong reasons (A.1.1), or produce wrong outputs and explanations at the
same time (A.2).
S3 Scenario: The same attack strategies applicable to the S2 scenario can be
applied in scenarios in which the models’ decisions are taken as more relevant
or imperative than the experts’ judgments. Although this scenario resembles
S1, the main difference is that, in this case, explanations can be useful or
relevant even when the model is deployed or employed by the end-user, and,
therefore, the attack should also take the explanations into consideration in-
stead of considering only the output class.
S4 Scenario: Regarding the expertise level of the user querying the model,
the case of no expertise is the simplest one from the perspective of the ad-
versary, as any attack scheme can be produced without arousing suspicions,
taking advantage of the user inexperience. For the same reason, models de-
ployed in such scenarios should also be the ones with more security measures
against adversarial attacks.
S5 Scenario: If the user’s expertise is medium, the model might be expected
to clarify or support the user’s decisions. Thus, the explanation should be
sufficiently consistent with the main semantic features in the input (e.g., the
user might not be able to diagnose a medical image, but can identify the
relevant spots depending on what is being diagnosed, such as darker spots in
skin-cancer diagnosis [4]), and/or be sufficiently consistent with the output
class (A.1.1, A.2.1, A.3).
S6 Scenario: Similarly to the S5 scenario, if the user has a partial expertise,
that is, if the user is an expert in some factors but clueless in others,2 then the
adversary needs to ensure that the output and the explanations are coherent
only with the factors or features that are familiar to the user (A.1.1, A.2.1,
A.3).
S7 Scenario: A user with high expertise, by definition, will realize that a
model is producing a wrong output or explanation. However, it can be pos-
sible to mislead the model and convince the human of a wrong prediction

2 This could happen in hierarchical classification tasks or large scale visual recog-
nition tasks, as a fine-grained distinction of certain classes might be challenging,
whereas the remaining classes are easily classified [35, 63, 124, 140, 150].
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by means of ambiguity (A.1.1, A.3). For instance, in an image classification
task, two objects can appear at the same time, making it possible to produce
a wrong class with a reasonable explanation, for example, by selectively focus-
ing the attention of the explanation on one of the objects or by highlighting
the secondary object as the most relevant one [155]. In addition, in problems
in which the inputs are inherently ambiguous, such as natural language pro-
cessing tasks, different but reasonable explanations can be produced for the
same input [2, 15].
S8 Scenario: Finally, in some cases the explanations might be more critical,
necessary or challenging than the output itself. Some representative tasks are
predictive maintenance [147] (e.g., it might be more interesting to know why a
certain system will fail than just knowing that it will fail) or medical diagnosis
[154] (e.g., discovering why a model has diagnosed a patient as being at high
risk for a particular disease might be the main priority to prevent the disease
or provide a better treatment). For these reasons, a change in the explanation
is critical for such models, which makes them particularly sensitive to the
attacks described in A.1, or those described in A.2.1, if the misclassification
of the model is difficult to notice by the user.

4.4 Illustration of Context-Aware Adversarial Attacks

In this section, we generate different types of adversarial examples to illustrate
the main attack paradigms described in Section 4.3, in terms of both the type
of misclassification that wants to be produced (as described in Section 4.3.2)
and the “scenario” in which the attack is created (as described in Section
4.3.2.2). To this end, we will consider two representative image classification
tasks, assuming an explainable ML scenario. In addition, we will consider two
explanation methods, namely feature-based explanations and prototype-based
explanations, to illustrate the effect of the attacks in both cases. Our code is
publicly available at: https://github.com/vadel/AE4XAI.
We remark that the aim of this section is to provide illustrative examples of
the attack paradigms described in the proposed framework, and that the focus
will be on exemplifying the design of the attacks (i.e., the requirements that
they should satisfy in order to pose a legit threat against explainable models)
rather than on the methods that could be used to implement them or in their
performance. A summary of the illustrated scenarios and the corresponding
details is provided in Table 4.3. As can be seen in the table, our illustrations
cover all the main attack paradigms and scenarios considered in the framework
developed in the previous section.

4.4.1 Selected Tasks, Datasets and Models

We will focus on two image classification tasks to generate the adversarial
examples:

https://github.com/vadel/AE4XAI
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� Medical image classification: the selected task consists of chest X-ray
(CXR) classification, in which the aim is to identify, given an X-ray image,
one of the following diseases: Covid-19, (non-Covid) pneumonia or none
(“normal”). We used a pretrained Covid-Net model [173], trained on the
COVIDx dataset [173], which achieves an accuracy of 92.6%.3

� Large scale visual recognition: the aim of this task is to classify real or
natural images across a wide range of classes. We selected the ImageNet
dataset, which contains images from 1000 different classes such as ani-
mals or ordinary objects, and a pre-trained ResNet-50 DNN as a classifier,
which achieves a Top-1 accuracy of 74.9%.4 Both the ImageNet and the
ResNet-50 architecture have been widely employed for the study of image
classification, as well as in the more particular field of interpretable ML
[124, 146, 195].

These two use-cases allow us to illustrate the different scenarios described in
Section 4.3.2.2. First, the medical image classification represents a challeng-
ing task that requires a high expertise in order to correctly classify inputs or
to provide well-funded explanations of the decisions. As discussed, in such a
scenario, an adversary has more room to generate adversarial examples that
produce incorrect model responses (both in terms of classification and expla-
nation) which, at the same time, may be coherent or acceptable according to
a human criterion (particularly for non-expert users). Moreover, the explana-
tions can be critical in this task, as the reason for determining a diagnosis is
of high relevance, being therefore representative of the S8 scenario described
in Section 4.3.2.2.
Secondly, users with a high expertise can be assumed in the large scale visual
recognition task, as the ImageNet dataset contains images containing famil-
iar objects or animals which will be easily recognizable for humans. Thus, a
human observing the input as well as the output of the classification should
easily detect inconsistencies in the prediction of the model (i.e., whether or
not it is correct). However, at the same time, some images might be ambigu-
ous or challenging to classify even for humans (e.g., fine-grained dog breed
classification [78, 124]) which therefore can be representative of medium or
partial expertise, as the user might be able to effectively discriminate certain
classes (e.g., differentiating dogs from other animal species) but not others
(e.g., two similar dog breeds). In such cases, the user might expect the pre-
diction of the model or the corresponding explanation to clarify the correct
class of the input.

3 The selected pretrained model (COVIDNet-CXR Small) is accessible at https:

//github.com/lindawangg/COVID-Net/blob/master/docs/models.md.
4 More information about the pretrained model used can be found at https://

keras.io/api/applications/resnet/.

https://github.com/lindawangg/COVID-Net/blob/master/docs/models.md
https://github.com/lindawangg/COVID-Net/blob/master/docs/models.md
https://keras.io/api/applications/resnet/
https://keras.io/api/applications/resnet/
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Task
Type of

Explanation
Possible
Scenario

Wrong
class

Wrong
explanation

Attack
description

Figure

X-ray
(Sec. 4.4.4)

Feature-based
(saliency map)

S2, S3,
S4/S5/S6,

S8

7 7
No attack

(i.e., original input)
4.5-(a)

3
3

(conflicting)

Regular attack
(i.e., without control-
ling the explanation)

4.5-(b)

3
7

(non-conflicting)
A.3 4.5-(c)

7 3
A.1.1

(confusing
recommendation)

4.5-(d)

3

3
Af (x) ∼ f(x)

(non-informative
but consistent, i.e.,

supports prediction)

A.2.1 4.5-(e)

3

3
Af (x) 6∼ f(x)
Af (x) 6∼ yx

(non-informative
and inconsistent)

A.2.2 4.5-(f)

Large-
Scale
Visual
Recog.
(Sec. 4.4.5)

Feature-based
(saliency map)

S2,
S5/S6

7 7
No attack

(i.e., original input)
4.6-(a)

3 7 A.3
4.6-(b),
4.6-(c),
4.6-(d)

S2, S7

7 7
No attack

(i.e., original input)
4.7-(a)

7 7

No attack
(the output is further
biased in favour of the
correct class, avoiding

ambiguities)

4.7-(b)

3 3 A.2.1 4.7-(c)
3 7 A.3 4.7-(d)

Prototype-based
explanation
(3 nearest

training inputs)

S2,
S5/S6

3

7
Af (x) ∼ yx
Af (x) ∼ f(x)
(ambiguous)

A.3
4.8-(a),
4.8-(b)

Table 4.3: Summary of the illustrative attacks shown in Sections 4.4.4 and
4.4.5. Notice that each attack paradigm and scenario is exemplified at least
once. Note also that for the large scale visual recognition task different scenar-
ios can be considered depending on the characteristics or the challengingness
of the input.
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4.4.2 Explanation Methods

We will consider two representative explanation methods in order to illustrate
an explainable ML scenario:

Feature-based explanation The Grad-CAM method [146] will be used to
generate saliency-map explanations. The rationale of this method is to employ
the activation maps computed by the model in the last convolutional layer to
produce the explanations. Given a CNN f and an input x, the Grad-CAM
saliency-map S is defined as:

S = ReLU

(
M∑
m

αm,c · Cm
)
, (4.1)

where Cm, m = 1, . . . ,M , represents the (two-dimensional) m-th activation
map (for the input x) at the last convolutional layer of f , and αm,c ∈ R
represents the importance of the m-th map in the prediction of the class
of interest yc (typically f(x), i.e., the class predicted by the model). The
importance αm,c of each activation map is estimated as the average global
pooling of the gradient of the output score (corresponding to the class yc)
with respect to Cm, which will be denoted as Gm,c = ∇Cmf(x)c:

αm,c =
∑
i

∑
j

Gm,ci,j , (4.2)

where Gm,ci,j denotes the value at the i-the row and j-th column. The ReLU
non-linearity in (4.1) is applied to remove negative values, maintaining only
the features with a positive influence on yc.

Example-based explanation We will also consider an example-based ex-
planation in which the np training images (which can be considered prototypes
representing classes) that are closest to the input which has been classified are
provided [124]. The proximity between the inputs will be measured as the Eu-
clidean distance of the dl-dimensional latent representation rf (x) : Rd → Rdl
learned by the model f in the last layer, that is, the (flattened) activations of
the last convolutional layer of the model. This representation captures com-
plex semantic features of the inputs, thus providing a more appropriate rep-
resentation space for meaningfully comparing input samples according to the
features learned by the model. Let Xc

train represent the set of training inputs
belonging to the class of interest yc (e.g., the class predicted by the model).
Given a model f and an input x, the explanation will be a set P ⊆ Xc

train,
with |P | = np, that satisfies:

||rf (x̂)− rf (x)||2 > ||rf (xp)− rf (x)||2, ∀x̂ ∈ Xc
train−P, ∀xp∈P. (4.3)

Note that the two selected methods allow, by definition, explanations to be
computed for any class of interest yc. However, we will consider as the main
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explanation the one corresponding to the predicted class f(x). Finally, we as-
sume that the explanation methods and their parameters are fixed and known
to the adversary. Since the focus of our experimentation is illustrative and not
performance-based, analyzing the sensitivity of the explanation methods to
hyperparameters [14, 37] will be out of the scope of this section.

4.4.3 Attack Method

We will assume a targeted attack for our experiments, in which the aim will
be to create, given an input x, an adversarial example x′ such that:

f(x′) = yt, (4.4)

Af (x′) = ξt, (4.5)

||x− x′|| ≤ ε, (4.6)

where yt represents a target class, ξt a target explanation and ε the maxi-
mum distortion norm. For the case of saliency-map explanations, ξt will be
a predefined saliency-map St. For the case of prototype-based classification,
ξt will be the set Pt of np training inputs (with the value of np fixed before-
hand by the explanation method) selected by the adversary to be produced
as explanations (that is, the training inputs of class yt that are closer to x
should be those in the set Pt). We do not specify any particular order for the
np target-prototypes in Pt, that is, we assume that the relevance of each of
the np prototypes in the explanation is the same.
We will use a targeted Projected Gradient Descent (PGD) attack [107] to
generate the adversarial examples. A detailed description of this attack can
be found in Section 2.3.2.2. In order to produce attacks capable of changing
both the classification and the explanation, we will consider a generalized loss
function

L(x, yt, ξt, τ, f) = (1− τ) · Lpred(x, yt, f) + τ · Lexpl(x, ξt, f), (4.7)

where Lpred(x, yt, f) represents the classification error with respect to the tar-
get class yt, Lexpl(x, ξt, f) represents the explanation error with respect to the
target explanation ξt and τ ∈ [0, 1] balances the trade-off between both func-
tions. A close approach can be consulted in [195]. In our experiments, we used
the cross-entropy loss as Lpred. For the case of saliency-map explanations, we
instantiated Lexpl as the Euclidean distance between the model’s explanation
g(x, f)=S and the target saliency map St (specified by the adversary):

Lexpl(x, St, f) = ||g(x, f)− St||2. (4.8)

For the case of prototype-based explanations, Lexpl will be the average Eu-
clidean distance between the latent representation of the (adversarial) input
and the latent representation of the np prototypes selected by the adversary
as the target explanation Pt:

Lexpl(x, Pt, f) =
1

np

∑
xp∈Pt

||rf (x)− rf (xp)||2. (4.9)
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4.4.4 Illustrative Attacks in the X-ray Classification Task

Figure 4.5 illustrates the results obtained for different adversarial examples
generated against the COVID-Net model. The left part of each sub-figure
shows the input sample, the model’s classification of the input and the con-
fidence score of the prediction, whereas the right part shows the saliency-
maps generated with the Grad-CAM explanation (darker-red parts represent
a higher relevance). Figure 4.5-(a) shows the original (i.e., unperturbed) input
sample, which is correctly classified as its ground-truth class “COVID-19”.5

Figure 4.5-(b) shows an adversarial example generated using a regular PGD
attack (considering only changing the output class, i.e., L = Lpred), target-
ing the class “normal”. Notice that the main parts of the explanation have
changed to the central part and to the rightmost part of the image, high-
lighting mainly irrelevant zones. Therefore, such an explanation might not
be taken as consistent. Contrarily, Figure 4.5-(c) shows an adversarial exam-
ple generated using the loss function described in (4.7), targeting the class
“normal” and the original saliency-map (i.e., the one obtained for the orig-
inal input image), illustrating the attack paradigm A.3 described in Section
4.3.2. We clarify that using a regular adversarial attack might not necessar-
ily imply a change in the explanation (or imply that the explanation, even
if changed, will necessarily highlight irrelevant zones). Nevertheless, this ex-
ample allows us to illustrate the need to control the explanation in order to
create adversarial examples that are capable of convincing the human that the
model’s (mis)classifications and the corresponding explanations are coherent
or consistent, as discussed in Section 4.3.
Figure 4.5-(d) illustrates the attack paradigm A.1.1 described in Section 4.3.2,
in which the original class is maintained whereas a change in the explanation
is produced, in this case, selectively highlighting some regions of the image.
Here, we generated the attack setting the target map as the right-half side
of the original saliency-map, and setting the left-part values as zero. Such an
attack strategy can be extremely concerning for those scenarios in which the
explanation is of high relevance, as a misleading adversarial explanation might
lead to an incorrect diagnosis, prescription or treatment.
Figure 4.5-(e) illustrates the attack paradigm A.2.1. Notice that both the
output class and the explanation are changed. Moreover, the target map set
in this case represents a roughly uniform map over the most relevant parts of
the image (in this case the two lungs). Therefore, the provided explanation
can be taken as coherent, as the main parts of the image are taken into
consideration for the prediction. The fact that the predicted class is “normal”
also increases the coherence of the explanation, since it can be interpreted
from it that the most critical areas are correct (i.e., that there is no evidence

5 Disclaimer: the authors acknowledge no expertise in CXR classification, and, as
the dataset does not contain a ground-truth saliency-map explanation, it will be
assumed for illustration purposes that the explanation achieved for the original
input is coherent and correct.
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COVID-19  (1.000)

(a)

normal  (1.000)

(b)

normal  (0.984)

(c)

COVID-19  (1.000)

(d)

normal  (0.941)

(e)

normal  (0.958)

(f)

Fig. 4.5: Different types of adversarial attacks for the X-ray medical image
diagnosis task. The left part of each image shows the input image as well
as the class assigned by the model (jointly with the confidence score in the
[0, 1] range), whereas the right part shows the explanation provided by the
Grad-CAM method. (a) Original image. (b) Regular adversarial attack (PGD)
targeting the class “normal” (i.e., the possible changes that the adversarial
perturbation may produce in the explanation are not controlled by the attack).
(c) Attack producing the wrong classification “normal” while maintaining the
original explanation. (d) Attack maintaining the correct classification while
changing the explanation in order to selectively highlight some parts (the right
part) but omitting others (in this case, the left part). (e) Attack producing the
wrong class “normal” and a wrong explanation which uniformly highlights the
relevant parts of the image. (f) Attack producing the wrong class “normal” and
a uniform explanation outside the main parts of the image (i.e., highlighting
only irrelevant and incorrect parts).



4.4 Illustration of Context-Aware Adversarial Attacks 73

in those areas of a possible disease). Indeed, the same explanation would have
a different effect if the prediction had represented a disease (e.g., if the original
class had been maintained in this case). This is because a uniform explanation
would not provide a precise justification of why the disease is predicted, thus
hampering a proper diagnosis, but, at the same time, is coherent with the
input features (because the most relevant parts are highlighted), contributing
to the user’s acceptance that the model prediction is correct. Contrarily, in
Figure 4.5-(f) the target map is the opposite: roughly all the relevant parts
are considered as not relevant, whereas the remaining regions are considered
as relevant, illustrating a case in which the explanation is completely wrong.
Since the prediction is also incorrect, and is not supported by the explanation,
a total mismatch is produced between all the considered factors, exemplifying
the attack paradigm A.2.2.

4.4.5 Illustrative Attacks in the Large Scale Visual Recognition
Task

In this section, we illustrate different types of adversarial examples generated
taking advantage of class ambiguity. First, in Figure 4.6, the similarity between
different classes is used to generate adversarial examples capable of producing
a misclassification that could be considered as coherent or reasonable even
for humans. These examples illustrate the attack paradigm A.3 described in
Section 4.3. In particular, each attack is generated by setting a target class for
which the inputs belonging to that class contain very similar features to those
inputs belonging to the source class. Figure 4.6-(a) shows the original input
sample used to create the adversarial examples, the top-3 predictions of the
model and the corresponding Grad-CAM explanation. Figures 4.6-(b), 4.6-(c)
and 4.6-(d) show the adversarial examples targeting the classes, “Kuvasz”,
“White wolf” and “Labrador Retriever”, respectively. These classes represent
different dog breeds with very similar features, as is shown in Figures 4.6-(e),
4.6-(f), 4.6-(g) and 4.6-(h), in which the prototypes (for each of the classes)
that are closer to the original input image are shown. In all the cases, the
saliency map targeted in the attack is the one obtained for the original input
(i.e., we maintain the original explanation while changing the classification).
In Figure 4.7, a different type of ambiguity will be considered to generate the
adversarial examples: the appearance of multiple concepts or classes in the
image. In such cases, adversarial examples can be employed to change the
focus of the classification to one of the objects of interest. The explanation
is, therefore, a key factor in order to further support the model decision in
classifying the input as the class of interest selected by the adversary. The
input in Figure 4.7-(a) contains two classes that could be equally relevant:
“Curly-coated retriever” dog breed (ground-truth class) and “suit”. In Figures
4.7-(b) and 4.7-(c), adversarial examples are generated in order to “untie” this
ambiguity, maximizing the confidence of one of the classes (“Curly-coated
retriever” and “suit”, respectively) and changing the explanation to highlight
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Great Pyrenees: 0.774
Irish wolfhound: 0.050
kuvasz: 0.049

(a) Original input

kuvasz: 0.981
standard poodle: 0.012
komondor: 0.004

(b) Target class: Kuvasz

white wolf: 0.956
Samoyed: 0.021
ice bear: 0.006

(c) White wolf

Labrador retriever: 0.974
pug: 0.006
golden retriever: 0.003

(d) Labrador Retriever

(e) Closest “Great Pyrenees” inputs (f) Closest “Kuvasz” inputs

(g) Closest “White wolf” inputs (h) Closest “Labrador Retriever” inputs

Fig. 4.6: Adversarial examples generated for the ImageNet dataset classifica-
tion task taking advantage of class ambiguity. The adversarial examples are
generated from the input in (a)-left, which belongs to the source class “Great
Pyrenees”, targeting different classes that are characterized by features sim-
ilar to those of the source class: (b) “Kuvasz”, (c) “White wolf”, and (d)
“Labrador Retriever”. Each adversarial example is created ensuring that the
saliency-map explanation of the original input, shown in (a)-right, is main-
tained. (e)-(h) show, for each of the four classes considered (source class + 3
target classes), the np = 3 prototypes closest to the original input, in order
to assess their similarity.
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curly-coated retriever: 0.289
Irish water spaniel: 0.220
Chesapeake Bay retriever: 0.075

(a) Original input

curly-coated retriever: 0.964
Newfoundland: 0.023
flat-coated retriever: 0.006

(b) Target class: “Curly-coated retriever”

suit: 0.959
Windsor tie: 0.018
Kerry blue terrier: 0.007

(c) Target class: “Suit”

Irish water spaniel: 0.972
Sussex spaniel: 0.010
standard poodle: 0.006

(d) Target class: “Irish water spaniel”

(e) “Curly-coated retriever” (f) “Irish water spaniel”

Fig. 4.7: Adversarial examples generated for the ImageNet dataset classifica-
tion task, taking advantage of the class ambiguity introduced by the appear-
ance of multiple concepts in the image. (a) Original input. (b) Input perturbed
in order to maximize confidence in the original class without altering the en-
hanced region in the explanation. (c) Adversarial example targeting the class
“Suit” and a target saliency-map highlighting the region in which this class
appears. (d) Adversarial example targeting the class “Irish water spaniel” and
a target saliency-map highlighting the region in which the ground-truth class
(“Curly-coated retriever”) appears. (e) & (f) The 3 training images belonging
to the class “Curly-coated retriever” and “Irish water spaniel”, respectively,
which are closest to the original input.
-
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the selected parts (paradigm A.2.1).6 As can be seen, the adversarial examples
effectively focus the prediction on one of the classes, which can therefore bias
the human interpretation of the result, accepting the prioritized output class
as the dominant one. Whereas this type of attacks are limited to the objects
appearing in the image, different types of ambiguity can be considered at the
same time to produce misclassifications that may be taken as “correct” for
humans, as shown in Figure 4.7-(d), in which the focus is not only placed
on the dog, but also an incorrect class is produced (“Irish water spaniel”)
taking advantage of the ambiguity of the class similarity (paradigm A.3). This
ambiguity is, indeed, also reflected in the output confidence scores provided
by the model when the original input is classified, shown above the left part
of Figure 4.7-(a), as both classes achieved a similar score. In order to assess
the similarity between these two classes, figures 4.7-(e) and 4.7-(f) show the
3 prototypes belonging to each of the two classes that are the closest to the
original image, in which it can be seen that both breeds contain very similar
features.
Finally, in Figure 4.8, we provide an illustrative example of an attack de-
signed to fool a model whose decisions are explained using a prototype-based
explanation. As discussed in Section 4.3.2.1, an adversary can take advan-
tage of prototype-based explanations to support certain misclassifications, for
instance, producing an incorrect output class and minimizing the distance
with prototypes which, apart from containing features representative of the
source class, are representative of the target class as well. Figure 4.8-(a) shows
a well-classified image (left) and an adversarial example targeting the class
“Doberman”. The adversarial perturbation has been optimized in order to re-
duce the distance (in the latent representation) between the input and the 3
training images (belonging to the target class) shown in Figure 4.8-(b). As can
be seen, these training images not only contain features representative of the
target class (“Doberman”), but also additional features that resemble those
in the original input sample (indeed, a similar dog is present in the selected
training images), exemplifying the attack paradigm A.3. Figure 4.8-(c) shows
the prototypes belonging to the source class that are the closest to the original
image, and 4.8-(d) those prototypes closest to the original image yet belonging
to the target class. Note that both Figures 4.8-(b) and 4.8-(d) contain pro-
totypes belonging to the target class, however, those which are adversarially
produced appear considerably more coherent due to their ambiguity (in the
sense that they contain prototypical features of both the source and target
class).

6 In this case, the target saliency maps have been generated using an image-
segmentation model (Mask R-CNN with Inception Resnet v2), which has
been used to segment the two desired parts. The pretrained model is ac-
cessible at https://tfhub.dev/tensorflow/mask_rcnn/inception_resnet_v2_

1024x1024/1. Note that, in Figure 4.7-(b), both the classification and the expla-
nation are preserved, thus no attack is carried out.

https://tfhub.dev/tensorflow/mask_rcnn/inception_resnet_v2_1024x1024/1
https://tfhub.dev/tensorflow/mask_rcnn/inception_resnet_v2_1024x1024/1
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Labrador retriever: 0.949
Chesapeake Bay retriever: 0.030
American Staffordshire terrier: 0.006

Doberman: 0.528
Chesapeake Bay retriever: 0.066
redbone: 0.047

(a) (b)

(c) (d)

Fig. 4.8: Adversarial example for the large scale visual recognition task, as-
suming a prototype-based explanation. (a) Original input belonging to the
class “Labrador Retriever” (left) and adversarial example targetting the class
“Doberman” (right). (b) Prototype-based explanation of the adversarial ex-
ample and the class “Doberman” (that is, the 3 training images belonging
to the class “Doberman” that are closest to the adversarial example). (c)
Prototype-based explanation of the original input and the ground-truth class.
(d) Prototype-based explanation of the original input and the target class
“Doberman”.

4.5 Conclusions

In this chapter, we have introduced a comprehensive framework to rigorously
study the possibilities and limitations of adversarial examples in explainable
ML scenarios, in which the input, the predictions of the models and the ex-
planations are assessed by humans. First, we have extended the notion of
adversarial examples in order to fit in such scenarios, which has allowed us to
examine different adversarial attack paradigms. Furthermore, we thoroughly
analyze how adversarial attacks should be designed in order to mislead ex-
plainable models (and humans) depending on a wide range of factors such as
the type of task addressed, the expertise of the users querying the model, as
well as the type, scope or impact of the explanation methods used to justify
the decisions of the models. Furthermore, the introduced attack paradigms
have been illustrated using two representative image classification tasks and
two different explanation methods based on feature-attribution explanations
and example-based explanations. Overall, the proposed framework provides a
comprehensive road map for the design of malicious attacks in realistic sce-
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narios involving explainable models and a human supervision, contributing to
a more rigorous study of adversarial examples in the field of explainable ML.



5

Analysis of Dominant Classes in Universal
Adversarial Perturbations

5.1 Introduction

As described in Section 2.3, universal adversarial perturbations [114] are
input-agnostic perturbations capable of fooling a DNN while remaining imper-
ceptible for humans. These perturbations are generally created as untargeted
attacks, so that no preference over the (incorrect) output class is assumed
[79, 114, 118, 165]. However, previous work [16, 32, 66, 114] has reported a
phenomenon regarding the effect of universal perturbations in the attacked
model: the preference of the perturbation to change the class of the inputs
into a particular dominant class, without this being specified or imposed in
the generation of the perturbation. Thus, some classes (or class regions in the
decision space) act as attractors under the effect of universal perturbations.
In this chapter, we carry out, for the first time, an in-depth study of this
phenomenon with the aim of sheding light on the (still misunderstood) vul-
nerability of DNNs to universal perturbations. The main contributions of this
chapter are summarized as follows:
� First, we propose a number of hypotheses to explain and characterize the

existence of dominant classes linked to universal adversarial perturbations,
and revisit previous hypotheses and open questions in the related work.

� We experimentally test the proposed hypotheses using a speech command
classification task in the audio domain as a testbed. To the best of our
knowledge, this is the first work in which the analysis of dominant classes is
studied for the audio domain. Apart from providing evidence of the validity
of the proposed hypotheses, our results reveal interesting properties of the
DNN sensitivity to novel types of perturbations, such as perturbations
optimized to prevent the main dominant classes.

� Overall, our study exposes the connection between the dominant classes
and the sensitivity of the model to i) patterns in the data distribution that
the model recognizes as each class with high confidence, and ii) to vulnera-
ble directions in the decision space learned by the model. Our findings also
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suggest novel approaches to generate universal perturbations, opening the
venue for future research on more effective attacks and defenses.

� Finally, we highlight a number of differences between the image domain
and the audio domain regarding the analysis of adversarial examples, con-
tributing to a more general understanding of adversarial ML.

5.2 Related Work

Universal adversarial perturbations for DNNs were introduced in [114] for
image classification tasks. The goal of such perturbations is to fool a DNN
for “most” natural inputs when they are applied to them, and, at the same
time, to be imperceptible for humans. Formally, following the notation used in
[115], a perturbation v is said to be (ε, δ)-universal if the following conditions
are satisfied:

||v||2 ≤ ε, (5.1)

Px∼P(X) [f(x+ v) 6= f(x)] ≥ 1− δ, (5.2)

being P(X) the distribution of natural inputs in the d-dimensional input
space Rd, and f(x) the output class assigned to an input x by a classifier
f :Rd→{y1, . . . , yk}. Thus, universal perturbations generalize individual (i.e.,
input dependent) adversarial perturbations [59, 90, 107, 116, 158], which are
optimized to fool a DNN for one particular input of interest.
In the seminal work of Moosavi-Dezfooli et al. [114], an iterative procedure
is proposed to generate the universal perturbations. This procedure accumu-
lates input dependent perturbations [116] generated for a set of inputs, and
projects the universal perturbation after every update in order to bound its
norm. Subsequent works have proposed alternative approaches to generate
universal adversarial perturbations, such as training generative networks to
learn a distribution of universal adversarial perturbations (which, therefore,
can be used to sample universal perturbations) [64, 119, 129], or data-free
approaches capable of generating universal perturbations without any access
to the data used to train the target models [117, 118, 120, 190]. Other works
pursue more particular objectives, such as generating targeted universal per-
turbations which change the classification of the model to one predefined label
[60, 129, 190], or perturbations that only fool the model for inputs of one par-
ticular class [189]. Finally, although image classification tasks have been the
main focus of study, universal perturbations have also been reported for tasks
such as image segmentation [110, 117], speaker recognition [97], speech recog-
nition [123, 165] or text classification [16, 170].
The discovery of such attacks for state-of-the-art DNNs has led to a deeper
study of their properties. In [114], the vulnerability of DNNs to universal per-
turbations is empirically studied in the image domain, which is attributed in
part to the geometry of the decision boundaries learned by the DNNs. In par-
ticular, it is shown that, in the vicinity of natural inputs, perturbations normal
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to the decision boundaries are correlated, in the sense that they approximately
span a low dimensional subspace (in comparison to the dimensionality of the
input space). Thus, being

vx = argmin
v
||v||2 s.t. f(x) 6= f(x+ v) (5.3)

the minimal perturbation capable of changing the output of an input x (hence
normal to the decision boundary at x+ vx), it is possible to find a subspace
XS ⊂ X, with dim(XS)� dim(X), so that vx ∈ XS for x ∼ P(X). The exis-
tence of such a subspace implies that even random perturbations (with small
norms) sampled from XS are likely to cause a misclassification for a large
number of inputs [114]. This hypothesis is further developed in [115], also for
the image domain, where the vulnerability of classifiers to universal perturba-
tions is formalized, under the assumption of locally linear decision boundaries
in the vicinity of natural inputs. An illustration of a linear approximation of
the decision boundary is shown in Figure 5.1 (left).

Fig. 5.1: Illustration of the decision boundary approximations introduced in
[115]. The left image illustrates the locally linear (flat) decision boundary
model, and the middle figure the locally curved decision boundary model.
The solid curve corresponds to the actual boundary, and the dashed lines to
the approximations. Note that in both cases the approximations are estimated
at x + vx, being x an input sample and vx a vector normal to the decision
boundary (see Equation 5.3). The right images compare a positively curved
boundary (bottom) with a negatively curved boundary (top) along vx. Two
dashed arrows have been included as reference in both images, to highlight
that positively curved boundaries require smaller norms to be surpassed.

However, the assumption of locally linear decision boundaries becomes insuf-
ficient to comprehensively formalize the vulnerability of DNNs to universal
perturbations. Indeed, there is a crucial connection between that vulnerabil-
ity and the curvature of the decision boundaries [115]: there exist common
perturbation directions (i.e., span a low-dimensional subspace) in the input
space for which, starting from natural inputs, the decision boundaries are pos-
itively curved along these directions. See Figure 5.1 (right) for a comparison
between a positively curved boundary and a negatively curved boundary. The
positive curvature of the decision boundaries implies small upper bounds for



82 5 Analysis of Dominant Classes in Universal Adversarial Perturbations

the amount of perturbation required to surpass the decision boundaries, as
depicted in Figure 5.1 (right). Thus, those positive curvatures increase the vul-
nerability of DNNs, as smaller perturbations are required to fool the model.
At the same time, the fact that those directions are also common for multiple
inputs implies the existence of small input-agnostic adversarial perturbations.
In a further analysis developed in [73], it is shown that the directions in the
input space for which the decision boundaries are highly curved are indeed
associated by the DNN with class identities (the further we move in one of
such directions, the higher - or lower- the confidence of the model in one par-
ticular class is). Moreover, it is shown that the class features associated to
such directions are, indeed, the most relevant ones as far as the classifica-
tion performance of the model is concerned, what links the accuracy of DNNs
with their vulnerability to adversarial attacks. A feature-perspective is also
employed in [190] to justify the vulnerability of the models to universal pertur-
bations, experimentally showing that universal perturbations contain features
which predominate over the features of natural images. Thus, in the presence
of universal perturbations, natural images act like noise, despite being visually
predominant.
The aforementioned theoretical frameworks focus, in particular, on the vul-
nerability to universal perturbations. In this chapter, we focus instead on
one particular property of universal perturbations: the existence of dominant
classes that are significantly more frequently predicted for the perturbed (and
misclassified) inputs. This phenomenon was first reported in [114] for image
classification tasks. Subsequent works have also reported the existence of dom-
inant classes in image classification tasks [32, 66], and in text classification
tasks [16]. Here, we show that this happens also for other domains, such as
speech command classification tasks in the audio domain. Although it is hy-
pothesized in [114] that a possible explanation for the dominant classes is
that they occupy a larger region in the decision space, it is left as an open
research question. In the following sections, we tackle this research question
and test multiple hypotheses in the search for a deeper understanding of this
phenomenon.
Outside the particular field of universal perturbations, multiple theoretical
frameworks have been proposed for the explanation of adversarial examples.
Whereas most of them focus on the properties of the DNNs [59, 156, 158, 159],
other alternative explanations have also been proposed. In this dissertation,
special attention is paid to the one introduced in [72], in which adversarial
examples are explained in terms of the robustness of the features in the data.
In particular, it it shown that datasets contain non-robust features which,
although being highly discriminative (i.e., that the data is well described by
these features), are uncorrelated with the ground-truth classes when they are
perturbed by small (adversarial) perturbations. Thus, when a classifier learns
to rely on such non-robust features to accurately classify the data, it becomes
vulnerable to adversarial perturbations. The small robustness of such features
to small perturbations also implies their lack of meaning for humans, which
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explains the imperceptibility of the attacks. In a similar vein, we hypothesize
(Section 5.5.2) that the higher sensitivity of the model to certain features
might explain the existence of dominant classes.

5.3 Proposed Framework

Let us consider a classifier f : X → Y , with X ⊆ Rd and Y = {y1, . . . , yk},
trained to classify inputs x ∈ X coming from an input data distribution
x ∼ P(X) among one of the k possible classes in Y . To formally describe
dominant classes, let us denote pvj the probability of misclassifying an input
as the class yj when a universal perturbation v is added to the inputs:

pvj = Px∼P(X)
f(x)6=yj

[f(x+ v) = yj ] . (5.4)

Similarly, let tvi,j represent the probability that, departing from an input of
ground-truth yi, the model incorrectly predicts the class yj for the perturbed
inputs:

tvi,j = Px∼P(X)
f(x)=yi

[f(x+ v) = yj ]. (5.5)

In practice, if the distribution P(X) is unknown, these probabilities can be
estimated using a finite set of input samples X .

Definition 1. ya is an attractor class for another class yi (i 6= a), under a

perturbation v, which will be denoted as yi
v−→ ya, if at least the α > 1

k−1
proportion of the inputs corresponding to the class yi are predicted as ya when
they are perturbed with v, that is:

tvi,a ≥ α. (5.6)

Notice that the threshold 1
k−1 represents the proportion that would be

achieved if the inputs were evenly distributed among the k− 1 possible incor-
rect classes.

Definition 2. yb is a dominant class for the universal perturbation v if at
least the β > 1

k−1 proportion of the inputs are wrongly classified as yb when
they are perturbed with v, that is:

pvb ≥ β. (5.7)

Alternatively, yb can be defined also in terms of the number of classes that it
attracts. Let Y vb = {yi ∈ Y | yi

v−→ yb} represent the set of classes attracted by
yb with the perturbation v, and |Y vb | the cardinality of the set Y vb . Precisely,
yb is dominant if it is an attractor class for at least the ζ > 1

k−1 proportion
of the remaining classes:

|Y vb |
k − 1

≥ ζ. (5.8)
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The choice of the parameters α, β and ζ can determine the existence of multi-
ple attractor and dominant classes. In this dissertation, we assume α, β, ζ ≥ 1

3
since we are interested in those classes which are incorrectly predicted for a
significant proportion of inputs, or which attract a significant proportion of
other classes.
To study the relationship between universal perturbations and dominant
classes, we use the speech command classification problem described in Section
3.4.1 as a testbed. To complement the information on the employed classi-
fier, its architecture and feature extraction process will be further detailed
below, as this information will be relevant for the following sections. Firstly,
following previous publications [8, 39, 56, 100, 175], the model is based on the
architecture proposed in [142], which is composed of two convolutional lay-
ers with ReLU activations, a fully connected layer and a final softmax layer.
The normalized audio waveforms (in the time-domain) from the input space
R16000, which take values in the range [−1, 1], are first converted into spec-
trograms by dividing the audios into frames of 20ms, with a stride of 10ms,
and applying the real-valued fast Fourier transform (retrieving 512 compo-
nents) for each frame. As the frequency spectrum of a real signal is Hermitian
symmetric, only the first 257 components are retained. The dimension of the
resulting spectrogram is 99 × 257. Finally, the MFCCs [122] are extracted
from the spectrogram, in the space R99×40, before being sent to the network.
It is worth pointing out that the adversarial perturbations that are generated
for this model are optimized in an end-to-end fashion, directly in the audio
waveform representation of the signal.
In addition, to generate the universal perturbations, we selected the UAP-HC
algorithm introduced in [165]. This algorithm, which is a reformulation for
the audio domain of the one proposed in [114], consists of iteratively accu-
mulating individual untargeted adversarial perturbations, generated using the
DeepFool algorithm. The pseudocodes for both the UAP-HC and DeepFool
algorithms can be found in Algorithm 2 and Algorithm 3, respectively. These
algorithms have been generalized to (optionally) prevent them from reaching
certain adversarial classes. This generalization will be further described and
motivated in Section 5.4.
Finally, we highlight that the rationale of the DeepFool algorithm relies on a
geometric approach. In particular, as discussed in Section 2.3.2.3 a first-order
approximation of the decision boundaries is used to move the input towards
the estimated closest boundary, being, therefore, an untargeted attack. Thus,
the optimization process of the UAP-HC algorithm is not biased towards any
particular class, although, in practice, different universal perturbations lead
in most of the cases to the same dominant classes.
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Algorithm 2 UAP-HC [165]

Require: A classification model f , a set of input samples X , a projection
operator Bp,ε, a fooling rate threshold δ, a maximum number of iterations
Imax, a set of restricted classes YR ⊂ Y

Output: A universal perturbation v
1: v ← initialize with zeros
2: FR← 0 . Fooling rate.
3: iter ← 0 . Iteration number.
4: while FR < 1− δ ∧ iter < Imax do
5: X ← randomly shuffle X
6: for x(i) ∈ X do
7: . Check that x(i) is not already fooled by v:
8: if f(x(i) + v) = f(x(i)) then
9: 4v ← DeepFool(x(i) + v, f , YR)

10: v′ ← Bp,ε(v +4v) . Project (v +4v) in the `p ball of radius ε
and centered at 0.

11: FR′ ← Px∈X [f(x) 6= f(x+ v′)]
12: . Update v only if adding 4v increases the FR and if the current

class is not in YR:
13: if FR < FR′ ∧ f(x(i) + v +4v) /∈ YR then
14: v ← v′

15: FR← FR′

16: end if
17: end if
18: end for
19: iter ← iter + 1
20: end while
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Algorithm 3 DeepFool [116]

Require: An input sample x of class yi, a classifier f , a set of restricted
classes YR ⊂ Y .

Output: An individual perturbation r.
1: x′ ← x
2: r ← initialize with zeros
3: Y ′ ← Y − (YR ∪ {yi})
4: while f(x′) = yi do
5: for yj ∈ Y ′ do

6: f ′j ← f̂(x′)j − f̂(x′)i

7: w′j ← ∇f̂(x′)j −∇f̂(x′)i
8: end for
9: l← argminj∈Y ′

|f ′j |
||w′j ||

10: r ← r +
|f ′l |
||w′l||

2
2
w′l

11: x′ ← x+ r
12: end while
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5.4 Dominant Classes in Speech Command Classification

In this section, we generate different universal adversarial perturbations for
the speech command classification task specified in Section 5.3, in order to
investigate whether in this domain dominant classes are also produced.
We start by generating 10 different universal perturbations using the UAP-HC
algorithm, without restricting any class (YR = ∅). We set ε = 0.1 as thresh-
old for the perturbation `2 norm, and restricted the UAP-HC algorithm to a
maximum of five iterations. To generate the perturbations, we used a train-
ing set of 100 inputs per class, which makes a total of 1200 inputs. Once the
perturbations are generated, their effectiveness will be measured in a test set,
containing samples that were not used during the generation of the perturba-
tions. The initial accuracy of the model in this set is 85.52%.1

According to the results, the algorithm led to universal perturbations with
left and unknown as dominant classes for almost all the experiments. This
can be seen in Figure 5.2 (top), which shows the frequency with which each
class is wrongly predicted when the perturbation is applied to the audios
in the test set. We only considered those inputs that were initially correctly
classified by the model, but misclassified when the perturbation is applied.
The frequencies are shown individually for the ten universal perturbations,
with each row corresponding to one perturbation. As can be seen, both left
and unknown arise as dominant classes in 9 of the 10 experiments, sometimes
even at the same time.
It is important to highlight that dominant classes arise without being imposed
in the universal perturbation crafting procedure. For this reason, an interest-
ing property to study is whether dominant classes remain dominant even if
we explicitly avoid them during the optimization process (see Algorithms 2
and 3). To shed light on this question, we start by preventing the algorithm
from considering those directions that point to the decision boundaries of
the class left. The results obtained for ten new perturbations generated with
this restriction are shown in Figure 5.2 (bottom left). As can be seen, the
most frequent adversarial class is now unknown for 9 of the 10 perturbations
created.
We went another step further and repeated the experiment, this time, however,
restricting the boundaries corresponding to both left and unknown classes.
The results are shown in Figure 5.2 (bottom right). In this case, the two
restricted classes were no longer dominant classes, but different dominant
classes were obtained, precisely, up, right and go. It is also worth emphasizing
that, although dominant classes were obtained in all the experiments, they
were different depending on which other classes were restricted. For instance,
whereas the class up rarely appeared as dominant without restrictions, it is
the most frequent dominant class when both left and unknown classes are
restricted.
1 The number of samples per class in the test set and the accuracy of the model in

each class is reported in Table B.1.
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Fig. 5.2: Overview of the frequency with which each class was assigned to
the inputs misclassified as a consequence of universal perturbations. The fre-
quencies have been computed individually (row-wise) for the 10 perturbations
generated in each of the following configurations of the UAP-HC algorithm:
default algorithm (top), restricting the algorithm to follow the class left (bot-
tom left) and restricting the algorithm to follow the classes left and unknown
(bottom right).

Regarding the effectiveness of the attacks, the fooling rate of every perturba-
tion (i.e., the percentage of inputs that are misclassified when the perturbation
is applied) is shown in Figure 5.3, for each class independently.2 The fooling
rates have been computed considering the inputs that were initially correctly
classified. As can be seen, the effectiveness of each perturbation is higher in
some classes than in others, achieving up to ≈69% in some cases. The fooling
rates corresponding to the dominant classes, which have been highlighted in
the figure, are practically zero for most of the perturbations, which reveals

2 The average effectiveness of each perturbation can be consulted in Table B.2.
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Fig. 5.3: Fooling rate percentage, computed individually for each class, of the
10 perturbations generated in each of the following configurations of the UAP-
HC algorithm: default algorithm (top), restricting the algorithm to follow the
class left (bottom left) and restricting the algorithm to follow the classes left
and unknown (bottom right). In the three figures, the results corresponding
to the dominant classes (for each experiment) have been highlighted using
bold text.

that the perturbation does not change the prediction of the model for those
inputs.
For more informative results, the mean and maximum fooling rate of all the
perturbations are shown in Table 5.1. To avoid biases, these aggregated fooling
rates have been computed in three different ways: i) considering all the inputs,
ii) without considering the inputs corresponding to the dominant classes, and
iii) without considering the dominant classes and the class silence. The reason
for not considering the inputs belonging to the dominant classes is because the
perturbation reinforces the confidence on those classes, and, as a consequence,
there are practically no misclassifications in those inputs. On the contrary, the
results for the class silence are clearly lower than for the rest of the classes,
which biases the results. Comparing the average effectiveness of the universal
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Restricted
classes in
UAP-HC

Fooling Rate

Considering all
the classes

w/o considering
dominant classes

w/o considering
dominant & Silence

Mean Max. Mean Max. Mean Max.

None 37.94 46.34 41.68 50.84 44.97 54.76
{Left} 34.90 37.73 37.39 40.60 40.32 43.71
{Left, Unk.} 33.75 37.49 37.08 41.36 39.90 44.37

Table 5.1: Effectiveness of the UAP-HC algorithm in a set of test samples,
not seen during the generation of the perturbations.

perturbations, we can notice that the average fooling rate achieved by the
perturbations decreases when the dominant classes are restricted in the UAP-
HC algorithm. We confirmed using the Wilcoxon signed-rank test [177] (with
a significance level of 0.05) that, in comparison to the results obtained when
no class is restricted (i.e., YR = ∅), the decrease is significant when the set
of classes YR = {Left} or YR = {Left, Unknown} is restricted. According
to the same test, the differences observed between the cases in which the sets
of restricted classes are YR = {Left} and YR = {Left, Unknown} were not
statistically significant.
Overall, these results confirm the existence of dominant classes in audio tasks,
and reveal a number of properties that, to the best of our knowledge, have
not been reported before in related works. First, we have shown that it is
possible to prevent one class from being dominant during the optimization
of the universal perturbation. However, doing so leads to different dominant
classes. Moreover, the fact that the effectiveness of the universal perturbations
decreases when the most frequent dominant classes are restricted might sug-
gest that some classes are more dominant than others. All these findings and
properties will serve as a basis to further study the cause of this phenomenon
in the following sections.

5.5 Hypotheses About the Existence of Dominant
Classes

In this section, we propose a number of hypotheses to explain and characterize
the relationship between universal adversarial perturbations and dominant
classes. The proposed hypotheses are also experimentally tested using the
framework described in Section 5.3.
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5.5.1 Dominant Classes Occupy a Larger Region in the Input
Space

In [114], the existence of dominant classes is attributed to a larger region of
such classes in the image space. Nevertheless, due to the high dimensionality
of the input spaces in current ML problems, exploring the volume that each
decision region occupies in the whole input space is intractable in practice.
Even so, to test this hypothesis, we randomly sampled and classified 1,000,000
inputs from the input space. The values of the inputs were sampled uniformly
at random in the range [−1, 1]. We found that all the samples were classified
as the class silence, which is not a dominant class in our experiments, as shown
in Section 5.4 (see Figure 5.2). Therefore, our results suggest that there is not
necessarily a connection between the volume occupied by the decision regions
of different classes and the frequency with which inputs perturbed by universal
perturbations reach the regions corresponding to the dominant classes.

5.5.2 Class Properties of Universal Perturbations

Universal perturbations are capable of changing the output class of a large
number of inputs, and the majority of the misclassified inputs are moved
unintentionally towards a dominant class. In this section, we show that the
perturbation itself is predicted by the model as the dominant class with high
confidence.
In fact, we noticed that the following three factors are positively correlated
during the generation process of a universal perturbation v: the fooling rate
(F1), the percentage of inputs misclassified as the dominant class yb (F2), and
the confidence with which the model considers that the perturbation belongs
to the dominant class (F3):3

F1(v) = Px∈X [f(x) 6= f(x+ v)] , (5.9)

F2(v) = Px∈X [f(x+ v) = yb] , (5.10)

F3(v) = f(v)b, (5.11)

where X is a set of inputs and f(·)b represents the output confidence of the
classifier f corresponding to the class yb. An example of the evolution of these
factors during the optimization process of a universal perturbation, using the
UAP-HC algorithm, is shown in Figure 5.4. These results correspond to the
first experiment of Section 5.4, for the case in which no class was restricted. In
particular, the left figure shows the evolution of the frequency with which each
class is (wrongly) predicted for the misclassified inputs, and the right figure
shows the output confidences of the model when the universal perturbation

3 For those perturbations in which there are two dominant classes at the same time,
the class f(v) has been considered as the dominant (i.e., the class assigned to the
perturbation by the model).
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Fig. 5.4: Evolution of three different factors during the optimization process
of a universal perturbation using the UAP-HC algorithm: the frequency with
which the inputs are classified as the dominant class (left), the confidence of
the model in the dominant class when the perturbation is predicted (right),
and the evolution of the fooling rate (FR), which is shown in both plots
as a reference. These results have been computed on the training set, and
correspond to the first experiment reported in Section 5.4, for the case in
which no class was restricted. For the sake of clarity, only the information of
the four most relevant classes are plotted in each plot.

is classified. The fooling rate of the perturbation has been included in both
figures as a reference, represented by a dashed line.
More generally, for the 10 different universal perturbations generated in Sec-
tion 5.4 (without restricting any class), the average Pearson correlation coef-
ficient between F1 and F3 during the first iteration of Algorithm 2 is 0.79.
Similarly, the average correlation between F1 and F2 is 0.87, and the average
correlation between F2 and F3 is 0.91. These results confirm that the three
factors are being maximized jointly during the optimization process of the
universal perturbation, even if such behavior is not specified by the model.
Motivated by this finding, we studied whether any perturbation v that is
classified by the model as one particular class with high confidence is capable
of producing the same effect as a universal perturbation, that is, to force the
misclassification of a large number of inputs by pushing them to the class f(v).
For this purpose, we defined the following optimization problem, in which the
objective is to find a perturbation v, with a constrained norm, that maximizes
the confidence of the model in one particular class yt, f(v)t, that is:

max
v

f(v)t s.t. ||v||2 ≤ ε. (5.12)

We launched 100 trials for each possible target class, starting from random
perturbations.4 We used a gradient descent approach to optimize the pertur-

4 The initial perturbations were randomly sampled from the input space R16000,
where each value was sampled uniformly at random in the range [−10−3, 10−3].
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bation, restricting the search to 100 gradient descent iterations, and setting a
threshold of ε = 0.1 for the perturbation norm.
The mean and maximum fooling rates obtained with the generated perturba-
tions are shown in Table 5.2, computed independently for each target class.
The fooling rate for each class individually is shown in Figure 5.5 (left). As
can be seen in Table 5.2, for the classes left and unknown, both the most
frequent dominant classes associated to the universal perturbations generated
using the UAP-HC algorithm (see Figure 5.2), a significantly higher effec-
tiveness is achieved than for the rest of classes. We confirmed this using the
Wilcoxon signed-rank statistical test [177], under a significance level of 0.05.
Apart from that, with independence of the target class, the majority of the
samples fooled by these perturbations were classified as the target class. This
is shown in Figure 5.5 (right), in which the average frequency with which each
class is predicted under the effect of the perturbations is computed, indepen-
dently for each target class.
These results reveal that a perturbation which is optimized only to maximize
the confidence of a model into one class can behave as a universal perturbation,
and, more relevantly, that their effectiveness is maximized when the target
class is a dominant class. Based on these findings, we can hypothesize that
the model is more sensitive to some class features than to others, and that,
ultimately, the sensitivity degree to each class feature is what determines the
dominant classes. In other words, a class yj will have a greater dominance the
more sensitive the model is to the patterns in the data distribution that are
associated to yj (by the model itself).5

5.5.3 Singular Value Decomposition

In [114], the existence of universal perturbations for image classification DNNs
is attributed, in part, to the presence of similar patterns in the geometry of de-
cision boundaries around different points of the decision space. In particular,
as described in Section 5.2, perturbations normal to the decision boundaries in
the vicinity of natural inputs approximately span a very low-dimensional sub-
space, revealing that similar perturbations are capable of changing the output
class of different input samples. This was assessed experimentally for state-
of-the-art DNNs, by computing the Singular Value Decomposition (SVD) of
a matrix A collecting normalized individual untargeted perturbations gen-
erated using the DeepFool algorithm. The SVD provides a set of singular
vectors

{
s(1), s(2), . . . , s(r)

}
, which represent a basis for the subspace spanned

5 These results are consistent with previous explanations proposed for the vulner-
ability of universal adversarial perturbations. For instance, these results could be
related to the non-robust data-feature framework introduced in [72], to the pre-
dominance of the features of universal perturbations over the features of natural
inputs [190], or to the link between the class-identity associations of the model
and the most vulnerable directions in the input space studied in [73] (see Section
5.2 for more details).
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Fig. 5.5: Overview of the effectiveness of the perturbations found by solving
the optimization problem defined in (5.12). In both figures, the results are
reported independently for each target class (row-wise), and are averaged for
the 100 trials generated for each target class. Left: average fooling rate (FR)
obtained by the 100 perturbations found for each target class, computed for
each class individually. Right: Average frequency with which each class is
wrongly assigned to the fooled inputs by the model.
-

Target
class

Fooling Rate

Considering all
the classes

w/o considering
dominant classes

w/o considering
dominant & Silence

Mean Max. Mean Max. Mean Max.

Sil. 17.85 21.71 19.77 24.05 19.77 24.05
Unk. 30.31 33.88 32.40 36.21 35.00 39.14
Yes 16.91 20.40 18.67 22.52 19.59 23.89
No 23.46 25.82 25.28 27.84 26.91 29.74
Up 25.53 28.19 28.16 31.10 29.79 32.97
Down 22.56 24.68 24.45 26.75 25.95 28.28
Left 32.57 37.25 35.73 40.87 38.37 44.22
Right 23.25 27.28 25.38 29.78 27.07 31.88
On 19.50 22.43 21.25 24.45 22.40 25.94
Off 21.56 24.46 23.39 26.54 24.83 28.48
Stop 25.07 27.21 27.61 29.97 29.64 32.32
Go 22.99 25.66 24.84 27.72 26.03 29.24

Table 5.2: Effectiveness of the perturbations generated using Equation (5.12),
averaged for the 100 perturbations generated for each target class.
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by the adversarial perturbations in A. Each s(i) is related to a singular value
σ(i), which indicates the importance or contribution of that singular vector. As
shown in [114], considering that the singular values are arranged in decreasing
order σ(1) ≥ σ(2) ≥ · · · ≥ σ(r), the decay of the singular values was consid-
erably faster in comparison to the decay obtained from the SVD of random
perturbations (sampled from the unit sphere). This implies that the subspace
spanned just by the first d′ � d singular vectors (i.e., those corresponding to
the highest singular values) contained vectors normal to the decision bound-
aries in the vicinity of natural samples. Indeed, random perturbations sampled
from such a subspace were capable of achieving a fooling rate of nearly 38%
on unseen inputs, whereas random perturbations (of the same norm) in the
input space only achieved a fooling rate of approximately 10% [114].
In this section, we take this approach as a framework to study the existence
of dominant classes. First, we will replicate the previous experiment to assess
whether, in the audio domain, it is also possible to find a low-dimensional sub-
space of the input space collecting vectors normal to the decision boundaries
of DNNs. The existence of such a subspace would allow us to test a number
of hypotheses, for example, whether the directions in such subspaces mainly
point towards the decision boundaries corresponding to the dominant classes.
This would explain why most of the inputs are (incorrectly) classified as the
dominant class when they are adversarially perturbed.
Nevertheless, due to the input transformation process required to convert the
raw audio signal into the MFCC representation (see Section 5.3), the results
might differ depending on the data representation in which the analysis is
done. For this reason, we need to assess first which audio representation is
the most informative one in our case. Thus, we computed the SVD for a
set of individual perturbations and different sets of random perturbations,
under the three main representations for audio signals: raw audio waveform,
spectrogram and MFCC coefficients.

5.5.3.1 Analysis of the SVD of Audio Perturbations

Let us consider a set of n natural input samples X =
{
x(1), . . . , x(n)

}
. The

individual perturbations were generated using the DeepFool algorithm, in the
raw audio waveform representation:

V =
{
v(i) | v(i) = DeepFool

(
x(i)
)
, i = 1, . . . , n

}
. (5.13)

The perturbations that these raw waveforms produce in both the spectrogram

and MFCC representations are computed as v
(i)
g = g

(
x(i) + v(i)

)
− g
(
x(i)
)
,

being g the input transform function, which maps the raw audio waveforms
into either a spectrogram or the MFCC features:
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VSPEC =
{
v(i)spec | v(i)spec = gSPEC

(
x(i) + v(i)

)
− gSPEC

(
x(i)
)
, i = 1, . . . , n

}
,

(5.14)

VMFCC =
{
v
(i)
mfcc | v

(i)
mfcc = gMFCC

(
x(i) + v(i)

)
− gMFCC

(
x(i)
)
, i = 1, . . . , n

}
.

(5.15)

The random perturbations were sampled uniformly at random from the raw
input space:

R =
{
r(i) | r(i) is sampled u.a.r. from [−1, 1]16000, i = 1, . . . , n

}
. (5.16)

As in the case of adversarial perturbations, the corresponding perturbations
in the frequency-domain representation are computed as:

RSPEC =
{
r(i)spec | r(i)spec = gSPEC

(
x(i) + r(i)

)
− gSPEC

(
x(i)
)
, i = 1, . . . , n

}
,

(5.17)

RMFCC =
{
r
(i)
mfcc | r

(i)
mfcc = gMFCC

(
x(i) + r(i)

)
− gMFCC

(
x(i)
)
, i = 1, . . . , n

}
.

(5.18)

In this case, the random perturbations were scaled to have a fixed `2 norm of
0.1 before being applied to the inputs in Equations (5.17) and (5.18).
Finally, for a more representative analysis, we considered two additional sets
of random perturbations, sampled uniformly at random from the space of
spectrograms and the space of MFCC coefficients:

RSPEC =
{
r(i) | r(i) is sampled u.a.r. from [−1, 1]99×257, i = 1, . . . , n

}
,

(5.19)

RMFCC =
{
r(i) | r(i) is sampled u.a.r. from [−1, 1]99×40, i = 1, . . . , n

}
.

(5.20)

All the perturbations described in Equations (5.13)-(5.20) were normalized be-
fore computing the SVD. It is worth highlighting the key difference between
the random perturbations defined in (5.17) and (5.18) and those defined in
(5.19) and (5.20). The former represent the changes that randomly perturb-
ing a raw signal produces on the spectrogram (or MFCC) space. In contrast,
the random perturbations in (5.19) and (5.20) are directly generated in the
spectrogram space or in the MFCC space, respectively. In other words, the
perturbations considered in (5.19) and (5.20) are analogous to those in (5.13),
but in the spaces corresponding to the spectrograms or to the MFCC coef-
ficients instead of the space of raw audio waveforms. Considering all these
types of perturbations and representations is important to better study which
of them are the most informative ones in the audio domain, and to ensure
that our subsequent analyses will be carried out using the most appropriate
representation.



5.5 Hypotheses About the Existence of Dominant Classes 97

Figure 5.6 compares the decay of the singular values (sorted in decreasing
order), for all the sets of perturbations considered in Equations (5.13)-(5.20).
The results corresponding to the raw waveform, spectrogram and MFCC rep-
resentations are shown in the first, second and third row of the figure, respec-
tively. Whereas the left column shows the singular values obtained with the
SVD for each data representation, in the right column the decays are char-
acterized by fitting exponential curves (depicted as dashed lines) with the
following form:6

y = ρ · e−xλ + ω , ρ, λ, ω ∈ R. (5.21)

A higher value of the decay factor λ represents a faster decay, as is illustrated
in Figure 5.7, which shows the behavior of the exponential curves for different
values of the decay factor λ. As can be seen in the figure, for low values of λ
(e.g., λ ≤ 1) the obtained curves are close to a constant or linear decay (i.e.,
y = 1−x), whereas for λ > 1 the values decay much faster (i.e., exponentially).
Regarding the results in the raw waveform representation (i.e., V and R), the
decay of the singular values is mainly linear for both individual and random
perturbations, which can be assessed by their decay factor λ (see Figure 5.6),
since in both cases λ < 1 is obtained. This means that, in both cases, there is
not a set of singular vectors that is considerably more informative than the
rest, and, as a consequence, a large set of vectors would be needed to provide
an approximate basis for the perturbations. Thus, the perturbations do not
show meaningful correlations in this representation. The same conclusion can
be drawn from the perturbations sampled uniformly at random in the space
of spectrograms (RSPEC) and in the space of MFCC coefficients (RMFCC).
However, considering the perturbations in the frequency domain produced by
the raw waveform perturbations, either random or adversarial (i.e., VSPEC,
RSPEC, VMFCC and RMFCC), the singular values decay exponentially, achiev-
ing decay factors which are at least of one order of magnitude greater than
for the previous cases. For instance, in the MFCC representation (i.e., VMFCC

and RMFCC), the values obtained are λ = 1
0.131 and λ = 1

0.001 , respectively.
These results indicate, first, that even if the perturbations are generated in
the raw audio waveform representation, it is necessary to go to the frequency-
domain to observe informative patterns. This might be a fundamental differ-
ence between the image domain and the audio domain, as most of the analyses
done in the former can be done directly in the raw image space. Secondly, the
effect of audio perturbations in the frequency-domain can be characterized
by just a small (in comparison to the dimensionality of the corresponding
spaces) number of singular vectors. For instance, for the MFCC representa-
tion, the most relevant information is captured in less than the ∼150 first
singular vectors (that is, those corresponding to the highest singular values).
The fact that this happens for both random or adversarial perturbations could
imply, however, that the captured correlations are uninformative about the

6 Note that the singular values have been scaled in the range [0, 1] before fitting
the exponential curves, for a more uniform comparison.
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Fig. 5.6: Left column: singular values obtained in the SVD of individual adver-
sarial perturbations and random perturbations, computed in three feature rep-
resentations: raw audio waveforms (top), spectrograms (center) and MFCCs
(bottom). Right column: characterization of the decay of the singular values
by fitting an exponential curve (the values in both axes have been scaled in
the range [0,1]).
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Fig. 5.7: Illustration of an exponential decay y = ρe−xλ+ω for different values
of the decay factor λ. For a more uniform comparison, the values ρ = 1 and
ω = 0 were used in all the cases, and the curves were normalized in the range
[0, 1].

geometry of the decision boundaries around natural inputs, or, alternatively,
about the vulnerability of the network to adversarial attacks. Nevertheless, in
the reminder of this section we show that the SVD of individual adversarial
perturbations not only provides a representative basis for input-agnostic per-
turbations, but also that this basis is strongly connected with the dominant
classes. For the previous reasons, the rest of the analysis will focus on the
MFCC feature space.
We start evaluating the fooling rate of randomly sampled perturbations in the
subspace spanned by the first N = {10, 50, 100, 200, 500} singular vectors, for
the cases in which the SVD is computed for individual perturbations (VMFCC)
and random perturbations (RMFCC). Given a value of N , the sampled pertur-
bations will be produced as a linear combination of the first N singular vectors
s(1), . . . , s(N) (computed for either VMFCC or RMFCC). All the sampled per-
turbations were normalized, and the fooling rate was evaluated for different
scaling factors under the `2 norm, in the range [−200, 200]. Note that, given
a unit vector v, for any scalar c ∈ R, ||v · c||2 = |c|. For reference, the median
`2 norm of the perturbations (in the MFCC) produced by the 10 universal
attacks generated in Section 5.4, measured in the test set, is approximately
100.
Figure 5.8 shows, for each value ofN , the average fooling rates obtained for 100
trials (i.e., 100 random perturbations). The fooling rates have been computed
in the test set. The results clearly show that, when the SVD is computed
for individual perturbations (VMFCC), the fooling rates are remarkably higher
than for the case of random perturbations (RMFCC), even for norms close to
zero. For instance, taking as reference the results corresponding to an `2 norm
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of 100, the average fooling rate is approximately 48% for the case of individual
perturbations, when N ≤ 100. For the case of random perturbations, in the
same conditions, the average fooling rate is only 17%.
However, the fooling rate corresponding to individual perturbations consider-
ably decreases when a large number of singular vectors are considered. Indeed,
for N ≥ 200, the fooling rates get closer to those obtained for random per-
turbations. For instance, when N = 500, the average fooling rate (with an `2
norm of 100) is approximately 18%. This reveals that, whereas the singular
vectors corresponding to the highest singular values are capturing directions
normal to the decision boundaries around natural inputs (being, therefore,
effective in fooling the model for a large number of inputs), the remaining
singular vectors do not provide additional or relevant information.
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Fig. 5.8: Fooling rate produced by random perturbations sampled from the
subspace spanned by the first N singular vectors. The results are averaged for
100 random perturbations. Each perturbation v was normalized and multi-
plied by different scale factors c ∈ R (horizontal axis), so that ||v||2 = |c|. The
SVD is computed for individual perturbations (top left) and for random per-
turbations (top right), in the MFCC feature space. The bottom row shows a
direct comparison between the average effectiveness of individual and random
perturbations for N = 100 (bottom left) and N = 500 (bottom right).
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5.5.3.2 Connection With Dominant Classes

In the previous section, we have shown that, also for speech command classifi-
cation models, it is possible to find a low dimensional subspace XS containing
(input-agnostic) vectors normal to the decision boundaries in the vicinity of
natural inputs. Therefore, a reasonable hypothesis is that dominant classes
can be explained in terms of the geometric similarity of the decision bound-
aries in regions surrounding natural inputs, information that is captured by
the basis of XS , that is, by the singular vectors obtained from the SVD of
individual perturbations.
The first hypothesis is that the first singular vectors are also normal to decision
boundaries corresponding to the dominant classes. To validate this hypothe-
sis, we first computed the fooling rate that each singular vector can achieve
individually. This is shown in Figure 5.9 (top left), in which the fooling rate of
the first 250 singular vectors is reported for different `2 norms. For reference,
the results corresponding to a norm of 100 are also shown independently in
the bottom-left part of the figure. The results clearly show that the first sin-
gular vectors are capable of fooling the model for a considerable number of
test inputs, particularly for the first 50 vectors (approximately), for which an
average fooling rate of 56.3% is achieved. These fooling rates are also remark-
ably higher than the ones obtained when the SVD is computed for random
perturbations, which are also shown in Figure 5.9 (right column). Indeed,
the average fooling rate obtained in the latter case (considering the first 50
vectors) is 18.7%, which represents a difference of 37.6%.
To continue with the analysis, we computed the frequency with which each
class is (wrongly) predicted, considering only the inputs that were misclassified
when the singular vectors were used as perturbations. The aim of this analysis
is to assess if there exists a direct connection with the dominant classes. The
results are shown in Figure 5.10, considering the first 100 singular vectors,
scaled to have an Euclidean norm of 100. As can be seen, considering the
singular vectors with the highest fooling rate (those corresponding to the
vectors approximately in the range [1,50]), the most frequent wrong classes
are unknown and left. Indeed, for 84% of the singular vectors in [1,50], the
sum of the frequency corresponding to those two classes exceeds 50%, that is,
at least 50% of the misclassified inputs are classified as left or as unknown.
Moreover, for 62% of the singular vectors, the total frequency corresponding
to those two classes exceeds 80%. Therefore, we now know that the singular
vectors (with a high fooling rate) not only point towards decision boundaries
in the close vicinity of natural inputs, but also that those decision boundaries
correspond mainly to the dominant classes.
We repeated the experiment using the singular vectors obtained when the
SVD is computed for random perturbations. The results are shown in Figure
5.11. In this case, it is evident that the results are more uniform along all the
singular vectors, particularly for those singular vectors with a higher fooling
rate (precisely, those in the range [1,50], as shown in Figure 5.9). For reference,
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Fig. 5.9: Fooling rate percentage achieved when the inputs are perturbed with
the first singular vectors computed for individual perturbations (left column)
and for random perturbations (right column), in the MFCC feature space.

in this case, only for 32% of the singular vectors in the range [1,50] the total
frequency corresponding to unknown or left exceeds 50%, and only for 2% of
the singular vectors the total frequency exceeds 70%.
Overall, the SVD of individual perturbations has shown that the obtained sin-
gular vectors are input-agnostic perturbations directions for which the model
is highly vulnerable: even when the inputs are slightly pushed in those di-
rections, they surpass the decision boundary of the model. This reveals that
the geometry of the decision boundary has patterns that are repeated in the
vicinity of multiple natural inputs. Apart from that, we have shown that such
adversarial directions mainly point towards the decision boundaries corre-
sponding to the dominant classes. Therefore, it can be concluded that the
universal perturbation optimization algorithms implicitly exploit the shared
geometric patterns of decision boundaries to increase the effectiveness of the
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perturbations, leading to the same dominant classes in the majority of the
cases.
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Fig. 5.10: Frequency with which each class is assigned to the misclassified
inputs under the effect of singular vectors (computed for individual pertur-
bations, see Equation (5.15)). The (unit) singular vectors have been scaled
using two different scale factors: 100 (left) and −100 (right). For the sake of
clarity, the frequencies are shown individually for the classes unknown and
left, while the total frequency corresponding to the rest of classes has been
grouped (others).
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Fig. 5.11: Frequency with which each class is assigned to the misclassified
inputs under the effect of singular vectors (computed for random pertur-
bations, see Equation (5.18)). The (unit) singular vectors have been scaled
using two different scale factors: 100 (left) and −100 (right). For the sake of
clarity, the frequencies are shown individually for the classes unknown and
left, while the total frequency corresponding to the rest of classes has been
grouped (others).

5.6 Conclusions

In this chapter, we have proposed and experimentally validated a number of
hypotheses to justify the intriguing phenomenon of why universal adversarial
perturbations for DNNs are capable of sending the majority of inputs towards
the same wrong class (i.e., dominant classes), even if such behaviour is not
specified during the optimization of the perturbations. These hypotheses were
studied in the audio domain, using a speech command classification task as
a testbed. To the best of our knowledge, previous work has examined this
effect only in the image domain, proposing open explanations that we revisit.
The results obtained from our analysis revealed multiple interesting facts re-
garding the vulnerability of DNNs to adversarial perturbations. On the one
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hand, we have shown that universal perturbations can be created just by op-
timizing a perturbation to be recognized by the model as one particular class
with high confidence. This establishes a new perspective to create universal
perturbations, while explains that a class is dominant if it contains patterns
in the data distribution for which the model has a higher sensitivity. On the
other hand, we demonstrated that the geometry of the decision boundaries of
audio DNNs contains similar patterns in the vicinity of natural inputs, and
that the most vulnerable directions in the decision space point to the regions
corresponding to the dominant classes. Finally, our work highlights a number
of differences between the image domain and the audio domain, which con-
tribute to a better and more general understanding of the field of adversarial
examples in DL.
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Conclusions and Future Work

This chapter summarizes the main contributions drawn from this thesis dis-
sertation. In addition, a number of general directions for further research are
discussed.

6.1 Contributions

DNNs are currently the core of a wide range of technologies applied in criti-
cal tasks, and effectiveness and robustness are therefore two fundamental re-
quirements for these models. However, DNNs can be easily deceived by inputs
perturbed imperceptibly for humans, known as adversarial examples, which
imply a security breach that can be maliciously exploited by an adversary.
Given that these vulnerabilities directly affect the integrity and reliability of
multiple systems which are, progressively, being deployed in real-world appli-
cations, it is crucial to determine the scope of these vulnerabilities and how
an adversary could exploit them for illegitimate purposes, in order to make a
more responsible, aware and secure use of those systems.
For these reasons, this dissertation has been devoted to explore novel adver-
sarial attack paradigms and vulnerabilities in DNNs. As a result, throughout
this dissertation we have introduced new attack paradigms that are beyond
the capabilities of methods currently available in the literature, as they are
capable of achieving more general, complex or ambitious objectives. At the
same time, based on these extended capabilities, our thesis has revealed new
security gaps in use cases and scenarios where the consequences of adversarial
attacks had not been investigated before. Our work has also shed light on
properties of these models that make them more vulnerable to adversarial
attacks, indirectly exposing more effective ways to exploit such vulnerabili-
ties, but, at the same time, contributing to a better understanding of these
intriguing phenomena.
A more detailed overview of the particular contributions derived from this
dissertation is provided as follows.
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In Chapter 3, a novel multiple-instance adversarial attack paradigm has been
proposed, capable of coordinating multiple adversarial examples to achieve
goals that cannot be realized by launching individual attacks isolatedly. In
essence, the introduced paradigm focuses on achieving the following two ob-
jectives jointly: i) produce a misclassification for any incoming input, and ii)
control the probability or frequency with which the model will predict each of
the classes after multiple attacks. This novel attack paradigm enables multiple
adversarial goals. On the one hand, it can be employed to carry out a large
number of adversarial attacks without altering the probability distribution of
the output classes P(Y ), what could be an indicator of a recurring attack
against the model, ensuring, therefore, a more stealthy way to fool the model
for several inputs. On the other hand, the introduced paradigm also allows
the adversary to maliciously modify P(Y ), enabling new attack types in do-
mains in which the application of adversarial examples is still considerably
understudied, such as scenarios in which the aggregated predictions for mul-
tiple inputs are highly relevant (e.g., opinion mining or collective information
retrieval) and scenarios susceptible to face concept drifts (e.g., streaming clas-
sification problems). The proposed attack paradigm is accomplished by means
of a probabilistic policy capable of carefully coordinating adversarial attacks
in order to achieve the aforementioned two objectives in the long run. More
specifically, four different methods have been introduced to determine these
policies, which rely on different strategies to determine the solutions. These
methods have been validated in different problems and scenarios and com-
pared based on several criteria. Our experimental evaluation has shown that
the introduced approaches are capable of successfully achieving the aforemen-
tioned objectives, even in highly constrained scenarios where the adversary
can only introduce very small amounts of distortion to the inputs.
In Chapter 4, a study has been conducted to explore the possibilities and lim-
its of adversarial attacks in scenarios where explainable models are employed,
whose predictions and explanations are supervised by humans. First, we have
proposed a more general notion of adversarial examples, in order to fit in
such scenarios. Based on this generalized notion, we have developed a com-
prehensive framework to study whether and how adversarial examples can be
generated for explainable models under human assessment, introducing and
illustrating novel attack paradigms. In particular, the proposed framework
considers a wide range of relevant yet often ignored factors such as the type
of problem, the user expertise or the objective of the explanations, in order
to identify the attack strategies that should be adopted in each scenario to
successfully deceive the model, and even the human querying the model. Inter-
estingly, the research conducted demonstrates that, despite the restriction of
assuming a human supervising the predictions and the corresponding explana-
tions, which compromises the stealthiness of the attack, the use of adversarial
attacks remains a realistic threat in multiple scenarios. For all these reasons,
we consider that these contributions lay a foundation for a more rigorous and
realistic study of adversarial examples in the field of explainable ML.
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Finally, Chapter 5 addressed the vulnerability of DNNs to universal (i.e.,
input-agnostic) adversarial perturbations. More particularly, this chapter has
been devoted to study the phenomenon of dominant classes in universal per-
turbations, that is, the preference of the perturbation to change the class of
the inputs into a particular set of (dominant) classes, even if the perturbations
are crafted in an untargeted fashion, that is, without any a priori imposition
regarding the incorrect class to be produced. In order to shed light on this in-
triguing phenomenon, we have proposed and experimentally validated several
hypotheses. This research has exposed the connection between the dominant
classes and the sensitivity of the model to two different factors: i) to patterns
in the input data distribution that the model recognizes as each class with
high confidence, and ii) to vulnerable directions in the decision space learned
by the model. Furthermore, this analysis has revealed interesting properties
of the DNN sensitivity to novel types of perturbations, such as perturbations
optimized to prevent the main dominant classes, hence providing a deeper
understanding of this phenomenon. These findings have also suggested novel
approaches to craft input-agnostic perturbations, opening the venue for future
research on more effective and efficient attacks.

6.2 Future Work

The following sections summarize several future research lines derived from
this dissertation.

6.2.1 Extending the Introduced Attacks

To begin with, we devise possible extensions or modifications to the introduced
attacks. Firstly, we plan to extend the multi-instance attack approach intro-
duced in Chapter 3 in order to address more challenging scenarios, such as
highly imbalanced classification problems or scenarios where the source prob-
ability distribution of the classes changes over time, which is often the case in
practice. In addition, the introduced methods can be further extended to gen-
erate attacks with more particular characteristics or behaviors. For instance,
an adversary might be interested in approximating a target probability dis-
tribution of the classes while fooling the model the least possible times, which
can be achieved by maximizing the values in the diagonal of the transition
matrices employed by the proposed attack policy (see Section 3.2.2). Similarly,
by including simple restrictions in the linear programs used to optimize those
transition matrices, the adversary can choose to fool the model more often
for inputs of some classes than for others, decide not to fool inputs of some
classes, or specify beforehand other kinds of transition patterns. Furthermore,
these methods could also be extended to generate adversarial class probabil-
ity distributions using a single universal perturbation. In this way, a single
perturbation may not only cause the misclassification of every input, but also
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produce a desired probability distribution for the output classes when applied
to a large number of inputs.
Secondly, regarding the attacks against explainable models introduced in
Chapter 4, an interesting research line could be developing a general and unify-
ing offensive method capable of addressing all the attack paradigms described
in our framework, that is, an approach capable of automatically generating
adversarial examples which satisfy the most important requirements depend-
ing on the scenario, explanation method or attack paradigm that wants to be
produced. Finally, the properties exposed in Chapter 5 regarding the vulnera-
bility of DNNs to adversarial attacks can be used, for instance, to create more
effective universal adversarial perturbations. Indeed, as shown in Section 5.4,
the existence of dominant classes reduces the effectiveness of universal per-
turbations, since the fooling rate in the inputs of those classes is practically
zero. Therefore, preventing the appearance of dominant classes during the
generation of the perturbation could lead to more effective attacks. We plan
to develop these hypotheses in future research.

6.2.2 Further Studies in the Properties of DNNs

Whereas the analytical frameworks proposed in Chapter 5 have shown to be
effective in revealing the connections between dominant classes and universal
perturbations, there are a number of properties and open lines that could be
further investigated in order to achieve a deeper understanding of the behavior
of universal perturbations. First, focusing on the framework proposed in Sec-
tion 5.5.2, an interesting future line of research could be trying to identify the
data-features that the model recognizes as each class with high confidence, for
instance, following the methodologies proposed in recent related works [72].
Similarly, the analysis of the geometry of the decision space carried out in
Section 5.5.3 could be further extended by considering the curvature of the
decision boundaries, which has proven to be highly informative for the analysis
of universal perturbations [73, 115]. Moreover, it could be interesting trying
to unify the data-feature perspective used in Section 5.5.2 and the one used in
Section 5.5.3, relying on the geometry of the decision boundaries of the DNN.
Finally, a deeper understanding of the decision spaces of DNNs is necessary to
comprehensively explain why decision boundaries contain large geometric cor-
relations around natural inputs, as well as many other fundamental questions
regarding the learning process of DNNs.

6.2.3 Defensive Approaches

As stated before, the study of novel types of adversarial attacks contributes
to raising awareness of new security breaches and vulnerabilities in current
DNNs. Thus, a natural follow-up to this work is the development of defenses
against the introduced attacks. Regarding this goal, we find two major gaps
in the literature on defensive methods. First, most of the existing adversarial
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attack detection methods rely on analyzing, separately, whether each input is
an adversarial example or not. Thus, research on methods based on assessing
the risk that the model is under attack by means of analyzing multiple inputs
or its long-run behavior is very limited. Nevertheless, such methods could
allow a more robust, informed and comprehensive defensive diagnosis to be
carried out, as they could provide an additional security layer or enable the
detection of multiple-instance attacks against the model, such as those intro-
duced in Chapter 3. We plan to investigate the possibility of developing such
defenses in the future. Apart from that, conceiving strategies to improve the
reliability and robustness of explanation methods continues to be an urgent
line of research, as still limited research has been conducted on the adver-
sarial robustness of different explanation methods such as prototype-based
approaches. Thus, a deeper analysis of the vulnerability of current explana-
tion methods is an important step in order to increase the reliability and
trustworthiness of explainable models in practice.
Above all, as new forms of adversarial attacks are introduced, it is essential
to revisit what notions of robustness are appropriate for the different types of
threats or scenario, in a similar way to what was done in this thesis regarding
offensive notions. We consider this important to rigorously determine which
the most appropriate or effective defensive measures given a particular use
case are, and, in the absence of general defenses capable of defending DNNs
against any adversarial example, to provide security measures more tailored
to the use case at hand.
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Publications

7.1 Main Research Line

The research work carried out during this thesis has produced the following
publications and submissions:

7.1.1 Referred Journals

� Vadillo, J., Santana, R., and Lozano, J. A. (2020). Extending Adversarial
Attacks to Produce Adversarial Class Probability Distributions. Journal
of Machine Learning Research. Submitted (Second Review Round).

� Vadillo, J., Santana, R., and Lozano, J. A. (2021). When and How
to Fool Explainable Models (and Humans) with Adversarial Examples.
WIREs Data Mining and Knowledge Discovery. Submitted (Second Re-
view Round).

� Vadillo, J., Santana, R., and Lozano, J. A. (2022). Analysis of Dominant
Classes in Universal Adversarial Perturbations. Knowledge-Based Systems,
236:107719. Elsevier. DOI: 10.1016/j.knosys.2021.107719.

7.1.2 Awards

� 1st Award to the Best Thesis Project. Doctoral Consortium, XIX Confer-
ence of the Spanish Association for Artificial Intelligence. 2021.

7.2 Other Developed Work

Apart from the publications listed in the previous section, throughout these
years, other research works have been developed in the field of adversarial ex-
amples, specifically, on the study of audio universal perturbations and decision
boundaries. Although these works have not been included in this dissertation
so as not to overextend its scope, the corresponding publications are listed
below:

https://doi.org/10.1016/j.knosys.2021.107719
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7.2.1 Referred Journals

� Vadillo, J., and Santana, R. (2022). On the Human Evaluation of Univer-
sal Audio Adversarial Perturbations. Computers & Security, 112:102495.
Elsevier. DOI: 10.1016/j.cose.2021.102495.

7.2.2 Conference Communications

� Vadillo, J., Santana, R., Lozano, J. A. (2020). Exploring Gaps in Deep-
Fool in Search of More Effective Adversarial Perturbations. In Machine
Learning, Optimization, and Data Science (LOD), volume 12566 of Lec-
ture Notes in Computer Science, pages 215-227. Springer, Cham. DOI:
10.1007/978-3-030-64580-9 18.

� Vadillo, J., Santana, R. (2022). Universal Adversarial Examples in Speech
Command Classification. In Proceedings of the XIX Conference of the
Spanish Association for Artificial Intelligence (CAEPIA), pages 642-647.

� Garciarena, U., Vadillo, J., Mendiburu, A., Santana, R. (2022). Adver-
sarial Perturbations for Evolutionary Optimization. In Machine Learning,
Optimization, and Data Science (LOD), volume 13164 of Lecture Notes
in Computer Science, pages 408-422. Springer, Cham. DOI: 10.1007/978-
3-030-95470-3 31.

7.2.3 Awards

� 3rd Best Paper Award, Universal Adversarial Examples in Speech Com-
mand Classification. XIX Conference of the Spanish Association for Arti-
ficial Intelligence. 2021.

https://doi.org/10.1016/j.cose.2021.102495
https://doi.org/10.1007/978-3-030-64580-9_18
https://doi.org/10.1007/978-3-030-95470-3_31
https://doi.org/10.1007/978-3-030-95470-3_31
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Annex for Chapter 3

A.1 Results with Different Adversarial Attacks

In this section, we show that the methods proposed in Chapter 3 can be ap-
plied to a wide range of targeted attacks. For that purpose, the experimenta-
tion described in Section 3.4.4 is repeated, employing the following adversarial
attacks: C&W, FGSM and PGD.
As detailed in Section 2.3.2, the selected adversarial attacks employ different
strategies to generate the adversarial perturbations and to restrict the amount
of perturbation. In the DeepFool algorithm, the perturbation is constructed
in a greedy fashion, and the norm of the perturbation is not subject to any
constraint. In the case of the FGSM, the parameter ε determines the `∞
norm of the perturbation beforehand. Similarly, the maximum `∞ norm of the
perturbation is explicitly specified beforehand in the PGD method. Finally,
in the C&W attack, the norm of the perturbation is modeled as a term to be
minimized in the optimization problem. Therefore, the selected attacks will be
used to illustrate the effectiveness and validity of our approaches for different
underlying adversarial attack strategies.
The experimental details and parameters used for each attack are specified
as follows. First, both the DeepFool and PGD algorithms were restricted to
a maximum of 30 iterations. For the C&W attack, the parameter µ is set to
0 and a binary search is used to tune the parameter τ for every input (see
Equations (2.16) and (2.17) for more details). This attack was restricted to a
maximum of 1000 optimization steps.
The results are shown in Figure A.1, A.2 and A.3, respectively. The following
performance metrics are shown for each attack: in the first row, fooling rate
(left), mean absolute difference (center) and maximum absolute difference
(right), and, in the second row, success percentage (left), Kullback-Leibler
divergence (center) and Spearman correlation (right). The results are shown
for different values of ε, which have been selected to cover a representative
range of fooling rate for each attack. To be consistent with the `p norm used
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to generate the perturbations in the FGSM and PGD methods, the `∞ norm
has been limited for these attacks instead of the `2 norm.
Independently of the underlying adversarial attack employed, the results are
comparable to those reported in Section 3.4.4. Comparing the overall effec-
tiveness obtained with each method, in all the cases the EWTM achieved the
best results in approximating the target distributions, the AM the worst re-
sults, and the UBM and the CRM intermediate results. On the other hand,
the EWTM achieved lower fooling rates in comparison to the other methods,
which achieved values close to the optimal fooling rate. Nonetheless, more
general conclusions can also be drawn by analyzing the results according to
different factors, such as the reach of the underlying attack, that is, the num-
ber of samples that can be moved from one class to another without exceeding
the norm restrictions. To better assess this factor, Figure A.4 shows, for each
attack, the frequency of each class transition in the set of samples X̄ consid-
ered in our experiments.1 These results have been computed for the maximum
value of ε considered for each attack.
As can be seen, the greater the reach to the incorrect classes and the more
regular this reach is among the possible pairs of source-target classes (which
occurs for both C&W and PGD attacks), the greater the similarity between
the performance of the four methods. Moreover, even the AM achieved a high
effectiveness in such scenarios, although in all the cases the remaining methods
achieved a superior performance. In contrast, when the reach is considerably
more irregular and sparse, as occurs for the FGSM, the differences between
these methods is more pronounced. These results corroborate the finding that
the strategies employed in the UBM, the EWTM and the CRM are capable
of taking advantage of the information about the problem to better approxi-
mate the target distributions, especially in the more challenging scenarios in
which few class transitions can be produced. Moreover, for the FGSM attack,
the UBM achieved the best results in approximating the target distributions,
being the method that best adapted to the challenging scenario imposed by
the low reach of that attack, yet at the expense of obtaining lower fooling
rates. Finally, the success percentage of the CRM slightly decreased when the
FGSM was employed, which might reveal that this method is not completely
effective when the reach is very sparse, although the success percentage was
above 96% in all the cases.

1 It is important to note that the attack strategies and restrictions considered have
been selected to illustrate the effectiveness of our approaches in different scenarios,
precisely, when the capabilities of the underlying adversarial attack is limited
according to different factors, such as the maximum distortion allowed or the
number of steps (that is, sacrificing effectiveness for efficiency). Therefore, these
results should be taken as a comparison of the four methods introduced in Chapter
3 (Section 3.3), rather than an exhaustive or representative comparison between
the effectiveness of the adversarial attacks, as the restrictions or parameters set to
each attack are not necessarily comparable or equivalent (for example, increasing
the number of iterations for DeepFool would increase its reach).
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Overall, these results corroborate the conclusions reported in Chapter 3, and
show the validity of our approaches to effectively guide a wide range of ad-
versarial attacks.
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Fig. A.1: Performance of the proposed methods using the Carlini & Wagner
adversarial attack.
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Fig. A.2: Performance of the proposed methods using the Fast Gradient Sign
Method.
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Fig. A.3: Performance of the proposed methods using the Projected Gradient
Descent attack.
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Fig. A.4: R matrices (see Equation 3.5) obtained with different attack strate-
gies: DeepFool (DF), Carlini & Wagner attack (C&W), Fast Gradient Sign
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been computed using the maximum value of ε evaluated in the experiments
for each attack.
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A.2 Reducing the Size of the Set X

In this section, we analyze the effect of reducing the number of samples per
class N (i.e., the total number of samples is 12 · N , which is the size of
the set X ) that are used to generate the transition matrices on the effec-
tiveness of the methods introduced in Section 3.3. For this purpose, we re-
peated the experiments described in Section 3.4.4 using different values for
N : {1, 10, 50, 100, 500}. As the set X̄ used in the k-fold cross-validation to
validate our methods is composed of 1000 samples per class, the number of
folds will be determined by k = 1000

N . The cross-validation was repeated 50
times when N = 500, 10 times when N = 100, 5 times when N = 50 and a
single time when N = 10 and N = 1. Finally, the results will be computed
using a maximum distortion threshold of ε = 0.01, and the analysis will focus
on the DeepFool algorithm and on the AM, the UBM and the EWTM.
Regarding the percentage of success in finding feasible solutions to the linear
programs, both the AM and the UBM maintained a success rate of 100% for
all the values of N tried. For the EWTM, a success rate of 100% was obtained
when N ≥ 50, 84.6% when N = 10 and 0.8% when N = 1, which shows that
this method is not capable of producing valid transition matrices when a low
number of samples per class is available.2

Regarding the effectiveness of the methods in approximating the target distri-
butions, the following performance metrics are shown in Figure A.5, indepen-
dently for each method: fooling rate (top left), maximum absolute difference
(top right), Kullback-Leibler divergence (bottom left) and Spearman correla-
tion (bottom right). In every figure, for each value of N , the average result
obtained for the different cross-validations is shown, as well as the average
standard deviation obtained for each target distribution along all the folds
evaluated, which is depicted by vertical bars. Only the cases in which a suc-
cess rate of 100% is achieved by the methods are shown, thus ommiting the
results corresponding to the EWTM when N ≤ 10. According to the results,
although the effectiveness decreases when N is highly reduced (e.g., N ≤ 10),
a high effectiveness is maintained even when the number of samples per class
is reduced to N = 50. These results show that a considerably small number of
inputs per class can be used to efficiently generate our attacks, and, also, that
our attacks are effective (in the prediction phase) even when they are applied
to a number of samples considerably larger than the number of elements used
to optimize the attacks.3

2 As a single k-fold cross-validation is performed for N = 10 and N = 1, the success
percentage has been computed as the number of folds in which a valid transition
matrix is obtained, and this value has been averaged for the 100 target probability
distributions considered.

3 The loss in the effectiveness when N is reduced might also depend on the regu-
larity with which inputs belonging to the same class can be sent to the remaining
classes, and, therefore, the loss could be higher in those problems in which there
exists a low regularity.
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Fig. A.5: Effectiveness of the introduced methods for different numbers
of samples per class (N) used to generate the transition matrices: N =
{1, 10, 50, 100, 500}. The results are shown for the AM, the UBM and the
EWTM, considering the following metrics: Fooling rate (top-left), maximum
absolute difference (top-right), Kullback-Leibler divergence (bottom-left) and
Spearman correlation (bottom-right). In each figure, for each value of N , the
standard deviation has been included, represented using vertical bars.
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Annex for Chapter 5

This annex includes complementary information to the experimental analysis
carried out in Section 5.4. Firstly, the accuracy of the employed classification
model on the test set of the Speech Command Dataset is shown in Table B.1,
evaluated for the entire set as well as for each class independently. This table
also includes the number of samples per class in the test set.

Class Accuracy Samples

Silence 99.51 408
Unknown 66.42 408
Yes 94.03 419
No 74.57 405
Up 92.00 425
Down 80.79 406
Left 89.81 412
Right 88.64 396
On 87.12 396
Off 81.59 402
Stop 93.67 411
Go 77.36 402

Average 85.52 -

Table B.1: Initial accuracy percentage of the DNN on the test set of the Speech
Command Dataset.
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Secondly, as a complement to Figure 5.3 and Table 5.1, Table B.2 shows the
effectiveness of each universal adversarial perturbation generated in Section
5.4, using Algorithm 2.

Experiment
Restricted class

None {Left} {Left,Unk.}
1 46.34 37.73 33.88
2 35.29 31.56 34.24
3 41.25 36.35 37.49
4 38.47 37.42 34.91
5 38.35 32.86 34.31
6 30.13 30.30 29.84
7 32.52 34.55 32.88
8 33.98 34.29 30.94
9 41.08 37.14 33.86
10 41.94 36.80 35.15

Mean 37.94 34.90 33.75
Mean1 41.68 37.39 37.08
Mean2 44.97 40.32 39.90

1 Without considering dominant classes.
2 Without considering dominant classes and Si-

lence.

Table B.2: Fooling rate percentage of the universal adversarial perturbations
generated using Algorithm 2. The results are computed for a set of test sam-
ples, which were not seen during the generation of the universal perturbations.
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