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A B S T R A C T   

The use of advanced communications and smart mechanisms in industry is growing rapidly, making cyberse-
curity a critical aspect. Currently, most industrial communication protocols rely on the Transport Layer Security 
(TLS) protocol to build their secure version, providing confidentiality, integrity and authentication. In the case of 
UDP-based communications, frequently used in Industrial Internet of Things (IIoT) scenarios, the counterpart of 
TLS is Datagram Transport Layer Security (DTLS), which includes some mechanisms to deal with the high un-
reliability of the transport layer. However, the (D)TLS handshake is a heavy process, specially for resource- 
deprived IIoT devices and frequently, security is sacrificed in favour of performance. More specifically, the 
validation of digital certificates is an expensive process from the time and resource consumption point of view. 
For this reason, digital certificates are not always properly validated by IIoT devices, including the verification of 
their revocation status; and when it is done, it introduces an important delay in the communications. In this 
context, this paper presents the design and implementation of an in-network server certificate validation system 
that offloads this task from the constrained IIoT devices to a resource-richer network element, leveraging data 
plane programming (DPP). This approach enhances security as it guarantees that a comprehensive server cer-
tificate verification is always performed. Additionally, it increases performance as resource-expensive tasks are 
moved from IIoT devices to a resource-richer network element. Results show that the proposed solution reduces 
DTLS handshake times by 50–60 %. Furthermore, CPU use in IIoT devices is also reduced, resulting in an energy 
saving of about 40 % in such devices.   

1. Introduction 

Industrial systems are more connected than ever. Thanks to infor-
mation and communication technologies, industrial processes are 
becoming smarter, more efficient and more sustainable. Industrial 
Internet of Things (IIoT) devices have emerged as key elements for the 
pervasive monitoring of any industrial system. These data are then 
communicated and combined together to gain business-level intelli-
gence and to develop more autonomous processes and decision-making 
(Liu et al., 2022; Tchoffa et al., 2021. In this context, information and 

communication technologies provide the grounds to support the timely 
transmission and processing of gathered data and commands. 

Nevertheless, the use of communication networks to transmit critical 
industrial information increases also the exposure of the industrial sys-
tems and processes to information leakage and a wide new range of 
security attacks Corallo et al. (2022). Additionally, the amount and di-
versity of IIoT devices are rapidly growing. Although there is no 
consensus on a general definition for IIoT, usually, they are considered 
to have small memories and CPUs, and to communicate over low-power 
and low-bit rate data networks Ojo et al. (2018). These devices are 
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frequently deployed in a massive way in order to pervasively monitor 
the manufacturing processes and the environment, and later send 
gathered data to a cloud or a centralized data storage service. Taking 
into account the low-performance and massive deployment character-
istics of IIoT devices, they are usually designed to be cheap, and in this 
effort of saving costs, security is sometimes neglected. Additionally, IIoT 
devices are not usually connected to a keyboard and a display, making it 
more difficult to update configurations, install patches and updated 
software versions, etc. By way of an example of the special vulnerability 
of IoT devices, the latest attacks (Millman, 2021; Muncaster, 2021 have 
been launched by taking advantage of poorly protected IoT devices. 

For these reasons, all of the industrial communication protocols used 
today (AMQP 1.0, MQTT, XMPP, OPC UA, Modbus TCP, CoAP, etc.) rely 
on an underlying security layer that guarantees the confidentiality and 
integrity of the communications. This layer is commonly implemented 
by the standard and well-known Transport Layer Security (TLS) Rescorla 
(2018) or Datagram Transport Layer Security (DTLS) Rescorla and 
Modadugu (2012) protocols, which usually rely on X.509 digital cer-
tificates for strong and scalable authentication. DTLS has been designed 
as an equivalent to TLS, but tailored to the specificities of UDP-based 
communications frequently used in lossy wireless environments. How-
ever, the use of public key cryptography and the management of X.509 
digital certificates involve resource-expensive tasks, which are not al-
ways affordable for resource-deprived IIoT devices. Even in the case of 
IIoT devices with higher capacities, the execution of these tasks usually 
implies important delays, which hinder the real-timeness expected from 
today’s communications. 

In this regard, the validation of the server certificate is one of the 
most costly tasks involved in the establishment of a certificate-based 
DTLS communication. This validation implies different operations, 
including, (1) verifying that the certificate is within its validity time- 
range and has not expired yet; (2) verifying that the certificate is 
signed by a trusted Certificate Authority (CA); and (3) verifying that the 
certificate has not been revoked. With respect to this last step, two main 
mechanisms are currently used to check if a certificate has been revoked 
before its expiration time. The most common mechanism is considering 
Certificate Revocation Lists (CRLs) (Request For Comments RFC 5280). 
A CRL consists of a list of digital certificates issued by a CA which have 
been revoked before their actual expiration time. However, CRLs are just 
downloaded periodically and not online for each received certificate. 
This opens a vulnerability window for certificates revoked after the last 
CRL download to be accepted as valid. In order to face this security issue, 

the use of the Online Certificate Status Protocol (OCSP) (RFC 6960) is 
usually presented as a more robust alternative. In short, OCSP defines a 
request-response message exchange to allow clients to query CAs about 
the revocation status of a given certificate. This query is performed 
online for each and every received certificate. Therefore, OCSP stands as 
a more secure mechanism compared to the periodic download of CRLs. 
However, OCSP presents some disadvantages too. Overall, the execution 
of the OCSP message exchange is more costly than checking a local CRL 
and it introduces a greater delay in the DTLS negotiation, as it implies 
communicating with a remote CA. 

Taking into account the resource limitations of IIoT devices and the 
performance overhead introduced by strong security mechanisms, the 
manufacturers and developers of these devices frequently refuse to 
implement costly certificate validation mechanisms. Even more so in the 
case of brokered communication mechanisms, common in industrial 
contexts, where communications are short-lived but very frequently 
established. Therefore, the TLS/DTLS session handshake introduces a 
high overhead per every transmitted message. 

In this context, this paper presents an innovative in-network certif-
icate validation system, which is broadly represented in Fig. 1. In short, 
the proposal consists of pulling out certificate validation operations 
from resource-deprived IIoT devices to a resource-richer networking 
device, more specifically, to the IIoT border router that all packets 
directed to the IIoT network must traverse. For this aim, an approach 
based on In-Network Computing (INC) is used by leveraging data plane 
programming (DPP) in the IIoT border router. As the operations 
involved in certificate validation do not require knowledge of any pri-
vate or secret key, the proposed solution does not hinder end-to-end 
security. 

Therefore, the main contributions of this paper are the following: . 

• An in-network certificate validation system that allows to trans-
parently check the validity of all the certificates received by IIoT 
devices. 

• Increased security level of the protected IIoT devices: as the valida-
tion is performed in the edge of the network, it is guaranteed that a 
reliable validation of all received certificates is actually performed, 
without depending on the capacities of the end IIoT devices to 
perform it.  

• Resource and time savings: as the certificate validation is performed 
in a powerful network device, it takes less time to complete it. 
Additionally, it is no longer necessary for the IIoT device to carry out 

Fig. 1. Considered reference scenario for the proposed system.  
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the validation, reducing CPU and battery use in the resource- 
deprived device.  

• Performance evaluation of the proposed system by means of a real 
testbed implementation. 

It is also worth mentioning that the proposed system is totally 
transparent for the communicating endpoints and it does not require any 
modification or special configuration of the software already running in 
the protected IIoT devices. 

The solution proposed in this work contributes significantly to the 
state of the art of industrial communication security, specifically in 
terms of performance, which simplifies the implementation of security 
protocols while avoiding drawbacks in efficiency and having full 
compatibility with current standards. 

The rest of the paper is organized as follows: Section 2 reviews the 
related work in the field of IIoT security, and Section 3 analyses the main 
concepts and technologies related to the work. Then, Section 4 presents 
the proposed system, and Section 5 describes the implementation and 
configuration of the testbed for the performance tests. Section 6 shows 
and interprets the obtained results. Finally, Section 7 summarizes the 
main conclusions of the paper. 

2. Related work 

The design of efficient security mechanisms for IIoT devices is a 
widely studied research topic during the latest years. Some authors 
propose the use alternative encryption mechanisms such as Attribute- 
Based Encryption (ABE) Bao et al. (2022) or lightweight cryptography 
Deebak et al. (2022), while other research works propose to leverage 
novel technologies such as Distributed Ledger Technologies (DLTs) Xu 
et al. (2022). 

On the other hand, DPP is gaining momentum as an enabler for the 
efficient implementation of different types of networking solutions in 
industrial networks. In Chang et al. (2021), the authors propose to use 
Programming Protocol-independent Packet Processors (P4) Bosshart 
et al. (2014) to satisfy traffic isolation and performance for network 
slicing in industrial environments, while the work in Rodriguez et al. 
(2019) proposes to use DPP to reduce latency when sending a stop 
command to a robot arm and in Kannan et al. (2019) the aim is to 
implement the Data-Plane Time-synchronization Protocol (DPTP). 

More focused on the implementation of security services, in the latest 
years, the offloading of security features to the network by means of INC 
and Software Defined Networking (SDN) is getting increasingly popular 
and there are multiple proposals to implement access control and fire-
wall functionalities (Almaini et al., 2021; Zaballa et al., 2020; Datta 
et al., 2018; Ricart-Sanchez et al., 2019; Grigoryan and Liu, 2018; 
Yousefi et al., 2020. 

Data plane programming is also widely used to classify and sample 
traffic in order to identify malicious traffic frequently caused by 
Distributed Denial of Service (DDoS) attacks. Then, switching devices 
are dynamically programmed to block the identified malicious flows as 
close to the entry point to the network as possible (Zuo et al., 2020a, 
2020b; Lapolli et al., 2019; Dimolianis et al., 2020; Kuka et al., 2019; 
Mahrach et al., 2018. 

INC and P4 in particular are also highly attractive solutions to 
implement Virtual Private Networks (VPNs) and secure tunnels (Hauser 
et al., 2020; Zuo et al., 2019. 

In the recent years, many authors have targeted making the popular 
DTLS protocol suitable for its execution in highly constrained IoT de-
vices. For this aim, most proposals have focused on delegating the DTLS 
handshake to a resource-richer trusted third party (Granjal et al., 2013; 
Hummen et al., 2014; Moosavi et al., 2015; Park and Kang, 2014; Kang 
et al., 2015; Park et al., 2016; Ma et al., 2020. In this way, the DTLS 
session is negotiated between a trusted powerful entity and the remote 
peer, without the intervention of the IoT device. Then, the DTLS session 
resumption feature is leveraged to convey the session negotiated by the 

resource-rich entity to the IoT device. From this point on, the DTLS re-
cord protocol is executed end-to-end between the IoT device and the 
remote peer. 

These proposals achieve the establishment of a DTLS session between 
an IoT device and a remote peer in the most efficient way. However, 
such approaches require the delegation of the IoT device’s private key, 
which implies important security concerns. Additionally, the third party 
gets to know all the cryptographic material negotiated during the 
handshake, resulting in privacy concerns associated with the informa-
tion protected with that material thereafter. Additionally, most pro-
posals assume the existence of a trust relationship and a secure 
communication channel between the IoT device and the third party, 
which must be established offline. 

In order to avoid all the security issues associated with the delegation 
of the IoT devices’ private keys, some works propose to delegate only 
those DTLS handshake tasks that can be performed without the knowl-
edge of the corresponding private key (Falk and Fries, 2014; Cho et al., 
2019, which result in more secure but less efficient solutions. Some 
other works (Fouladgar et al., 2006; Marino et al., 2019 aim to find a 
balance between performance and security depending on the specific 
application context. For this goal, they propose adaptive solutions in 
which the network administrator can decide on the specific tasks to be 
delegated depending on the use case and the characteristics of the 
involved IoT devices. 

An alternative line of work to make DTLS affordable for constrained 
IoT devices consists of reducing the size of DTLS messages, mainly based 
on the compression of DTLS headers and X.509 certificates. This is 
achieved by following the IPv6 over Low power Wireless Personal Area 
Networks (6LoWPAN) approach to compress DTLS headers and certifi-
cates (Raza et al., 2013, 2017; Chavan and Nighot, 2016, and by 
replacing human-readable Abstract Syntax Notation One (ASN.1)) 
codification with a more Concise Binary Object Representation (CBOR) 
(Schukat and Cortijo, 2015; Kwon and Raza, 2018; Kwon and Ahn, 2019; 
Höglund et al., 2020. 

In general, all these proposals allow to reduce the energy consump-
tion of IoT devices, as they reduce the amount of time devices spend in 
reception/transmission mode. However, these solutions imply that IoT 
devices no longer use standard message and certificate formats, which 
can result in compatibility issues. In fact, they are fully dependent on the 
format conversion mechanism, usually performed in the IoT network 
gateway. Besides, this conversion is executed by means of tailored 
software which frequently is not properly updated and maintained. 
Therefore, the solution presented in this paper provides an efficient se-
curity mechanism leveraging function offloading in the edge of the 
network while complying with the DTLS protocol standard, which to our 
knowledge, has not been done to date. 

3. Fundamental technologies 

3.1. DTLS 

DTLS provides the same security features as the well-known TLS, but 
adapted to the characteristics of non-reliable datagram-based commu-
nications, such as UDP, Datagram Congestion Control Protocol (DCCP), 
etc. Therefore, DTLS is similar to TLS, but it has to solve some problems 
inherent to datagram-based communications such as packet losses and 
out-of-order arrival of packets. In order to achieve these goals, DTLS 
implements packet retransmission and repetition detection mechanisms. 

In order to deal with packet losses, DTLS implements a mechanism 
based on timers and retransmissions if the corresponding response has 
not been received before the timer expires. With respect to reordering, 
this issue is addressed by the use of sequence numbers and maintaining 
sequence-related states in the communicating peers. When one of the 
peers receives a message, compares the sequence number within the 
message with the expected sequence number. If the received message is 
the next message expected by the peer, it processes it. If it is a future 
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message, it stores it for later processing, once all previous messages have 
been received. 

DTLS follows the layered approach of TLS with two main sub-
protocols: DTLS handshake and DTLS record. The handshake protocol is 
executed whenever a new connection is established, and it is responsible 
for authenticating the communicating peers and negotiating the cryp-
tographic suites and keys that will be used afterwards by the record 
protocol to protect the actual application layer traffic. The record pro-
tocol is based on using symmetric-key cryptography to encrypt and add 
a Message Authentication Code (MAC) to each message, in order to 
protect the confidentiality and integrity of data coming from the 
application layer. 

As shown in Fig. 2, the DTLS handshake consists of six flights of 
messages. Initially, the DTLS handshake is started by the client with a 
ClientHello message, in which it specifies the list of cryptographic suites 
supported by the client. When receiving this message, the server re-
sponds with a HelloVerifyRequest message, which contains a fresh cookie 
used to avoid DDoS attacks with spoofed IP addresses, by forcing the 
client to resend the initial ClientHello message embedding the cookie 
received from the server. Once the server receives the second ClientHello 
message, it checks the validity of the received cookie and in a successful 

case, it responds back with a ServerHello message, which specifies the 
selected cipher suite. 

The following flight of messages depends on the selected authenti-
cation mechanism. DTLS supports three different authentication mech-
anisms: Pre-Shared Keys (PSK), Raw Public Keys (RPK) and digital 
certificates. The preferred one among the three is the use of digital 
certificates, since it provides the greatest scalability and robustness. 
When digital certificates are used for peer authentication, the Server-
Hello message is followed by a message containing the server’s digital 
certificate. After the Certificate message, the ServerKeyExchange message 
is sent, which contains authenticated information about the key ex-
change. Optionally, the server might also request a certificate from the 
client by means of a client’s CertificateRequest message. Finally, the 
server sends a ServerHelloDone message to end the flight of messages and 
to confirm the security of the handshake and the encrypted channel. 

When the client receives these messages, it first verifies the server 
certificate by checking that the certificate is within its validity period, 
the CA signature is correct and the certificate has not been revoked. In 
order to manage the revocation of digital certificates, each CA maintains 
a list of the certificates it has issued and that have been revoked before 
their expiration time. This list contains a timestamp with the last time it 

Fig. 2. DTLS 1.2 Handshake message exchange.  
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has been modified and the serial numbers of all revoked certificates. 
Then, this list is signed by the CA. In order to allow clients to check if a 
certificate has been revoked, there are two main mechanisms available: 
CRLs and OCSP. The use of CRLs is based on clients downloading the list 
of revoked certificates from each CA at specific time intervals. However, 
this could prove to be a heavy process for resource-constrained devices 
and not completely accurate for recently revoked certificates. In 
contrast, OCSP is a much more robust mechanism that performs online 
requests for each certificate. The request includes the serial number of 
the certificate to be validated and the response specifies if the status of 
this certificate is good, revoked or unknown. In order to guarantee the 
integrity of this response message, it is signed by the CA who issued the 
certificate or by a trusted responder. 

If the received server certificate is valid, the client uses the server’s 
public key included in the certificate to verify the authenticity of the 
signed ServerKeyExchange message and proceeds to compute the Master 
Shared Key that will be used afterwards by the record protocol to protect 
the application data by means of symmetric-key encryption. 

If a client certificate was requested in the previous flight of messages 
sent by the server, the client proceeds to send its own certificate. Then, 
depending on the key exchange method agreed on the initial ClientHello 
and ServerHello message exchange, the client computes a pre-master 
secret. It encrypts this secret with the server’s public key and sends it 
to the server through the ClientKeyExchange message. Then, the client 
sends a ChangeCipherSpec message to let the server know that the 
following messages will be encrypted with the computed session key. To 
end the flight of messages, the client sends a Finished message, to inform 
the server that the handshake is finished from the client-side. This last 
message is already encrypted with the negotiated session key. Eventu-
ally, the server decrypts the pre-master secret and computes the session 
key. At this point, the server sends its ChangeCipherSpec message, telling 
the client that it will encrypt the following messages with the computed 
session key. Finally, the server sends its Finished message encrypted with 
the computed session key. 

Once the DTLS handshake is finished, the DTLS record protocol starts 
protecting the application layer information exchanged by both peers. 
More specifically, the computed session keys are used to encrypt 
application layer data and authenticate it by means of MAC codes. 

3.2. In-network computing and programmable networks 

In-Network Computing (INC), also known as in-network computa-
tion or netcompute, is an emerging research area that consists of off-
loading computations usually performed at the endpoints, to the 
networking devices. Among the benefits of INC, three stand out from the 
rest: (1) the possibility of providing shorter response times, when INC is 
used to generate responses in-network, before the actual messages reach 
the corresponding endpoints Atutxa et al. (2021); (2) the reduction of 
network traffic, when INC is used to filter or aggregate messages (Wang 
et al., 2020; Madureira et al., 2020; (3) and the reduction of the work-
load to be performed by the endpoint devices (Cesen et al., 2020; Kunze 
et al., 2021. This last advantage is specially critical in the cases where 
endpoints are resource-deprived devices that communicate over wire-
less, low-bandwidth networks with high packet loss rates. This is the 
case of IIoT devices communicating over Low-Power Wireless Area 

Networks (LoWPANs). 
Both Smart Network Interface Cards (SmartNICs) and programmable 

switch-ASICs (application-specific integrated circuits) have been 
fundamental for INC, allowing network administrators to program their 
data planes by means of high-level languages, such as P4. P4 stands for 
Programming Protocol-independent Packet Processors, and it imple-
ments a domain-specific language that specifies how the data plane of 
networking devices processes packets. P4 is target independent, which 
means that it does not depend on specific hardware or low-level place-
ment details, as long as the data plane is programmable. A typical 
example of a programmable switch used for testing and development is 
the Behavioural Model version 2 (BMv2) software switch Anon (2022). 

The P4 architecture consists of the following elements, which are 
graphically depicted in Fig. 3:  

• Parser: the parser defines a state machine where the programmer 
specifies the packet format accepted by the switch in its packet 
processing pipeline. Typically, there is one state for each different 
protocol accepted by the switch. In each state, the switch extracts 
information from the packet and then, it makes a transition decision 
based on that information.  

• Ingress/Egress Match-Action Pipelines: these programmable match- 
action pipelines are used to implement packet processing algo-
rithms. They take as input the extracted packet headers and run a 
sequence of Match-Action tables, where most typical actions include 
inserting, removing and modifying headers, dropping/cloning 
packets, forwarding packets to specific ports, etc. It is worth noting 
that from one Match-Action to the other metadata can be retained. 
Metadata consists of some extra fields included in the packet which 
are useful to determine further packet processing.  

• Traffic queue manager: this component executes packet buffering 
and replication actions, in order to control the packet flow between 
the ingress and egress phases throughout the switch.  

• Deparser: the deparser takes the previously modified headers, turns 
those headers back into a packet stream and appends the corre-
sponding payload. 

4. Proposed system 

As already mentioned, the system proposed in this paper aims at 
offloading time- and resource-consuming tasks of the DTLS handshake 
from the IIoT devices to the network. Specifically, the selected tasks to 
be performed in the network are: (1) checking that the certificate has not 
expired, (2) validation of certificate signature, and (3) verification of the 
certificate revocation status by means of OCSP. We have selected these 
three tasks because they do not require knowledge of any private or 
secret key, and they can be performed in-network in a transparent way 
for the communicating endpoints. 

The proposed solution allows enhancing the DTLS communication in 
two critical aspects: (1) first of all, the security of the communication is 
enhanced because it is guaranteed that all security validations are per-
formed, including the verification of the certificate revocation status 
using OCSP. It is worth noting that this latter verification is frequently 
omitted by IIoT devices, which operate over low power and low band-
width wireless networks, where message transmissions are minimized. 

Fig. 3. Elements of the P4 architecture.  
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Fig. 4. Considered reference scenario for the proposed system.  
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Fig. 5. Comparison of both architectures and the communication flows involved in the DTLS handshake and OCSP requests in each case (a) Conventional scenario, 
IIoT device performs the DTLS handshake, server certificate validation and OCSP verification. (b) INC-aided scenario, IIoT device performs the DTLS handshake and 
the resource-rich server performs the server certificate validation and OCSP verification. 
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(2) On the other hand, the performance of the DTLS handshake is 
enhanced since performing resource-intensive operations in an IIoT 
device with limited CPU and memory is more costly than performing 
these operations on a resource-rich device with a broadband connection. 

The the proposed INC-aided mechanism is depicted in Fig. 4. 
Following the DTLS handshake message exchange explained in Section 
3.1, the IIoT client starts the connection by sending a ClientHello mes-
sage. The server responds with a HelloVerifyRequest message including a 
fresh cookie and the client replies with a new ClientHello message, this 
time including the cookie just received from the server. 

Next, the server proceeds to send the ServerHello, Certificate, Server-
KeyExchange and ServerHelloDone application messages. All these mes-
sages travel in a single message flight, but can be fragmented in multiple 
datagrams depending on the MTU of the network and the size of the 
Certificate message, which conveys the certificate chain. The program-
mable switch scans all the traffic that traverses it, and it is capable of 
detecting the specific message that carries the server certificate by 
executing the ingress Algorithm 1. It detects DTLS messages and checks 
the type field for all the different application messages of the flight sent 
by the server, as it can be fragmented at any point and resulting data-
grams can start with any of the four mentioned application messages. 

If the analyzed datagram corresponds to the targeted flight, it is 
forwarded to the controller for further processing. On the contrary, if it 
is not part of the flight, the datagram is forwarded as usual. 

Regarding the complexity of Algorithm 1, all the actions are executed 
once and considered to require constant time. However, searching for 
the output port of the switch corresponding to the client is considered to 
be O(n), as the number of executions is proportional to the size of the 
address list, so the total complexity of the algorithm is defined as O(n). 

Algorithm 1. Ingress processing of the packet in the programmable 
switch.  

Algorithm 2. Server certificate verification in the controller 
(CertificateVerify).  

After executing Algorithm 1 in the switch, the whole message is 
forwarded to the control plane, instead of continuing its path towards 
the client. At the controller level, the server certificate (CertS) is 
extracted and its validity is verified. To this end, three verifications are 
performed, following the process defined in Algorithm 2. This algorithm 
returns the server’s public key if the verification is successful, and NULL 
otherwise. First of all, the controller verifies that the server certificate is 
within its validity period and has not expired yet. This verification is 
performed first as it is the less costly one from the communication and 
computing point of view. In this way, it is possible to quickly detect 
messages containing expired certificates, without further processing. 

If the certificate is within its validity period, the process continues to 
verify the certificate signature. In order to perform this verification, it is 
necessary to obtain in a reliable way the public key of the CA that signed 
the certificate (K+

CA). The controller might already own locally this 
public key or it might need to get it from the CA’s certificate. In this last 
case, the controller must verify the validity of the CA’s certificate 
(CertCA), following the same procedure used for the verification of the 
server certificate. In the same way, when verifying the CA’s certificate it 
might be necessary to verify also the parent CA’s certificate and in the 
end, to verify recursively the whole certificate chain, as detailed in 
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Algorithm 2. 
The complexity of Algorithm 2 is defined in a similar way to the 

previous one. In this case, the computation that determines the 
complexity of the algorithm is the validation of the signature, which has 
a different complexity depending on the cryptosystem in use. For 
example, for RSA (Rivest, Shamir and Adleman) implementations, as 
signature validations make use of the public key, it is assumed to require 
O(n2). The other actions involved in this algorithm have a proportional 
complexity to the size of the key, so are considered to require linear time 
O(n). Therefore, the choice of cryptosystem has a significant impact on 
the time complexity of the complete alorithm. 

Depending on the result of the server certificate verification, the 
controller acts in the following way: if the verification was successful, 
the controller sends to the data plane of the switch the same Certificate 
message initially obtained from it. The ingress at the data plane iden-
tifies that the message comes from the control plane and not from the 
port where the server is accessible, and therefore, it proceeds to forward 
the message to the client, so that the DTLS handshake can continue 
normally. If on the contrary, the verification of the server certificate 
fails, the controller creates a DTLS alert message specifying the code 
bad_certificate and sends it to the IIoT client. In this way, the DTLS 
handshake fails and the DTLS session with the offending server is not 
established. 

5. Testbed implementation 

This section explains the testbed used to demonstrate and evaluate 
the proposed solution. The testbed has been designed to reliably 
resemble an actual industrial deployment, in order to obtain truthful and 
close to reality results. 

The implemented testbed is graphically depicted in Fig. 5, where 
Fig. 5a depicts the baseline scenario, where a DTLS client and server 
perform a conventional DTLS handshake, and Fig. 5b shows the opera-
tion of the proposed INC-aided DTLS handshake in the same testbed. In 
both cases, the client and the server are the two main hosts in the 
network, in order to enable a communication including a DTLS hand-
shake. The client is deployed on a Raspberry Pi 3 Model B, which is a 
representative example of a device with scarce resources, operating in 
an industrial environment. This version, Model 3B, has an ARM Cortex- 
A53 (v7 architecture) quad-core 1.2 GHz 64-bit CPU, 1 GB RAM and 
several connectivity options, with Raspbian OS version 11. Two in-
terfaces are used in this device, one IEEE 802.11 WiFi and one IEEE 
802.3 Ethernet. The WiFi interface is used for the communication 
involved in the tests, to be as close to a typical IIoT environment as 
possible. When it comes to the Ethernet interface, it is used for remote 
control and management purposes. The DTLS server is implemented in a 

high-performance server in our local network, with an 8 core Intel Xeon 
D-214NT CPU @ 2.30 GHz, 32 GB RAM, Ubuntu 20.04.3 LTS, and 10 
Gbps Ethernet interfaces. 

Another server is used for the deployment of the programmable 
network device, which has an octa-core Intel Xeon D-1541 CPU @ 2.10 
GHz and 64 GB RAM, using Ubuntu 18.04.5 LTS. The programmable 
device is implemented through PCIe using a Netronome NFP-4000 
SmartNIC with 2×10 Gbps Ethernet interfaces. This NIC is chosen 
mainly due to the flexibility and fast implementation it provides. In fact, 
instead of deploying a full switch, a NIC allows the definition of a pro-
grammable data plane in a network card, communicated through virtual 
interfaces to the control plane located in the host server. 

The whole structure is implemented in hardware equipment and 
connected through physical links, except for the servers that implement 
the CA hierarchy, which are deployed as Virtual Machines (VMs) in an 
OpenStack node. Each of these VMs contains the CA application and the 
OCSP responder. The three VMs have been created with the same re-
sources, 8 virtual CPUs and 16 GB RAM working with Ubuntu 20.04.1 
LTS, and they are connected to the testbed network through a 10 Gbps 
Ethernet interface. Apart from these VMs, the rest of the testbed is 
implemented in hardware equipment in order to obtain more relevant 
results. 

Our testbed considers two different operational scenarios, shown in 
Fig. 5: (1) Fig. 5a depicts the normal DTLS handshake operation between 
the client and the server, and (2) Fig. 5b shows the P4-enhanced DTLS 
handshake using DPP and an intermediate entity (controller). In the first 
scenario, the client and the server are connected using static network 
devices, more specifically a wireless access point and a layer 2 switch. 
However, the second scenario leverages a third component between the 
DTLS server and the layer 2 switch, which consists of the aforemen-
tioned controller server with the programmable NIC, where the in- 
network validation of the server certificate is performed. 

5.1. Definition of KPIs and testing methodology 

This section describes the Key Performance Indicators (KPIs) that 
have been selected to assess the performance of the proposed system. 
The baseline performance corresponds to the traditional operation of the 
DTLS handshake where all certificate validations are carried out by the 
IIoT device acting as the DTLS client. The selected KPIs are the 
following:  

• DTLS handshake time (ms): it denotes the time taken for the secure 
session establishment between the DTLS client and server. That is, 
the time spent since the DTLS client sends the first ClientHello 
message until it receives the last Finished message sent by the DTLS 

Table 1 
Mapping between KPIs, testing scenarios and measurement mechanisms.  

KPI Testing Scenario Measurement Mechanism  

Baseline 
Scenario 

INC-enabled certificate 
validation  

DTLS handshake delay 
(ms) 

✓ ✓ Subtraction of timestamp values measured at the IIoT DTLS client: time when Finished message is received 
minus time when ClientHello message is sent 

Certificate processing 
delay (ms) 

✓ ✓ Subtraction of timestamp values measured at the device where certificate verification is performed (IoT 
device or controller depending on the test scenario): time when certificate validation ends minus time when 
Certificate message is received 

OCSP exchange delay 
(ms) 

✓ ✓ Subtraction of timestamp values measured at the device where certificate verification is performed (IoT 
device or controller depending on the test scenario): time when OCSP response is received minus time when 
OCSP request is sent 

Controller processing 
time (ms)  

✓ Subtraction of timestamp values measured at the controller: time when server Certificate message is 
forwarded to DTLS client minus time when server Certificate message is received at the P4 switch 

Energy consumption ✓ ✓ Measurement of energy and electric charge used by the IIoT device (Raspberry Pi 3 Model B) during the tests, 
measured in mWh. The process includes 100 repetitions of a DTLS handshake in each certain test scenario. 

CPU use (%) ✓ ✓ Measurement of CPU using an external Linux “time” package, which provides the percentage of the CPU that 
a job got, divided in user, system and total. The process includes 100 repetitions of a DTLS handshake in each 
certain test scenario.  
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server. However, as the DTLS handshake is a complex process with 
multiple interactions, we have defined specific KPIs for the different 
phases of the process, in order to have a better understanding of the 
aspects that have a greater contribution to the overall handshake 
time:   
– Certificate processing time (ms): this parameter stands for the time 

elapsed since the server Certificate message is received at the client 
or the controller, until the certificate format, validity period and 
signature are verified.  

– OCSP exchange time (ms): this parameter measures the time 
elapsed since the client or controller sends the OCSP request 
message, until the corresponding response is received from the 
OCSP responder.  

– Controller processing time (ms): this parameter represents the time 
that each Server Certificate message spends at the intermediate P4 
SmartNIC and controller. It gathers the certificate processing time, 
the OCSP exchange time, the message processing time at the P4 
SmartNIC and the message transmission time between the P4 
SmartNIC and the controller. Given the nature of this parameter, it 
is only measured when the proposed INC system is used, as in the 
baseline architecture no P4 SmartNIC and controller exists.  

• Energy consumption: it represents the energy consumed by the DTLS 
client IIoT device for the execution of the whole DTLS handshake 
exchange. 

• CPU used: percentage of the CPU used by the DTLS handshake pro-
cess in the IIoT device. 

Table 1 summarizes the different situations in which each of the 
aforementioned KPIs are measured, along with the mechanism used to 
measure it: 

6. Obtained results and discussion 

First, we measure the different times incurred by the process and we 
evaluate the impact of two parameters in these times: (1) the signature 
algorithm used by the CA to sign the server certificate, more specifically 
assessing the impact of RSA and Elliptic Curve Digital Signature Algo-
rithm (ECDSA) with NIST-based curves; and (2) the length of the cer-
tificate chain conveyed in the Certificate message. 

Fig. 6 shows the results obtained for the different time KPIs when 
different values of the certificate signing algorithm are used. Four se-
curity levels have been defined, which correspond to the length of the 
signatures that have been tested. Shorter signatures are considered as a 
lower security level, while larger signatures are more secure. The 
mapping for each level and length for RSA and Elliptic Curve Cryptog-
raphy (ECC) is the following:  

• Security Level 1: RSA 2048 and ECC 224 bits.  
• Security Level 2: RSA 3072 and ECC 256 bits.  
• Security Level 3: RSA 7680 and ECC 384 bits.  
• Security Level 4: RSA 8192 and ECC 521 bits. 

In this context, the green and blue bars represent the INC-aided and 
conventional methods for RSA algorithm, respectively, whereas the red 
and magenta bars show the equivalent for ECC-based signature schemes. 
When it comes to patterns and shades, each one indicates the time 
needed for a different sub-process:  

• The darkest shade (or solid color) indicates the time since the DTLS 
packet carrying the server’s certificate is received, until the certifi-
cate is extracted and ready to send the OCSP request. This is called 
the processing time. 

Fig. 6. Assessment of the impact of the RSA-based CA signature algorithms on process times (Server Public Key: RSA 2048, Certificate Chain Lenght: 2).  
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• The intermediate shade shows the required time for the OCSP 
query, since the request is sent to the CA and until the response is 
received.  

• The lightest shade comprehends all the other sub-processes 
involved in the DTLS handshake, such as the transmission times. 

In all cases, the values of the server public key and the certificate 
chain length are kept constant (server public key is RSA-2048 and cer-
tificate chain length is 2). 

The duration of the whole DTLS handshake varies between 150 ms 
and 300 ms when RSA keys are used for signature and all the processes 
are performed by the IIoT device; instead, when ECC keys are used, the 
DTLS handshake varies between 150 ms and 200 ms. This performance 
difference corresponds to the fact that ECC cryptography is based on the 
algebraic structure of elliptic curves over finite fields, while RSA is based 
on the prime factorization method. As a result, ECC cryptography allows 
achieving the same security level as RSA with shorter keys. This also 
impacts scalability, specially when large RSA keys must be used. 

The use of the proposed mechanism where certificate validations are 
performed at the controller allows to significantly reduce these times 
between 50% and 65% depending on the specific case. It can also be seen 
that the main contributor to the overall DTLS handshake time is the 
OCSP exchange, as it implies communicating with the OCSP responder. 
It is also noticeable the significant reduction of the certificate processing 
time when this task is performed by the controller. In fact, when this 
process is performed by the controller, the incurred time is almost 
negligible. In contrast, when this task is performed by the IIoT device, 
the incurred time is greater in many cases than the whole DTLS hand-
shake time when the proposed system is used. 

Therefore, regarding the execution time, we can conclude that the 
INC-aided solution clearly improves the operation of the DTLS hand-
shake. Besides, due to the superior performance of the mathematical 

structure of elliptic curves against RSA, the INC-aided ECC scheme has 
been demonstrated to be the fastest solution among the presented four. 

Finally, in Fig. 6, a big difference can be seen between using 3072-bit 
and 7680-bit RSA keys. The reason for this effect is that the use of 7680- 
bit RSA keys implies the necessity of additional packet fragmentation, 
which in turn derives in a considerable increase of the times that imply 
packet transmissions. 

In Fig. 7, the impact of the certificate chain length on the different 
measured times has been assessed. The green and blue bars consider the 
situation where certificates are signed with an RSA 8192 bit key, while 
red and magenta bars consider the case where 521 bit ECC keys are used. 
Both types of keys provide a similar security level, and the different 
shades of each bar indicate the same measured sub-process times as the 
previous figure: darkest shade processing time, intermediate shade 
OCSP query time, and lightest shade encompasses the rest. We have 
evaluated realistic situations in which the certificate chain consists of 2 
certificates (server certificate and root CA certificate), 3 certificates 
(server certificate, intermediate CA certificate and root CA certificate), 
and 4 certificates (server certificate, two intermediate CA certificates 
and root CA certificate). The length of the conveyed certificate chain 
length has a direct impact on the length of the sent message, which 
translates into an almost linear increase of the DTLS handshake time 
with the certificate chain length. As it can be seen, the use of our pro-
posed in-network certificate validation system allows to substantially 
reduce all evaluated times for all the considered cases, between 59 % 
and 68 % for ECC-based signatures and between 28 % and 45 % for RSA- 
based signatures. The difference between RSA and ECC signatures is 
again significant, for the same reason explained before. That is, the 
mathematical foundations that lay under both cryptographic construc-
tions require that RSA signatures use longer keys to achieve the same 
security level as ECC signatures. Therefore, the certificate length will 
also be smaller for ECC than RSA. This issue has also an impact on 

Fig. 7. Assessment of the impact of the Chain Length on process times (Server Public Key: secp256r1/RSA8192, CA Signature Algorithm: secp521r1/RSA8192).  
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Fig. 8. Assessment of the impact of the Chain Length on energy consumption in the IIoT device (Server Public Key: RSA 2048).  

Fig. 9. Assessment of the impact of the Chain Length on CPU use in the IIoT device (Server Public Key: RSA 2048).  
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scalability when it comes to longer certificate chains. As a result, the 
performance of the tests that use RSA-based signatures is more affected 
by the length of the certificate chain. 

The reduction of the different process times corresponds to less CPU 
use and message transmissions at the IIoT device, which in turn results in 
a reduction of the energy consumed by the IIoT device. Following the 
same color patterns in the bar graphs, the measured values for energy 
consumption are summarized in Fig. 8 for different lengths of the cer-
tificate chain using RSA or ECC keys for certificate signatures (server 
public keys are always RSA). The use of the proposed in-network cer-
tificate validation system allows reducing the energy consumption of the 
IIoT device by about 40 %, which is a noteworthy result, specially in the 
case of IIoT devices that operate on batteries. This reduction corresponds 
mainly to a less intensive use of the radio to transmit/receive messages, 
as for example, the IIoT device does not need to execute the OCSP 
message exchange. In fact, transmission and reception of bits over the air 
is one of the most consuming tasks for IIoT devices, being the energy 
used to transmit 1 bit similar to the energy used to execute about 1000 
processor instructions Hill et al. (2000). 

Fig. 9 shows the CPU use in the IIoT device following a similar bar 
color and chain length representation. In this case, different color shades 
indicate the CPU times for system (dark), user (intermediate), and total 
(light). The proposed INC-aided system clearly shows a reduction in CPU 
use time (red and green bars) compared to the conventional process 
times (magenta and blue bars), reducing from a 200 % to 70 % in the 
worst case scenario of a four certificate chain. It must be said that CPU 
use values above 100 % indicate the use of multiple cores, as the full use 
of a single core is represented as 100 %. This reduction is closely related 
to the time required to complete the DTLS handshake process and, as 
mentioned before, is one of the reasons for the reduction of energy 
consumption. Our solution requires less CPU use, mainly due to the 
delegation of the computation-heavy certificate validation process to a 
resource-richer device, so that the IIoT devices are freed from this task. 
Therefore, IIoT devices have fewer processes to run, which translates to 
lower CPU usage, which in turn means lower power consumption. Be-
sides the specific contributions of our proposal, the mathematical 
method behind each encryption protocol is also relevant, as calculations 
of elliptic curves over finite fields are easier than prime factorization, 
even more when keys or certificate chains become larger and require 
more computing. 

7. Conclusions 

As the relevance of network security increases, DTLS is becoming one 
of the most used protocols in IIoT networks. However, performance and 
efficiency of this protocol is limited due to the constraints of IIoT de-
vices. Therefore, we present a system to delegate server certificate 
validation within the DTLS handshake process to a resource-richer 
server leveraging data plane programming in an IIoT border router, 
reducing the total time of the handshake by 50–60 % and reducing CPU 
and battery consumption in the resource-deprived device. 

It must be noted that these values have been obtained in a little 
testbed deployed in a laboratory environment. In a real industrial sce-
nario, where interferences are present and distances are greater, com-
munications through the wireless links will experience greater latencies. 
In this context, the improvement achieved with the proposed INC-aided 
mechanisms will be even more noticeable. 

In conclusion, the obtained results demonstrate the suitability of the 
proposed solution for the defined scenario, and overall, prove the val-
idity of the proposed system. Additionally, it is noteworthy that the 
results can be extrapolated to other environments, such as the Internet of 
Vehicles (IoV) or electronic health systems, which also make use of 
scarce resource devices and benefit from the increased security and 
performance enhancement. In fact, with the quick growth of TLS and 
DTLS, any resource-deprived scenario that implements these protocols 
can benefit from security and performance improvement provided by 

the proposed solution. 
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