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With the restructured power system, different network operators and private investors are

responsible for operating and maintaining the electricity networks. Moreover, with incentives

for a clean environment and reducing the reliance on fossil fuel generation, future distribu-

tion networks adopt a considerable penetration of renewable energy sources. However, the

variability and intermittency of renewable energy sources pose operational challenges in dis-

tribution networks. This thesis addresses the planning and operation of the distribution

network with autonomous agents under uncertainty. First, a decentralized energy manage-

ment system for unbalanced networked microgrids is developed. The energy management

schemes in microgrids enhance the utilization of renewable energy resources and improve

the reliability and resilience measures in distribution networks. While microgrids operate

autonomously, the coordination among microgrid and distribution network operators con-

tributes to the improvement in the economics and reliability of serving the demand. In the

second chapter, a decentralized energy management framework for the networked microgrids

is proposed in which the interactions between the microgrid and distribution network op-

erators are captured using the Benders decomposition technique. The proposed framework

limits the information shared among these autonomous operators and facilitates decentralized

energy management in the distribution networks. Furthermore, the unbalanced operation of

the distribution network and microgrids, as well as the uncertainty in the operating modes

of the microgrids, renewable energy resources, and demand, are addressed.
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The third chapter presents a stochastic expansion planning framework to determine the

installation time, location, and capacity of battery energy storage systems in the distribu-

tion networks with considerable penetration of photovoltaic generation and data centers.

The presented framework aims to minimize the capital cost of the battery energy storage

and the operation cost of the distribution network while ensuring the security of energy

supply for the data centers that serve end-users in the data network as well as the reliability

requirements of the distribution network. The proposed stochastic framework captures the

interactions between the distribution network and data center operators considering limited

shared information among these entities. Benders decomposition is used to capture the in-

teractions between these autonomous operators in the electricity and data networks. The

uncertainties associated with the electric demand, data center workload, solar PV generation,

and the availability of the distribution branches are captured using Monte Carlo simulation.

The representative scenarios are selected using a dissimilarity-based sparse subset selection

algorithm.

The fourth chapter proposes a coordinated expansion planning of natural gas-fired dis-

tributed generation in the power distribution and natural gas networks considering demand

response. The proposed expansion planning framework captures the interactions between

the distribution network operator and the natural gas supplier using the Benders decomposi-

tion. The problem is formulated as a distributionally robust optimization problem in which

the uncertainties in the photovoltaic power generation, electricity load, demand bids, and

natural gas demand are considered. The Wasserstein distance metric is employed to quantify

the distance between the probability distribution functions. The expansion planning of the

gas-fired distributed generation is determined in the master problem, and the feasibility and

optimality of the decisions in the power and natural gas networks are ensured using the

corresponding sub-problems.

The fifth chapter proposes a decentralized operation of the distribution network and

hydrogen refueling stations equipped with hydrogen storage, electrolyzers, and fuel cells to
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serve hydrogen and electric vehicles. The uncertainties in the electricity demands, PV gener-

ation, hydrogen supply, and hydrogen demands are captured, and the problem is formulated

as a Wasserstein distance-based distributionally robust optimization problem. The proposed

framework coordinates the dispatch of the distributed generation in the distribution network

with the hydrogen storage, electrolyzer, and fuel cell dispatch considering the worst-case

probability distribution of the uncertain parameters. The proposed decentralized framework

would limit the information sharing among the distribution network and hydrogen refueling

stations using the Benders decomposition technique.
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Chapter 1

Introduction

1.1 Decentralized Energy Management for Unbalanced Networked Microgrids
with Uncertainty

Networked microgrids improve the economics, reliability, and resilience of distribution

networks by accommodating the renewable and distributed energy resources and exchanging

electricity with the distribution network in the grid-connected mode [1]. Several studies ad-

dressed the energy management for networked microgrids and distribution networks [2–21].

Distributed, decentralized, and agent-based frameworks were developed to perform this task

by capturing the interactions between the microgrids and distribution networks.

Distributed energy management frameworks for multiple microgrids in the distribution

network were presented in [2–10]. A stochastically distributed energy management frame-

work for networked microgrids and distribution network is proposed in [2]. The proposed

framework segregates the optimization problems solved for microgrids and the distribution

network and addresses the uncertainty in demand and wind generation. An online dis-

tributed energy management scheme is proposed in [3] that leverages the Alternating Di-

rection Method of Multipliers (ADMM) algorithm and regret minimization to coordinate

energy flow in the networked microgrids considering the uncertainty in the distributed en-

ergy resources (DERs). A two-level distributed optimal control approach is proposed in [4]

to carry out the energy management in multiple microgrids and a distribution network. The

upper-level control strategy aims to optimize the energy flow among the microgrids and the

distribution network, and the lower-level control scheme aims to obtain the optimal dispatch

of the generation resources considering the grid-connected and islanding operation modes of

microgrids. Ref. [5] proposed a distributed control strategy for power management that im-

proves the power quality in ac and dc microgrids. The proposed event-triggered distributed
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power routing approach balances the power among phases and enhances the voltage quality in

ac microgrids. While this approach addressed the unbalanced operation of microgrids using

simulation, the contingencies and the uncertainty in the operation of DERs, as well as the in-

teractions among microgrid and distribution network operators (DNOs) were not addressed.

Ref. [6] proposed a distributed nonlinear control scheme to share power among the DERs

in islanded ac microgrids. The developed nonlinear mean-square cooperative control scheme

features distributed event-detection to reduce the communication noise disturbances. A dis-

tributed control based on an event-driven communication mechanism was proposed in [7]

to share power among current-controlled voltage source inverter-based DERs in microgrids.

A risk-averse energy management framework for networked microgrids is proposed in [8]

using conditional value at risk. The proposed energy management problem is formulated

as a stochastic linear programming problem and the auxiliary problem principle approach

is used to address the privacy constraints. A two-layer distributed cooperative control ap-

proach is used in [9] for enabling power-sharing among network microgrids using tertiary

control while ensuring the frequency and voltage support using primary and secondary dis-

tributed controls. The dynamic performance of the networked microgrids is evaluated using

small-signal dynamic models to ensure the effectiveness of the proposed control structure.

A distributed and robust energy management framework that captures the uncertainty in

renewable energy resources and demand is proposed for hybrid AC/DC microgrids in [10].

The ADMM algorithm is used to solve the problem using limited shared information among

the microgrids.

Decentralized energy management solutions were developed for energy management in

microgrids and distribution networks in [11–15]. A decentralized optimal control algorithm

is proposed in [11] to minimize the total operation cost of the networked microgrids and to

enhance the utilization of distributed storage resources. The problem is formulated as a par-

tially observable Markov decision process, solved using dynamic programming. A two-stage

robust optimization problem is formulated in [12] to address the uncertainties of demand

and DERs in the operation horizon, and the ADMM method is used to coordinate the op-

eration decisions by DNO and microgrid operators. A decentralized energy management

scheme is proposed in [13] to coordinate the distribution network and microgrids operation
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strategies considering the grid-connected and islanding operation modes of microgrids. The

proposed energy management system considered the uncertainty in demand and generation

by formulating a two-stage stochastic programming problem; however, the unbalanced op-

eration of networked microgrids was not addressed. Leveraging the notion of transactive

energy, a decentralized energy management framework is proposed in [14] to coordinate the

energy management between networked microgrids. The uncertainties are captured using

distributionally robust optimization models to ensure robust solutions with less conservatism

compared to the robust optimization solutions. A decentralized approach for the optimal

power flow considering the coordination between the microgrids and distribution network

operators is presented in [15]; however, the uncertainties in demand and DERs were not

considered.

A multi-agent system is introduced for energy management in [16] to control the power

trades in the networked microgrids considering the demand response. The proposed frame-

work aimed at reducing the operation cost and peak load by managing low priority demands.

Multi-agent systems were used in [18] for energy management of networked microgrids to

handle the non-dispatchable DERs in a competitive energy market. In the first level, each

agent would balance the load and generation, and in the second level, all agents join the

market as a generator or load. The energy flow is coordinated between the grid-connected

microgrids and the distribution network by regulating the demand to minimize the genera-

tion cost in [17]. A multi-objective model was proposed in [19] to minimize the generation

cost and peak to average ratio of demand by scheduling the energy consumption in microgrids

while capturing the uncertainty in uncontrollable demands. The coordinated operation of

microgrids within the distribution network is modeled as a stochastic bi-level program in [20].

Here, the upper-level problem minimizes the operation cost of the distribution network while

the lower-level problem minimizes the operation cost of the microgrids. The uncertainty in

renewable energy resources is addressed by formulating a stochastic two-stage optimization

problem. Bi-level programming is proposed in [21] to address the market participation of

the microgrids. In the upper level, the operation cost of the wholesale market is minimized

while at the lower level, the payoffs of energy service providers are maximized by controlling

the local generation assets and curtailable loads. The proposed algorithm ignores the uncer-
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tainty in the distributed energy resources and demand.

While decentralized and distributed energy management schemes for networked micro-

grids were extensively studied in earlier publications, the day-ahead energy management

framework that addresses the interactions between DNO and microgrid operators considering

the unbalanced operation of the networked microgrids has not been addressed. Furthermore,

the uncertainty in the microgrid operation modes (grid-connected and island modes) was not

addressed in the previous studies.

1.2 Stochastic Expansion Planning of Battery Energy Storage for the Intercon-
nected Distribution and Data Networks

The significant annual increase in data center energy consumption impacts the long-term

security and reliability of the distribution networks. The data center energy consumption

that accounted for 1.8% of the US energy consumption in 2014, is increased by 4% annually in

2014-2020 [22]. The annual growth rate of the data center market is anticipated to be 8.5%

in 2020-2027 [23]. The global concerns about greenhouse gas generation are shifting the

electricity generation portfolio toward variable and uncertain renewable energy resources.

Coordinated with such transitions and to mitigate the carbon footprints of data centers,

considerable research efforts are dedicated to serving the data center electric demand with

clean and renewable energy resources. Such efforts address the challenges associated with

the variability and uncertainty in data center demand and renewable generation resources.

The uncertainty in renewable generation resources would lead to voltage fluctuations and

violations in the distribution feeders. Moreover, the renewable power injection could alter

the direction of power flow in distribution feeders and cause protection system failures. The

variability and uncertainty in the data center demand stemming from serving the end users’

requests and workloads in the data network, could result in excessive voltage fluctuations

and voltage drops in the distribution feeders. Therefore, coordination between the uncertain

distributed energy supply and variable demands could help to improve the long-term oper-

ation of the distribution networks with such resources.

Battery energy storage (BES) offers several benefits to the distribution network including

reducing the peak load at the main distribution feeder, mitigating the renewable generation

curtailment, and improving the reliability and power quality. Considering the sustained
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growth in the data center demand, the long-term expansion planning of BES could help

to achieve these objectives and postponing the potential feeder capacity expansions by bal-

ancing the generation and demand effectively. In this context, extensive research works

addressed the expansion planning of BES in distribution networks [24–38].

A planning framework for BES in the distribution network was proposed in [24] that cap-

tured the uncertainty in wind generation. A probabilistic optimal power flow was performed

as a part of the planning framework and Tabu search with particle swarm optimization

(PSO) was utilized as the solution methodology. In [25], optimal sizing and placement of

BES were determined to minimize the power loss in the distribution network; however, the

uncertainties in demand and renewable generation were not addressed. Here, the problem

was formulated as a mixed-integer quadratically constrained quadratic programming, solved

by the D-XEMS13 procedure in MATLAB. The authors in [26] proposed an algorithm based

on the Benders decomposition to determine the location and capacity of the energy storage

units. Using network reconfiguration, the proposed algorithm aimed to minimize the invest-

ment cost of energy storage, the cost of electricity, network loss, feeder overloading, and bus

voltage deviations. The power flow constraints were approximated by second-order cones

and the uncertainties in PV generation, price of electricity and demand were considered

using scenarios. A technique based on dual optimization was proposed in [27] to determine

the capacity and location of distributed generation and BES units. The proposed technique

sought to minimize the energy costs, greenhouse gas emissions, and real power losses and

maintain the supply voltage within the acceptable limits. The proposed formulation captured

the electric vehicle interconnection and Teaching Learning Based Optimization (TLBO) was

adopted to solve the formulated problem. A probabilistic method for placement and sizing of

energy storage units in the distribution network was proposed in [28] to improve the reliabil-

ity of the energy supply. The uncertainties in demand and wind generation were considered

and the optimal level of reliability was determined using load shedding in contingencies. The

expansion planning of the energy storage in the distribution network was addressed in [29]

to minimize the installation cost of the energy storage, the voltage deviations, network loss,

and energy costs. The problem was formulated as a nonlinear programming problem and

solved in two stages. The solution to the first stage problem yielded the location and size
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of the energy storage while the voltage deviation, network loss, and energy cost were mini-

mized in the second stage by solving an AC power flow problem. An expansion planning of

distribution networks with energy storage systems (ESSs) was formulated as a multi-stage

mixed-integer linear programming problem (MILP) in [30]. The expansion decisions included

the installation of ESSs and the expansion and replacement of distribution lines, while the

operation decisions were the scheduling of ESSs and the energy flow at the main substation.

The formulated planning problem aimed to minimize the investment cost, the operation cost

of ESS, the cost of the energy procured from the main substation, the curtailed load, and the

annual outage penalties. The planning problem considered daily load scenarios to perform

the economic dispatch and the extreme loading scenarios were used to check the network

security and reliability of the planning decisions.

A non-parametric chance-constrained optimization was proposed in [31] for the expan-

sion planning of ESSs in the distribution network. Here, the uncertainties in electric vehicle

demands, residential loads, and renewable generation were taken into account using discrete

empirical distributions. The expansion planning of ESS was formulated as a MILP problem

in [32] where the uncertainties in wind and PV generations, the price of electricity at the main

distribution feeder, the baseload, and the EV demand were represented by scenarios. The

considered scenarios were selected using the k-means++ clustering approach. The expan-

sion planning of distributed generation and BESs to maximize the payoff of the distribution

network operator was presented in [33]. The problem was formulated as a mixed-integer

nonlinear programming (MINLP) problem and solved using the PSO algorithm. A formula-

tion for the expansion planning of BESs in the distribution network was presented in [34] to

improve the utilization of wind power generation while minimizing the BES investment cost

and distribution network operation cost. The uncertainties associated with the electricity

demand, wind generation, and availability of micro-turbines were considered using scenarios.

Chance-constrained programming was used to ensure the utilization of wind generation and

a differential evolution algorithm was used to solve the proposed planning problem. The

expansion planning of ESSs in a distribution network that leverages voltage sensitivity anal-

ysis and optimal power flow was presented in [35]. The location and capacity of ESSs were

determined to prevent overvoltage and undervoltage incidents in the distribution network.
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The worst-case realization of the generation and demand profiles were considered using the

historical data sets. The authors in [36] proposed a stochastic approach for the expansion

planning of BES in a distribution network with conservative voltage reduction. The un-

certainties in demand and renewable generation were addressed by developing scenarios. A

hierarchical framework for locating and sizing the BESs was presented in [37]. The objective

was to minimize the distribution network operation cost while maintaining the nodal voltages

within acceptable limits. The location of the BESs was determined using voltage sensitivity

analysis and the capacity of the BES was determined by solving a MINLP problem using

natural aggregation algorithm. The uncertainties in the distributed generation outputs and

demands were captured using scenarios. A stochastic expansion planning of ESSs and dis-

tributed generation resources was presented in [38] that captured the demand response to

maximize social welfare. Here, the expansion planning problem was formulated as a MILP

problem and the uncertainties in demand, wind speed, and solar radiation were addressed

using scenarios.

The coordination among the energy storage and data center was addressed in the liter-

ature [39–43]. A day ahead resource planning for data centers in grid-connected microgrid

with ESSs was addressed in [39]. The problem was formulated as a MILP problem to min-

imize the fuel cost and carbon footprint considering the delay-sensitive and delay-tolerant

workloads in the data network. An algorithm using the Lyapunov optimization technique

was proposed in [40] to balance the workloads among data centers with BES and mini-

mize the real-time energy costs associated with processing the workloads. The formulated

stochastic programming problem addressed the uncertainty in the electricity prices and re-

ceived workloads, to allocate the data center capacity and manage the battery energy flow.

The energy management in data centers with energy storage considering carbon footprint

offsets was discussed in [41]. The objective was to minimize the operation cost of the data

center while satisfying the total carbon footprint requirement. A simulation-based capacity

planning approach for energy storage in data centers was proposed in [42]. The power sup-

ply mix was characterized using the simulation models to quantify the capacity of energy

storage. The expansion planning of the generation resources including the energy storage

in the data center was presented in [43]. The proposed problem was formulated as a linear
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programming (LP) problem which minimized the investment and operation costs of the data

center while satisfying the emission and service availability requirements.

Distributed algorithms were used to address the energy management in data centers

[44–46]. Distributed data traffic routing was proposed in [44] to improve the energy con-

sumption in the data center while avoiding congestion in the data switches. The coordinated

energy management in co-location data centers was addressed in [45] using an alternating

direction method of multipliers approach. The objective was to minimize the energy con-

sumption and workload curtailment charges to ensure the quality of service provided to the

servers. The energy management of data centers in grid-connected microgrid was addressed

in [46]. A distributed algorithm was proposed to minimize the operation cost including the

energy trade with the main grid, local generation cost, battery utilization cost, and workload

distribution charges. The formulated stochastic programming problem captured the uncer-

tainties in workloads, renewable energy resources, and energy prices.

The expansion planning of the data center facilities considering the wind power genera-

tion in the transmission network was addressed in [47]. The proposed algorithm aimed at

minimizing the capital and operation costs of data centers and data routes. The uncertainty

in the transmission network assets and the received requests are captured using scenarios.

The interactions between the independent system operator (ISO) and DCO are captured

using Benders decomposition and sharing the electricity price. In [48], the BES expansion

planning in the distribution network with data center was addressed ignoring the reliability

requirements of the distribution network, the operation cost of the BES units, and the un-

certainty in the outages of the distribution branches. This research extends the earlier work

in [48] by addressing these shortcomings.

1.3 Distributionally Robust Generation Expansion Planning of Gas-Fired Dis-
tributed Generation with Demand Response

Natural gas generation technologies are becoming favorable options for power generation

because of the low fuel prices and environmental impacts [49–52]. However, the investments

in natural gas generation resources would impact the operation of the interconnected elec-

tricity and natural gas networks [49, 50]. Increasing the dispatch of the gas-fired generation

units increases their demand in the natural gas network, which could eventually lead to
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supply deficiency and curtailment of natural gas loads. Furthermore, the uncertainty in the

interconnected electricity and natural gas networks could impact the reliability of energy

supply in both networks.

Deterministic and stochastic models are used to represent the generation and demand

in the expansion planning of electricity and natural gas networks. Deterministic models

are used for the expansion planning of the integrated electricity and natural gas networks

considering the demand and generation forecasts in [49–54]. Optimal expansion decisions

for gas-fired generating units, transmission lines, and natural gas pipelines were proposed

in [49] using a decentralized approach. Here, the investments were in the electricity and nat-

ural gas networks’ assets, such as natural gas-fired generating units, transmission lines, and

natural gas pipelines to supply the forecasted demand. The expansion planning decisions

were made in the master problem, while the feasibility and optimality of these decisions were

addressed in the sub-problems. In [50], a framework for the expansion planning of the energy

hub is presented. The energy hub uses electricity and natural gas to serve the electric and

heat demand. The proposed planning problem aimed to find the lowest expansion cost for

distributed generation units, including the combined heat and power units, the transmis-

sion lines, and the natural gas furnaces to supply the forecasted electricity and heat loads.

In [51], an expansion planning framework for the integrated power distribution and natural

gas networks was proposed considering a high penetration of gas-fired generation resources.

The problem was formulated as a mixed integer nonlinear programming (MINLP) and solved

using a heuristic approach. A long-term generation and transmission expansion planning for

the integrated electricity and natural gas networks was formulated as a mixed integer linear

programming (MILP) problem in [52]. Here, the expansion decisions represented the invest-

ments in the natural gas supply chain and the power generation and transmission assets. A

coordinated generation and transmission expansion planning framework for the integrated

electricity and natural gas systems was proposed in [53] considering the investments in gen-

eration, transmission, and natural gas assets. To incorporate the nonlinear constraints of

natural gas flow, the problem was formulated as an MINLP problem which is solved using the

genetic algorithm. Demand-side management was considered in the expansion planning of

interconnected electricity and natural gas networks in [54]. The proposed formulation aimed
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to minimize the investment costs in transmission lines and gas pipelines, the operation costs,

the demand participation costs, and the costs associated with carbon emissions.

In order to address the uncertainty in the planning horizon, stochastic programming (SP)

is proposed in [55–58]. A two-stage SP problem was formulated for the expansion planning

and operation of energy hubs in [55], where the impact of demand response on the planning

and operation of energy hubs was investigated. In [56], a two-stage SP framework for the

expansion planning of energy hubs was proposed that incorporated the uncertainty in the

wind generation and the reliability constraints of the electricity network. In [57], an MINLP

problem was formulated for the expansion planning of the integrated electricity and natural

gas networks. The formulated problem aimed to maximize social welfare considering the

risk of uncertainties in demand, system component outages, and market prices. A two-stage

stochastic programming problem was formulated in [58] to determine the capacity of the

energy hubs in the distribution networks by considering the uncertainties in electricity and

heat demands, as well as the wind and PV power generation. In [59], a two-stage stochastic

programming framework was proposed to jointly coordinate the expansion planning of power

transmission and natural gas networks considering the uncertainties in the electricity and

natural gas demands.

There are multiple challenges with the solution to the SP problem. First, the computation

time to determine a solution to the SP problem grows exponentially as the number of scenar-

ios increases. Moreover, the probability distribution functions (PDFs) of random variables

are defined, which is not often a feasible assumption. Formulating the robust optimization

(RO) problem lowers the computational burden of introducing the uncertainties and does not

rely on prior knowledge about the probability distribution of the uncertain variables [60,61].

However, the solution to the RO problem captures the worst-case realization of the random

variables, which may lead to an over-conservative solution. An adjustable RO was formu-

lated in [60] for the expansion planning of the interconnected electricity and natural gas

networks with power to gas (PtG) technology considering N-1 contingency and probabilistic

reliability criteria. The problem was decomposed and solved using the column-and-constraint

generation (CCG) algorithm and Benders decomposition. In [61], a collaborative planning

approach for the integrated electricity and natural gas network with PtG technology was
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proposed aiming to convert the excess wind power into natural gas. The proposed method

considered the uncertainty in wind generation and electricity and natural gas demands in

the typical scenario while ensuring that an optimal solution in the forecasted scenario was

immune to the fluctuations in other scenarios.

In order to address the deficiencies with the SP and RO problems, distributionally robust

optimization (DRO) problems are formulated for the operation [62–72] and planning [73–79]

of the power systems. Here, the optimal solution is obtained considering the worst-case

probability distribution of the random variables within an ambiguity set. The ambiguity set

is constructed in a way that the true probability distribution of the uncertain variables is

within this set with a certain confidence level. The moment information of the probability

distribution of random variables and the probability distribution of empirical data are used

to form the ambiguity set. The Wasserstein distance, L1 norm distance, and Kullback-Leibler

(KL) divergence are used as distance measures to form the ambiguity set.

In the context of expansion planning, DRO has recently been applied to address the

uncertainties in the power system. In [73], a distributionally robust chance-constrained for-

mulation was proposed for the distribution network expansion planning. The investment

decisions on feeders, substations, and distributed generators were determined considering

the uncertainties in renewable generation and electric demand. Such uncertainties were rep-

resented by moment-based ambiguity sets, and the problem was reformulated as a MILP

problem. In [74], a two-stage data-driven stochastic programming problem was formulated

for the transmission expansion planning was proposed where the L1 norm distance metric

was used to form the ambiguity set of the load. The investments in the transmission lines

were determined in the first stage, while the expected operation cost under the worst prob-

ability distribution of uncertain demand profile was determined in the second stage. The

problem was solved using a combined Benders decomposition and the column-and-constraint

generation algorithms. Reference [75] proposed a two-stage DRO framework to determine

the optimal transmission expansion decisions and the allocation of the thyristor-controlled

series compensation devices. Here, the uncertainties in wind generation and electric vehicle

demands were captured by forming the ambiguity sets using the L1 norm distance measure.

Similar to [74], the problem was solved using combined Benders decomposition and the
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column-and-constraint generation algorithms. In [76], the Wasserstein distance-based DRO

problem was formulated to capture the uncertainty in large-scale PV generation for the ex-

pansion planning of the energy storage in the distribution network. The formulated DRO

problem was transformed into a mixed integer second-order cone programming (MISOCP)

problem and solved using the MOSEK solver. Reference [77] proposed a two-stage DRO

framework for the expansion planning of distributed generators, energy storage systems, ca-

pacitor banks, and renewable energy sources in the distribution network. The uncertainties

of wind and solar PV outputs were captured using the moment-based ambiguity sets. The

problem was reformulated as a MISOCP problem and solved using the column-and-constraint

generation algorithm.

A few research efforts are focused on formulating the generation expansion planning of

the integrated electricity and natural gas networks as a DRO problem. In [78], a two-stage

data-driven robust capacity planning of energy hubs in the distribution network was pro-

posed. The empirical data on electric and heat demands, as well as the wind generation,

are used to form an ambiguity set, and the KL divergence measure is used to quantify the

distance between the empirical and the true PDFs. A generation capacity planning scheme

for the integrated electricity and natural systems was proposed in [79] by incorporating the

demand response for the electrical and thermal loads. Here, the problem was formulated

as a DRO problem using the moments of uncertain wind generation. The risk associated

with the power balance violation due to the wind generation uncertainty was considered in

the proposed planning framework, and the problem was reformulated as a second-order cone

programming (SOCP) problem.

In the distribution networks, the gas-fired distributed generation (GFDG) units, operated

by the distribution system operator (DSO), are served by the natural gas network. Since

DSO and the natural gas supplier are autonomous entities with distinct objectives and sys-

tem constraints, the GFDG expansion planning framework should address the coordination

among these entities [80]. Most of the above research works considered one decision-maker,

i.e., the system operator, to carry out the expansion planning in the electricity and natural

gas networks. In [49, 61], decentralized frameworks using Benders decomposition and game

theory were introduced for the expansion planning of gas-fired power generation technologies
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in the electricity and natural gas networks. A deterministic formulation is proposed in [49]

while the uncertainty in renewable energy resources and electricity and natural gas demands

are captured by forming the uncertainty sets in [61]. Therefore, the fourth chapter proposes

a distributionally robust expansion planning of GFDG in the interconnected power distri-

bution and natural gas networks considering the demand response. The expansion planning

decisions are determined considering the worst-case probability distribution of the uncertain

variables. Benders decomposition is used to decompose the long-term expansion planning

and short-term operation problems and captures the coordination among the DSO and the

natural gas supplier.

1.4 Distributionally Robust Decentralized Operation of Distribution networks
with Hydrogen Refueling Stations

The transportation sector is responsible for 34% of the greenhouse gas generation in the

U.S. [81]. Emerging vehicular technology, including hydrogen fuel cell vehicles (HFCVs) and

battery electric vehicles (BEVs), are promising solutions to mitigate the carbon footprint of

the transportation sector. The HFCVs provide a longer range, and fast refueling compared

to the BEVs [82–84]. The hydrogen required to serve HFCVs is produced by the reforming

process using fossil fuels, including natural gas and coal [85], or by the electrolysis process

using water. The majority of the hydrogen is produced using the reforming process; how-

ever, the emission of this process contributes to the overall carbon footprint of the HFCV

technology. In the electrolysis process, the water molecule is split into hydrogen and oxygen

molecule. While this process does not produce carbon dioxide, it requires a considerable

amount of energy that is usually supplied by the power network. Serving this process with

renewable resources would reduce the cost of the procured hydrogen [86,87].

Hydrogen is mainly used in petroleum refinery, fertilizer production, and food processing

industries [88]. However, the growing need for hydrogen fuel in the transportation sector

would increase the number of hydrogen refueling stations. To serve the HFCVs in the U.S.,

74 hydrogen refueling stations were built by the end of 2019 [89]. This number is expected to

increase to 220 and 2500 stations by 2030 and 2040, respectively [90]. Using water electrolyz-

ers in the refueling stations would increase the electricity demand for hydrogen generation

and affects the operation of the distribution network serving these stations. Furthermore,
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the generated and stored hydrogen could be used to produce electricity using fuel cells. The

generated electricity could be used to charge the BEVs connected to the hydrogen fueling

stations or serve the demand in the distribution network. The considerable power exchanged

by the hydrogen refueling stations requires an effective integrated operation framework that

captures the impacts of these stations on the distribution network operation. The coordi-

nated operation of the electricity and hydrogen systems was addressed in [82–84,87,91–97].

The coordination among the distributed hydrogen refueling stations equipped with local

hydrogen production was addressed in [84] to serve the transportation demands and to par-

ticipate in demand response programs in the distribution network. The electrolyzers in

the hydrogen refueling station were represented as controllable loads that provided demand

response services considering the hydrogen demand of the transportation network, the avail-

able hydrogen in the hydrogen storage, and the price of electricity. In [91], the distributed

hydrogen refueling stations were centrally managed to serve the hydrogen demands and pro-

vide operating reserve in the electricity market. The stations participate in the electricity

market using fuel cells in the off-peak demands in the transportation network. The hydro-

gen generation units, including an electrolyzer, PV unit, and battery storage system, were

coordinated in [97] to serve the load in an industrial hydrogen facility. The proposed energy

management system coordinated the energy supply from the electricity grid and the local

generation units to serve the hydrogen and electricity demands of the hydrogen facility and

minimize the total operation costs. The coordinated operation frameworks in [84, 91, 97]

were deterministic models, and the system uncertainties in the distribution and hydrogen

refueling stations were not considered.

To account for the uncertainties, stochastic programming [82, 83, 96] and robust opti-

mization [92, 93] formulations were proposed in the literature. The coordination between

the power network and hydrogen transportation system with hydrogen-based vehicle refuel-

ing stations was proposed in [82]. The objective was to minimize the total operation costs,

including electricity generation, hydrogen production, and transportation costs. The uncer-

tainties in hydrogen demands and wind generation were considered using scenarios. The

alternating direction method of multipliers (ADMM) algorithm was used to coordinate the

operational decisions using the information shared among the electricity network and hy-
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drogen transportation operators. A bi-level formulation is proposed in [83] to coordinate

hydrogen production and transportation in the hydrogen energy systems, considering the

influence of hydrogen energy services on the market prices. The upper-level problem aimed

to coordinate the operation of hydrogen production, transportation, and storage and bid for

the electricity used in hydrogen production, to minimize the total hydrogen operation costs.

The lower-level problem determined the market clearing price for the electricity considering

the impact of hydrogen energy services. The uncertainty of renewable generation was quanti-

fied using the conditional-value-at-risk (CVaR). A decentralized framework for the operation

of electricity and natural gas systems was proposed in [96], where the power-to-hydrogen,

hydrogen-to-gas, and gas-fired power units coupled the two systems. The uncertainty in wind

generation was considered using scenarios, and the ADMM algorithm is used to ensure the

privacy of the independent operators. The coordinated operation of the power distribution

and district heating networks was addressed in [92] considering the power to hydrogen and

heat technology to serve the electricity, hydrogen, and heat demands. Here, the heat gener-

ated in the electrolysis process was recovered and used in the district heating network. The

problem was formulated as an RO problem to capture the worst-case realization of PV and

wind generations. The coordination among networked microgrids with power-to-hydrogen

and power-to-heat technologies, electric vehicle charging stations, and hydrogen refueling

stations was addressed in [93]. The problem was formulated as an RO problem to determine

the worst-case realization of electricity prices. A decentralized framework using the ADMM

algorithm was proposed to solve the operation problem in multi-microgrids with limited in-

formation shared among microgrid operators.

Distributionally robust optimization (DRO) problems for the operation of the integrated

power, hydrogen, and natural gas systems coupled with the power-to-hydrogen and hydrogen-

to-gas technologies were proposed in [87, 94, 95]. Reference [94] addressed the coordinated

operation of electricity and natural gas distribution networks with power-to-hydrogen and

hydrogen-to-gas technologies. The problem was formulated as a DRO problem to capture

the worst-case probability distribution of wind generation. The Kullback-Leibler (KL) di-

vergence metric was used to construct the ambiguity set. In [95], the volt-var optimization

for the interconnected distribution and natural gas networks with the power-to-hydrogen

15



and hydrogen-to-gas facilities and the gas-fired distributed generators was proposed. The

problem was formulated as a moment-based DRO problem aiming to minimize the voltage

deviations in the distribution network, considering the worst-case probability distribution of

PV generation given the moments of the empirical distributions. The impact of hydrogen

supply on the reliability and economics of integrated hydrogen, power, heat, and natural gas

system was investigated in [87]. The power network operation problem was formulated as

the Wasserstein distance-based DRO problem considering the worst-case probability distri-

bution of wind generation.

Although earlier research addressed the coordination between the electricity and hy-

drogen systems, hydrogen production was managed in a centralized manner. The works

in [87, 92, 94, 95, 97] assumed one centralized operator managing the integrated energy sys-

tems. However, the electricity and hydrogen providers may be owned and operated by

independent operators [82–84, 91, 93]. In [82, 83], hydrogen production, storage, and trans-

portation are operated by an entity that resides away from the load centers. Although

centralized hydrogen production facilities would have a lower investment cost compared to

distributed hydrogen production, the transportation costs for hydrogen delivery to hydrogen

refueling stations could be considerable [91]. Furthermore, the scheduling of hydrogen trans-

portation would impact the hydrogen availability in the onsite service providers. Moreover,

with the advent of market deregulation, private stakeholders such as hydrogen refueling sta-

tions are participating in critical infrastructures to provide energy services [84].

In the fifth chapter, distributed hydrogen production, and storage facilities are located

near the load centers and managed by independent operators. These operators coordinate

with the distribution system operator (DSO) to use electricity to produce hydrogen and serve

the hydrogen demand. Unlike the centralized hydrogen production scheme, the distributed

hydrogen production facilities will reduce the dependence on the hydrogen transportation

network by generating hydrogen locally using electrolyzers. The electrolyzers and fuel cells

installed in these facilities provide a bi-directional power flow to the distribution network.

In [84,91], hydrogen is produced locally in each hydrogen refueling station using electrolyzers.

Here, a central entity manages the hydrogen production in all stations, where the electrolyz-

ers are controllable demands in the distribution network. However, the hydrogen production
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facilities may be owned and operated by autonomous entities with limited data sharing [93].
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Chapter 2

Decentralized Energy Management for Unbalanced Networked Microgrids with Uncertainty

This chapter proposes a decentralized energy management system for unbalanced net-

worked microgrids, which considers the uncertainty in demand and PV power generation and

the probabilistic operation modes of microgrids using Monte Carlo simulation and backward

scenario reduction. Benders decomposition algorithm is used as the solution methodology to

ensure the autonomous operation of the distribution network and microgrids. The modified

IEEE 34-bus and IEEE 123-bus distribution networks are used to validate the effectiveness

of the proposed algorithm.

The interaction between the distribution network operator and microgrid controllers is

captured using the Benders decomposition technique. The physical and control layouts of

the energy network in the distribution network are shown in Fig. 2.1. As shown in this

figure, each microgrid operator communicates with the DNO in the control layer to manage

the consumption and generation. The DNO would schedule the generation resources while

considering the probabilistic islanding of microgrids in the distribution network. As micro-

grids are operated autonomously, the proposed framework ensures that limited information

is exchanged between the DNO and the microgrid operators. The contributions of this chap-

ter are as follows:

- The interactions among microgrids and the distribution network operator are captured

using the Benders decomposition technique.

- The unbalanced operation of microgrids and distribution network was addressed by

determining the power flow on each phase in the coupling lines between the microgrids and

the distribution network.

- Probabilistic operation modes of microgrids and the uncertainty in DERs and demand

were considered using scenarios. Furthermore, the impacts of islanding and outages in mi-

crogrids on the operation cost of the distribution network and microgrids are assessed.
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Figure 2.1: Physical and control layouts of networked microgrids in the distribution network.
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It is worth noting that the proposed framework addresses the hourly energy management

for networked microgrids in a 24-hour horizon. Therefore, communication delays compared

to the simulation time step are ignored. The rest of the chapter is organized as follows: a list

of symbols is presented in section 2.1. The problem formulation and solution methodology

are presented in section 2.2 and section 2.3 respectively. Numerical analysis is shown in

section 2.4, and the solution time and scalability of the proposed algorithm are presented in

section 2.5. Finally, the conclusion is presented in section 2.6.

2.1 List of Symbols

Indices and Sets:

d Index of demand

f Index of distribution feeder

g Index of distributed generation unit

s Index of scenario

t Index of time

ϕ Index of phase

e Index of energy storage unit

i, j Index of bus

m Index of microgrid

v Index of photovoltaic generation unit

τ Index of iteration

Km Set of buses in microgrid m

B Set of buses in the distribution network

Bi Set of buses connected to bus i

Bf Set of buses connected to the distribution feeder f

r Index of voltage regulator

Br Set of buses connected to the secondary of voltage regulator r

D Set of demands in distribution network

Dm Set of demands in microgrid m

H Set of DERs in the distribution network
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Hm Set of DERs in microgrid m

E Set of energy storage units in the distribution network

Em Set of energy storage units in microgrid m

V Set of photovoltaic generation units in the distribution network

Vm Set of photovoltaic generation units in microgrid m

Variables:

αt,s Auxiliary variable

Fg(.) Production cost of DER g

P ϕ
(.),t,s Real power dispatch on phase ϕ at time t in scenario s

Qϕ
(.),t,s Reactive power dispatch on phase ϕ at time t in scenario s

PLϕ
ij,t,s Real power flow of line ij on phase ϕ at time t in scenario s

QLϕ
ij,t,s Reactive power flow of line i-j on phase ϕ at time t in scenario s

QD,ϕ
t,s Reactive power demand on phase ϕ at time t in scenario s

P dc,ϕ
e,t,s Real power of energy storage e in discharging mode on phase ϕ

at time t in scenario s

P ch,ϕ
e,t,s Real power of energy storage e in charging mode on phase ϕ

at time t in scenario s

P d,ϕ
t,s Served real power demand on phase ϕ at time t in scenario s

Uϕ
j,t,s Squared voltage at bus j on phase ϕ at time t in scenario s

λm,ϕ
(.),t,s Dual variable

γm,ϕ
(.),t,s Dual variable

Eϕ
e,t,s Available energy in battery energy storage e connected to phase ϕ

at time t in scenario s

yij,s The binary variable representing the microgrid operation mode

connected to bus i in the distribution network

Zm
(.),t,s Slack variable

Parameters:

prs Probability of scenario s

T The total number of hours

ρtf Hourly price of electricity for feeder f
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ρe Operation cost of battery storage e

V OLL Value of lost load

PD,ϕ
t,s Real power demand on phase ϕ at time t in scenario s

A
(.)
i Element of unit-bus incidence matrix in the distribution network

N
m,(.)
i Elements of unit-bus incidence matrix in microgrid m

pϕij Availability of phase ϕ on line i-j

rij,xij Resistance and reactance of line i-j

Emin
e Minimum available energy in battery storage e

Emax
e Maximum available energy in battery storage e

lij Availability of line i-j

P ϕ,min
(.) Minimum real power dispatch of a unit on phase ϕ

P ϕ,max
(.) Maximum real power dispatch of a unit on phase ϕ

Qϕ,min
(.) Minimum reactive power dispatch of a unit on phase ϕ

Qϕ,max
(.) Maximum reactive power dispatch of a unit on phase ϕ

Rt,s Solar irradiation at time t and scenario s

Smax
f The maximum apparent power of the distribution feeder f

SLmax
ij The maximum apparent power of line i-j

∆Oe The allowable variation in the state of charge of battery storage e

V min
j Minimum allowable voltage at bus j

V max
j Maximum allowable voltage at bus j

ψϕ
v Availability of phase ϕ on PV panel v

ηv The efficiency of solar panel v

Sv The total area of solar PV panel v

ηdce Charging efficiency for energy storage e

ηche Discharging efficiency for energy storage e

µm Islanding probability for microgrid m

Zupper The upper bound of the solution

Zlower The lower bound of the solution

ϵ Convergence tolerance
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2.2 Problem Formulation

2.2.1 Decentralized energy management using Benders decomposition

The general form of the energy management problem is formulated as a mixed-integer

linear programming problem (MILP) shown in (2.1)-(2.5) where xc and xb are the vectors

of continuous and binary variables respectively. These variables represent the operational

decisions in the distribution network, and ym is a vector of continuous variables representing

the operational decisions in the microgrid m. The first and second terms in (2.1) are the

operation costs of the distribution network and networked microgrids respectively. The

problem is subjected to (2.2)-(2.5) where (2.2) and (2.3) represent the nodal power balance

in the distribution network and microgridm respectively. Here, km is a vector of complicating

continuous variables representing the exchanged power flow between the distribution network

and microgrid m. The constraint (2.4) represents all the inequality constraints for the

distribution network operation problem. The set of inequality constraints for microgrid

m is shown in (2.5).

min f (xc) +
∑
m

g(ym) (2.1)

s.t.

Ac · xc +
∑
m

Bm. km = d km ∈ ym (2.2)

Am.ym +B′
m · km = dm km ∈ ym (2.3)

Gc · xc +Gb · xb ≤ h (2.4)

Fm · ym ≤ rm (2.5)

Using Benders decomposition, the problem is decomposed into a master problem (MP)

shown in (2.6)-(2.9) and m-subproblems (SPs) presented in (2.10)-(2.14). The master MILP

problem represents the distribution network operation problem. An auxiliary positive vari-

able α shown in (2.7), is introduced in (2.6) to represent the operation cost of the networked

microgrids plus the absolute mismatch in nodal real and reactive power [98]. The solution to

the MP problem (Zlower) represents the lower bound of the problem solution. The solution

23



(k̂m) is passed to the microgrid operation subproblems (2.10)-(2.14), which are formulated

as linear programming (LP) problems.

min Zlower = f (xc) + α (2.6)

s.t.

α ≥ 0 (2.7)

Ac · xc +
∑
m

Bm · km = d (2.8)

Gc · xc +Gb · xb ≤ h (2.9)

The first term of the objective function of SP in (2.10) is the operation cost of the

microgrid m. The vectors of slack variables are introduced in the second term in (2.10).

The mismatch in the nodal power balance is minimized using the penalty vector M . The

slack variables are introduced in the nodal power balance (2.11). The set of inequality

constraints in the microgrid operation’s sub-problem is shown in (2.12). Constraint (2.13)

fixes the complicating variables to the values obtained from the MP. The slack variables

are non-negative as shown in (2.14). Once SPs (2.10)-(2.14) are solved, the upper bound of

the solution is calculated in (2.15) using the solutions of the distribution network operation

problem (MP) and microgrids’ operation problems (SPs). If the mismatch between the lower

and upper bounds of the solution is greater than a specified tolerance, Benders cut (2.16) is

formed and added to the distribution network operation problem. Adding a new hyperplane

(Benders cut) to the feasible region of the master problem improves the solution at each

iteration. This process will continue until the gap between the lower and upper bounds of

the solution is smaller than a certain tolerance.

min wm = g (ym) +M · (um + vm) (2.10)

s.t.

Am · ym +B′
m · km + um − vm = dm (2.11)

Fm · ym ≤ rm (2.12)

24



km = k̂m : λm (2.13)

um,vm ≥ 0 (2.14)

It is worth noting that this framework will be used by both microgrid operators and

DNO as it captures the interactions between these entities. The master problem is solved by

the DNO while the sub-problems are solved by the microgrid operators. The Benders cuts

generated by the subproblems represent the microgrids’ responses to the decisions made

by the DNO. The DNO updates its decisions by updating the power flows between the

distribution network and microgrids and sends this decision to the microgrids.

Zupper = f(x̂c) +
∑
m

(ŵm) (2.15)

α ≥
∑
m

(
ŵm + λ̂

⊤
m.
(
km − k̂m

) )
(2.16)

2.2.2 Distribution network operation problem-Master Problem

The distribution network operation problem is formulated as a MILP problem (2.17)-

(2.53). The objective is to minimize the expected operation cost of the distribution network

with microgrids. The objective function (2.17) includes the expected cost of providing elec-

tricity from the main distribution feeder, the expected operation cost of DERs, the expected

operation cost of the energy storage [99], and the expected demand curtailment penalties.

The fifth term in (2.17) represents the expected operation cost of microgrids and the mis-

match in the nodal real and reactive power balance for given values of the exchanged real

and reactive power flow. At each iteration, the value of this scalar is updated by adding

Bender cuts from the microgrid subproblems. The scalar is always positive as enforced by

(2.18).

The network constraints are shown in (2.19)-(2.53). The constraints representing the

nodal real and reactive power balance are shown in (2.19)-(2.20) respectively. The first

terms in (2.19) and (2.20) are the exchanged real and reactive power flows on the branches

between the distribution network and microgrids respectively. Here, the positive power flow

direction is assumed to be from the distribution network to the microgrids. The second

25



terms in (2.19) and (2.20) are the real and reactive power flows in the other branches of the

distribution network respectively. The real and reactive power demands served are limited

by (2.21) and (2.22) respectively. Here, it is assumed that the power factor of the demand

remains the same in case of curtailment; therefore, the served reactive demand is propor-

tional to the served real demand as enforced by (2.22). The constraints (2.23)-(2.26) are

the linearized approximation of the unbalanced power flow formulated in [100]. The real

and reactive power flows on each phase of the distribution branches are presented in (2.23)-

(2.24) except for the branches that are connected to the microgrids. For these branches,

the real and reactive power flows are formulated as (2.25) and (2.26). Here,{ϕ1, ϕ2, ϕ3}

represents the positive sequence of phases on the branch i-j. i.e. {a, b, c}, {b, c, a}, and

{c, a, b}. Constraints (2.23)-(2.26) used Big-M reformulation to incorporate the availability

of the distribution branch phases. The power factor at the distribution feeder is within the

desirable limits by enforcing (2.27). The capacity of the distribution feeder is constrained by

a circular constraint, which it is further linearized in (2.28)-(2.30) by hexagon approximation

introduced in [101]. The power dispatch of DER is limited by (2.31)-(2.32). Considering

the availability of phases on a branch, the real and reactive power flows in a distribution

branch are limited by (2.33)-(2.34), respectively. The exchanged real and reactive power

flows in branches between the distribution network and microgrids are limited by (2.35)-

(2.36) respectively. Similar to (2.28)-(2.30), hexagon approximation is used in (2.37)-(2.39)

to linearize the circular constraints that limit the apparent power flow in a branch. The

real and reactive power output limits of a PV unit are shown in (2.40)-(2.42). The solar

generation output is limited by the capacity of the PV generation unit as enforced by (2.40).

The reactive power output of a PV generation unit is limited by the capacity of its inverter

as enforced by (2.41). The real power output of a PV generation unit is limited by the

available solar irradiance as shown in (2.42).

The constraints representing the energy storage units are shown in (2.43)-(2.49) [99], [102].

The charging and discharging real power are limited by (2.43)-(2.44). The reactive power

output is limited by (2.45). The hourly available energy is limited by (2.46). The available

energy is limited by minimum and maximum limits as shown in (2.47). The available energy

at the initial time (t = 0) is equal to the available energy at the final time (t = NT ) as
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shown in (2.48). The available energy at the final time step is set to a certain value Eini
e in

(2.48). The depth of charge/discharge is limited by (2.49).

The squared bus voltage is limited by upper and lower limits as shown in (2.50). This

constraint does not capture the slack bus and the buses connected to the secondary of the

voltage regulator. The voltage of the slack bus (main distribution feeder) is fixed. Three-

phase voltage regulators are represented by three single-phase ideal transformers in series

with branches that represent the leakage impedances. Constraints (2.51)-(2.52) represent the

relationship between the voltage magnitudes on both sides of the voltage regulator where

i is the primary side, j is the secondary side. Here, aϕ,max
T,r and aϕ,min

T,r are the maximum

and minimum transformer ratios on phase ϕ, respectively [100] The probabilistic islanding

of microgrids is enforced by (2.53). The probability of a grid-connected operating mode of

microgrid m cannot exceed (1-µm) and the minimum probability of islanding is µm.

min
∑
s

prs ·
(∑

t∈T

(
ρtf · (

∑
ϕ

P ϕ
f,t,s) +

∑
g∈H

Fg(
∑
ϕ

P ϕ
g,t,s) +

∑
e∈E

ρe · (
∑
ϕ

P ch,ϕ
e,t,s + P dc,ϕ

e,t,s )

+ V OLL ·
∑
d∈D

∑
ϕ

(PD,ϕ
t,s − P d,ϕ

t,s )
))

+
∑
s

∑
t∈T

αt,s (2.17)

αt,s ≥ 0 (2.18)

−
∑

j∈Bi∩Km

PLϕ
ij,t,s +

∑
j∈Bi

PLϕ
ij,t,s +

∑
f

Af
i .P

ϕ
f,t,s +

∑
g∈H

Ag
i .P

ϕ
g,t,s +

∑
v∈V

Av
i .P

ϕ
v,t,s

+
∑
e∈E

Ae
i .P

dc,ϕ
e,t,s −

∑
e∈E

Ae
i .P

ch,ϕ
e,t,s =

∑
d∈D

Ad
i .P

d,ϕ
t,s ;∀i ∈ B (2.19)

−
∑

j∈Bi∩Km

QLϕ
ij,t,s +

∑
j∈Bi

QLϕ
ij,t,s +

∑
f

Af
i .Q

ϕ
f,t,s +

∑
g∈H

Ag
i .Q

ϕ
g,t,s

+
∑
v∈V

Av
i .Q

ϕ
v,t,s +

∑
e∈E

Ae
i .Q

ϕ
e,t,s =

∑
d∈D

Ad
i .Q

d,ϕ
t,s ;∀i ∈ B (2.20)
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P d,ϕ
t,s ≤ PD,ϕ

t,s ;∀d ∈ D (2.21)

Qd,ϕ
t,s = tan(cos−1 PFd) · P d,ϕ

t,s (2.22)

Uϕ1

i,t,s − Uϕ1

j,t,s ≤ 2rϕ1ϕ1

ij · PLϕ1

ij,t,s + 2xϕ1ϕ1

ij QLϕ1

ij,t,s − rϕ1ϕ2

ij PLϕ2

ij,t,s +
√
3 · xϕ1ϕ2

ij PLϕ2

ij,t,s

− xϕ1ϕ2

ij ·QLϕ2

ij,t,s −
√
3 · rϕ1ϕ2

ij QLϕ2

ij,t,s − rϕ1ϕ3

ij · PLϕ3

ij,t,s −
√
3 · xϕ1ϕ3

ij PLϕ3

ij,t,s

− xϕ1ϕ3

ij ·QLϕ3

ij,t,s +
√
3 · rϕ1ϕ3

ij ·QLϕ3

ij,t,s +M · (1− pϕ1

ij ) ;∀i, j ∈ B (2.23)

Uϕ1

i,t,s − Uϕ1

j,t,s ≥ 2rϕ1ϕ1

ij · PLϕ1

ij,t,s + 2xϕ1ϕ1

ij QLϕ1

ij,t,s − rϕ1ϕ2

ij PLϕ2

ij,t,s +
√
3 · xϕ1ϕ2

ij PLϕ2

ij,t,s

− xϕ1ϕ2

ij ·QLϕ2

ij,t,s −
√
3 · rϕ1ϕ2

ij QLϕ2

ij,t,s − rϕ1ϕ3

ij · PLϕ3

ij,t,s −
√
3 · xϕ1ϕ3

ij PLϕ3

ij,t,s

− xϕ1ϕ3

ij ·QLϕ3

ij,t,s +
√
3 · rϕ1ϕ3

ij ·QLϕ3

ij,t,s −M · (1− pϕ1

ij ) ;∀i, j ∈ B (2.24)

Uϕ1

i,t,s − Uϕ1

j,t,s ≤ 2rϕ1ϕ1

ij · PLϕ1

ij,t,s + 2xϕ1ϕ1

ij QLϕ1

ij,t,s − rϕ1ϕ2

ij PLϕ2

ij,t,s +
√
3 · xϕ1ϕ2

ij PLϕ2

ij,t,s

− xϕ1ϕ2

ij ·QLϕ2

ij,t,s −
√
3 · rϕ1ϕ2

ij QLϕ2

ij,t,s − rϕ1ϕ3

ij · PLϕ3

ij,t,s −
√
3 · xϕ1ϕ3

ij PLϕ3

ij,t,s

− xϕ1ϕ3

ij ·QLϕ3

ij,t,s +
√
3 · rϕ1ϕ3

ij ·QLϕ3

ij,t,s +M · (1− yij,s · pϕ1

ij ) ;∀i ∈ Bj ∩ B,∀j ∈ Bi ∩ Km

(2.25)

Uϕ1

i,t,s − Uϕ1

j,t,s ≥ 2rϕ1ϕ1

ij · PLϕ1

ij,t,s + 2xϕ1ϕ1

ij QLϕ1

ij,t,s − rϕ1ϕ2

ij PLϕ2

ij,t,s +
√
3 · xϕ1ϕ2

ij PLϕ2

ij,t,s

− xϕ1ϕ2

ij ·QLϕ2

ij,t,s −
√
3 · rϕ1ϕ2

ij QLϕ2

ij,t,s − rϕ1ϕ3

ij · PLϕ3

ij,t,s −
√
3 · xϕ1ϕ3

ij PLϕ3

ij,t,s

− xϕ1ϕ3

ij ·QLϕ3

ij,t,s +
√
3 · rϕ1ϕ3

ij ·QLϕ3

ij,t,s −M · (1− yij,s · pϕ1

ij ) ;∀i ∈ Bj ∩ B,∀j ∈ Bi ∩ Km

(2.26)

− tan(cos−1 PFf ) · Pf,t,s ≤ Qf,t,s ≤ tan(cos−1 PFf ) · Pf,t,s (2.27)

−
√
3 · (P ϕ

f,t,s + Smax
f ) ≤ Qf,t,s ≤ −

√
3 · (P ϕ

f,t,s − Smax
f ) (2.28)
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−
√
3

2
· Smax

f ≤ Qϕ
f,t,s ≤

√
3

2
· Smax

f (2.29)

√
3 · (P ϕ

f,t,s − Smax
f ) ≤ Qf,t,s ≤

√
3 · (P ϕ

f,t,s + Smax
f ) (2.30)

Pmin
g ≤ P ϕ

g,t,s ≤ Pmax
g ;∀g ∈ H (2.31)

−Qmax
g ≤ Qϕ

g,t,s ≤ Qmax
g ;∀g ∈ H (2.32)

−M · pϕij ≤ PLϕ
ij,t,s ≤M · pϕij ;∀i, j ∈ B (2.33)

−M · pϕij ≤ QLϕ
ij,t,s ≤M · pϕij ;∀i, j ∈ B (2.34)

−M · yij,s · pϕij ≤ PLϕ
ij,t,s ≤M · yij,s · pϕij ;∀i ∈ Bj ∩ B,∀j ∈ Bi ∩ Km (2.35)

−M · yij,s · pϕij ≤ QLϕ
ij,t,s ≤M · yij,s · pϕij ; ∀i ∈ Bj ∩ B,∀j ∈ Bi ∩ Km (2.36)

−
√
3 · (PLϕ

ij,t,s + SLmax
ij ) ≤ QLϕ

ij,t,s ≤ −
√
3 · (PLϕ

ij,t,s − SLmax
ij ) (2.37)

−
√
3

2
· SLmax

ij ≤ QLϕ
ij,t,s ≤

√
3

2
· SLmax

ij (2.38)

√
3(PLϕ

ij,t,s − SLmax
ij ) ≤ QLϕ

ij,t,s ≤
√
3(PLϕ

ij,t,s + SLmax
ij ) (2.39)

0 ≤ P ϕ
v,t,s ≤ Pmax

v · ψϕ
v ;∀v ∈ V (2.40)

−Qmax
v ψϕ

v ≤ Qϕ
v,t,s ≤ Qmax

v ψϕ
v ; ∀v ∈ V (2.41)

P ϕ
v,t,s ≤ ηv · Rt,s · Sv · ψϕ

v ;∀v ∈ V (2.42)

0 ≤ P ϕ,dc
e,t,s ≤ P dc,max

e ;∀e ∈ E (2.43)

0 ≤ P ϕ,ch
e,t,s ≤ P ch,max

e ;∀e ∈ E (2.44)
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−Qmax
e ≤ Qϕ

e,t,s ≤ Qmax
e ;∀e ∈ E (2.45)

Eϕ
e,t,s = Eϕ

e,t−1,s + (P ϕ,ch
e,t,s · ηche − P ϕ,dc

e,t,s /η
dc
e ) ;∀e ∈ E (2.46)

Emin
e ≤ Eϕ

e,t,s ≤ Emax
e ;∀t ∈ T ;∀e ∈ E (2.47)

Eϕ
e,0,s = Eϕ

e,NT,s = Eini
e ;∀e ∈ E (2.48)

∣∣∣Eϕ
e,t,s − Eϕ

e,t−1,s

∣∣∣ ≤ ∆Oe ;∀e ∈ E (2.49)

(V min
i )2 ≤ Uϕ

i,t,s ≤ (V max
i )2 ;∀i ∈ B , i /∈ Bf ∪ Br (2.50)

−M · (1− pϕij) ≤ (aϕ,max
T,r )2.Uϕ

j,t,s − Uϕ
i,t,s;∀i ∈ Bj,∀j ∈ Br (2.51)

(aϕ,min
T,r )2.Uϕ

j,t,s − Uϕ
i,t,s ≤M · (1− pϕij) ;∀i ∈ Bj, ∀j ∈ Br (2.52)

∑
s

prs.yij,s ≤ 1− µm ;∀i ∈ Bj ∩ B, ∀j ∈ Bi ∩ Km (2.53)

2.2.3 Microgrid Operation Subproblem

At this stage, each microgrid operator solves the SP to check the feasibility of the solution

obtained from the distribution network operation problem (MP) and to ensure its optimal

operation. The microgrid subproblem is formulated as a LP problem in which, the objective

function is shown in (2.54). The first, second, and third terms of the objective function

are the expected operation cost of DERs, the expected operation cost of energy storage,

and the penalty associated with the expected loss of load, respectively. The last term is

the summation of the absolute value of slack variables that represents the nodal real and

reactive power mismatches. As the procured solution from the distribution network operation
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problem may lead to an infeasible solution in the microgrid operation SP, these slack variables

are introduced.

The network constraints for microgrids are similar to those in the distribution networks

shown in (2.21)-(2.22),(2.31)-(2.32), and (2.37)-(2.50) for d ∈ Dm, e ∈ Em, and v ∈ Vm.

Here, (2.19) and (2.20) are replaced by (2.55) and (2.56) which include the slack variables

to capture the mismatch in the nodal generation and demand balance; (2.23) and (2.24) are

replaced by (2.57) and (2.58) to address the outages in microgrid’s branches; and (2.25) and

(2.26) are replaced by (2.59) and (2.60) given the states of the coupling branches between

microgrid and distribution network. These states are procured by solving the distribution

network problem (MP). Similarly, (2.33) and (2.34) are replaced by (2.61) and (2.62), and

(2.35) and (2.36) are replaced by (2.63) and (2.64) respectively. The real and reactive power

exchanges between microgrid and distribution network are equal to the solutions of the

master problem as enforced by (2.65)-(2.66). The slack variables are non-negative as shown

(2.67).

min
∑
s

prs ·
(∑

t∈T

(∑
g∈Hm

Fg(
∑
ϕ

P ϕ
g,t,s) +

∑
e∈Em

ρe · (
∑
ϕ

P ch,ϕ
e,t,s + P dc,ϕ

e,t,s )

+ V OLL ·
∑
d∈Dm

∑
ϕ

(PD,ϕ
t,s − P d,ϕ

t,s ) +M · (
∑
ϕ

∑
i∈Km

Zi,m,ϕ
1,t,s + Zi,m,ϕ

2,t,s + Zi,m,ϕ
3,t,s + Zi,m,ϕ

4,t,s )
))

(2.54)

∑
j∈Bi∩Km

PLϕ
ij,t,s +

∑
j∈Ki

m

PLϕ
ij,t,s +

∑
g∈Hm

Nm,g
i .P ϕ

g,t,s +
∑
v∈Vm

Nm,v
i .P ϕ

v,t,s +
∑
e∈Em

Nm,e
i .P dc,ϕ

e,t,s

−
∑
e∈Em

Nm,e
i .P ch,ϕ

e,t,s + Zi,m,ϕ
1,t,s − Zi,m,ϕ

2,t,s =
∑
d∈Dm

Nm,d
i .P d,ϕ

t,s ;∀i ∈ Km (2.55)

∑
j∈Bi∩Km

QLϕ
ij,t,s +

∑
j∈Ki

m

QLϕ
ij,t,s +

∑
g∈Hm

Nm,g
i .Qϕ

g,t,s +
∑
v∈Vm

Nm,v
i .Qϕ

v,t,s

+
∑
e∈Em

Nm,e
i .Qϕ

e,t,s + Zi,m,ϕ
3,t,s − Zi,m,ϕ

4,t,s =
∑
d∈Dm

Nm,d
i .Qd,ϕ

t,s ;∀i ∈ Km (2.56)
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Uϕ1

i,t,s − Uϕ1

j,t,s ≤ 2rϕ1ϕ1

ij · PLϕ1

ij,t,s + 2xϕ1ϕ1

ij ·QLϕ1

ij,t,s − rϕ1ϕ2

ij · PLϕ2

ij,t,s +
√
3 · xϕ1ϕ2

ij · PLϕ2

ij,t,s

− xϕ1ϕ2

ij ·QLϕ2

ij,t,s −
√
3 · rϕ1ϕ2

ij ·QLϕ2

ij,t,s − rϕ1ϕ3

ij · PLϕ3

ij,t,s −
√
3 · xϕ1ϕ3

ij · PLϕ3

ij,t,s

− xϕ1ϕ3

ij ·QLϕ3

ij,t,s +
√
3 · rϕ1ϕ3

ij ·QLϕ3

ij,t,s +M · (1− pϕ1

ij · lij) ;∀i, j ∈ Km (2.57)

Uϕ1

i,t,s − Uϕ1

j,t,s ≥ 2rϕ1ϕ1

ij · PLϕ1

ij,t,s + 2xϕ1ϕ1

ij ·QLϕ1

ij,t,s − rϕ1ϕ2

ij · PLϕ2

ij,t,s +
√
3 · xϕ1ϕ2

ij · PLϕ2

ij,t,s

− xϕ1ϕ2

ij ·QLϕ2

ij,t,s −
√
3 · rϕ1ϕ2

ij ·QLϕ2

ij,t,s − rϕ1ϕ3

ij · PLϕ3

ij,t,s −
√
3 · xϕ1ϕ3

ij · PLϕ3

ij,t,s

− xϕ1ϕ3

ij ·QLϕ3

ij,t,s +
√
3 · rϕ1ϕ3

ij ·QLϕ3

ij,t,s −M · (1− pϕ1

ij · lij) ;∀i, j ∈ Km (2.58)

Uϕ1

i,t,s − Uϕ1

j,t,s ≤ 2rϕ1ϕ1

ij · PLϕ1

ij,t,s + 2xϕ1ϕ1

ij ·QLϕ1

ij,t,s − rϕ1ϕ2

ij · PLϕ2

ij,t,s +
√
3 · xϕ1ϕ2

ij · PLϕ2

ij,t,s

− xϕ1ϕ2

ij ·QLϕ2

ij,t,s −
√
3 · rϕ1ϕ2

ij ·QLϕ2

ij,t,s − rϕ1ϕ3

ij · PLϕ3

ij,t,s −
√
3 · xϕ1ϕ3

ij · PLϕ3

ij,t,s − xϕ1ϕ3

ij ·QLϕ3

ij,t,s

+
√
3 · rϕ1ϕ3

ij ·QLϕ3

ij,t,s +M · (1− ŷ
(τ)
ij,s · p

ϕ1

ij ) ;∀i ∈ Bj ∩ B,∀j ∈ Bi ∩ Km (2.59)

Uϕ1

i,t,s − Uϕ1

j,t,s ≥ 2rϕ1ϕ1

ij · PLϕ1

ij,t,s + 2xϕ1ϕ1

ij ·QLϕ1

ij,t,s − rϕ1ϕ2

ij · PLϕ2

ij,t,s +
√
3 · xϕ1ϕ2

ij · PLϕ2

ij,t,s

− xϕ1ϕ2

ij ·QLϕ2

ij,t,s −
√
3 · rϕ1ϕ2

ij ·QLϕ2

ij,t,s − rϕ1ϕ3

ij · PLϕ3

ij,t,s −
√
3 · xϕ1ϕ3

ij · PLϕ3

ij,t,s − xϕ1ϕ3

ij ·QLϕ3

ij,t,s

+
√
3 · rϕ1ϕ3

ij ·QLϕ3

ij,t,s −M · (1− ŷ
(τ)
ij,s · p

ϕ1

ij ) ;∀i ∈ Bj ∩ B,∀j ∈ Bi ∩ Km (2.60)

−M · pϕij · lij ≤ PLϕ
ij,t,s ≤M · pϕij · lij ;∀i, j ∈ Km (2.61)

−M · pϕij · lij ≤ QLϕ
ij,t,s ≤M · pϕij · lij ;∀i, j ∈ Km (2.62)

−M.ŷ
(τ)
ij,s · p

ϕ
ij ≤ PLϕ

ij,t,s ≤M · ŷ(τ)ij,s · p
ϕ
ij ;∀i ∈ Bj ∩ B,∀j ∈ Bi ∩ Km (2.63)

−M.ŷ
(τ)
ij,s · p

ϕ
ij ≤ QLϕ

ij,t,s ≤M · ŷ(τ)ij,s · p
ϕ
ij ;∀i ∈ Bj ∩ B,∀j ∈ Bi ∩ Km (2.64)

PLϕ
ij,t,s = P̂L

ϕ,(τ)

ij,t,s : λ
m,ϕ
t,s ;∀i ∈ Bj ∩ B, ∀j ∈ Bi ∩ Km (2.65)
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QLϕ
ij,t,s = Q̂L

ϕ,(τ)

ij,t,s : γ
m,ϕ
t,s ;∀i ∈ Bj ∩ B, ∀j ∈ Bi ∩ Km (2.66)

Zi,m,ϕ
1,t,s , Z

i,m,ϕ
2,t,s , Z

i,m,ϕ
3,t,s , Z

i,m,ϕ
4,t,s ≥ 0 ;∀i, j ∈ Km (2.67)

2.3 Solution Methodology

The flowchart of the proposed decentralized energy management is shown in Fig. 2.2 and

summarized as follows:

Step (a): The distribution network operation problem (MP) is solved to obtain P̂L
ϕ,(τ)

ij,t,s ,

Q̂L
ϕ,(τ)

ij,t,s and ŷ(τ)ij,s considering any additional constraints from step d. The lower bound of the

solution (Ẑ(τ)
lower) is calculated using (2.68).

Ẑ
(τ)
lower =

∑
s

prs ·
(∑

t∈T

(
ρtf · (

∑
ϕ

P̂
ϕ,(τ)
f,t,s ) +

∑
g∈H

Fg(
∑
ϕ

P̂
ϕ,(τ)
g,t,s )

+
∑
e∈E

ρe · (
∑
ϕ

P̂
ch,ϕ,(τ)
e,t,s + P̂

dc,ϕ,(τ)
e,t,s ) + V OLL ·

∑
d∈D

∑
ϕ

(PD,ϕ
t,s − P̂

d,ϕ,(τ)
t,s )

))
+
∑
s

(
∑
t∈T

α̂
(τ)
t,s )

(2.68)

Step (b): Microgrid operation problems (SPs) are solved. The upper bound of the solution

(Z(τ)
upper) is calculated using (2.69).

Ẑ(τ)
upper =

∑
s

prs ·
(∑

t∈T

(
ρtf · (

∑
ϕ

P̂
ϕ,(τ)
f,t,s ) +

∑
g∈H

Fg(
∑
ϕ

P̂
ϕ,(τ)
g,t,s )

+
∑
e∈E

ρe · (
∑
ϕ

P̂
ch,ϕ,(τ)
e,t,s + P̂

dc,ϕ,(τ)
e,t,s ) + V OLL ·

∑
d∈D

∑
ϕ

(PD,ϕ
t,s − P̂

d,ϕ,(τ)
t,s )

))

+
∑
m

(∑
s

prs ·
(∑

t∈T

(∑
g∈Hm

Fg(
∑
ϕ

P̂
ϕ,(τ)
g,t,s ) +

∑
e∈Em

ρe · (
∑
ϕ

P̂
ch,ϕ,(τ)
e,t,s + P̂

dc,ϕ,(τ)
e,t,s )

+ V OLL ·
∑
d∈Dm

∑
ϕ

(PD,ϕ
t,s − P̂

d,ϕ,(τ)
t,s )

)))
(2.69)

Step (c): If
∣∣∣∣ Ẑ(τ)

upper−Ẑ
(τ)
lower

Ẑ
(τ)
upper+Ẑ

(τ)
lower

∣∣∣∣ ≤ ϵ, then terminate the algorithm. Otherwise, go to step d.

Step (d): Microgrid operators form the aggregated Benders cut (2.70) and add it to the
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Figure 2.2: Flow chart of the proposed algorithm.
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Figure 2.3: The modified IEEE-34 bus distribution network with networked microgrids.

distribution network operation problem (MP), where Ŵm,(τ)
t,s is given in (2.71), then go to

step a.

αt,s ≥
∑
m

(
Ŵ

m,(τ)

t,s
+
∑
ϕ

λ̂
m,ϕ,(τ)
t,s · (PLϕ

ij,t,s − P̂L
ϕ,(τ)

ij,t,s) +
∑
ϕ

γ̂
m,ϕ,(τ)
t,s · (QLϕ

ij,t,s − Q̂L
ϕ,(τ)

ij,t,s)
)

;∀i ∈ Bj ∩ B,∀j ∈ Bi ∩ Km (2.70)

Ŵ
m,(τ)
t,s = prs ·

( ∑
g∈Hm

Fi(
∑
ϕ

P̂
ϕ,(τ)
g,t,s ) +

∑
e∈Em

ρe · (
∑
ϕ

P̂
ch,ϕ,(τ)
e,t,s + P̂

dc,ϕ,(τ)
e,t,s )

+V OLL·(
∑
d∈Dm

∑
ϕ

PD,ϕ
t,s − P̂

d,ϕ,(τ)
t,s )+M ·(

∑
ϕ

∑
i∈Km

Ẑ
i,m,ϕ,(τ)
1,t,s + Ẑ

i,m,ϕ,(τ)
2,t,s +Ẑ

i,m,ϕ,(τ)
3,t,s +Ẑ

i,m,ϕ,(τ)
4,t,s )

)
(2.71)
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2.4 Numerical Results

The modified IEEE-34 bus distribution network is used with three unbalanced microgrids

to show the effectiveness of the proposed framework. Later, the IEEE-123 bus distribution

network with three microgrids is used to evaluate the scalability of the proposed framework.

The IEEE-34 bus distribution network with three microgrids is shown in Fig. 2.3. The mi-

crogrids are connected to the three-phase distribution network through the points of common

coupling (PCC). The objective is to minimize the expected operation cost of the distribution

network and microgrids. The upper and lower limits for the bus voltage magnitudes are 1.05

and 0.95 of their nominal values respectively. The voltage on slack bus is set to 1.05 of the

nominal value. The maximum and minimum transformer ratios for the voltage regulator

is 1.1 and 0.9 respectively. The main distribution feeder capacity is 1.8 MVA with a min-

imum power factor of 0.9. Lithium-ion battery is used as the energy storage system (ESS)

with the capital cost of 450 $/kWh [103]. The operation cost of the energy storage is 0.25

$/kWh using the model presented in [104] The charging and discharging efficiency for the

energy storage unit is 90%. The value of lost load (VOLL) is $40/kWh and the convergence

tolerance ϵ is 0.01%. The hourly energy prices and total hourly demand in the distribution

network and microgrids are shown in Fig. 2.4 The characteristics of DERs, ESS, and PVs

are shown in Tables 2.2, 2.3, and 2.4 respectively. The quadratic cost of DERs are piecewise

linearized using four segments, each covering 1/4 of maximum power capacity of the unit.

The marginal costs of DERs at each segment are shown in Table 2.5. The simulation is

performed on a server with dual 14 Core Intel Xeon 2.6 GHz, 380 GB of memory, with Cplex

12.8. The following cases are considered:

Case 1 – Deterministic solution under normal operating condition.

Case 2 – Deterministic solution considering the islanding of microgrid-2.

Case 3 – Stochastic solution considering the branch outage in microgrid-1.

Case 4 – Stochastic solution considering the islanding of microgrid-2.

Case 5 – Stochastic solution considering the probabilistic islanding of microgrids.
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Figure 2.4: Total hourly demand in the distribution network and networked microgrids and
the hourly energy prices.

Table 2.2: Dispatchable generation resources

Unit Bus Pmin

(kW)
Pmax

(kW)
Qmin

(kVAR)
Qmax

(kVAR)
Distribution Feeder 1 0 1800 -850 850
DER1 24 0 100 -50 50
DER2 40 0 80 -40 40
DER3 45 0 90 -45 45

Table 2.3: ESS Characteristics

Unit Bus Pmax

(kW)
Qmax

(kVAR)
Emin

(kWh)
Emax

(kWh)
ESS1 20 50 25 10 100
ESS2 25 60 30 10 120
ESS3 39 40 20 5 60
ESS4 40 30 15 5 50
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Table 2.4: Generation limits of PV units

Unit Bus Pmin

(kW)
Pmax

(kW)
Qmin

(kVAR)
Qmax

(kVAR)
PV1 10 0 100 -80 80
PV2 30 0 100 -90 90
PV3 37 0 50 -40 40
PV4 44 0 65 -55 55
PV5 49 0 75 -60 60

Table 2.5: The marginal costs of DERs

Units Marginal Costs ($/kWh)
Segment 1 Segment 2 Segment 3 Segment 4

DER1 0.06 0.16 0.21 0.36
DER2 0.05 0.15 0.20 0.35
DER3 0.04 0.13 0.22 0.30

2.4.1 Case 1 - Deterministic solution under normal operating condition

In this case, the deterministic solution under normal operation is procured. The upper

and lower bounds for the solution i.e. Ẑ(τ)
lower and Ẑ(τ)

upper are shown in Fig. 2.5 and the algo-

rithm converges after 698 iterations. The exchanged real and reactive power flows between

the distribution network and microgrid-1 on phase “a” are shown in Fig. 2.6 and Fig. 2.7

respectively. The exchanged real power on each phase between the distribution network and

microgrids at hour 18 (hour of peak demand) is shown in Table 2.6. Here, a positive value

refers to the power flow from the distribution network to a microgrid. The operation costs

and load curtailments are shown in Table 2.7. As shown in this table, the operation cost

of microgrid-1 is $22.05. In microgrid-1, the operation cost is limited to its energy storage

operation cost as there is no DER or load curtailment in this microgrid. At hour 18, the real

power flows from the distribution network to microgrid-1 as shown in Table 2.6. The oper-
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Figure 2.5: The upper and lower bounds of the solution in Case 1.

ation costs associated with DERs for microgrid-2 and microgrid-3 are $151.96 and $146.33

respectively. Microgrid-2 provides energy to the distribution network on phase “b” during

the peak hour. Meanwhile, microgrid-3 supports the distribution network on phases “a” and

“c” with cheaper DER. The distribution network operation cost is $14,773.99 which includes

the cost of serving microgrids. The total operating cost in this case is $15,094.33.

Here, the procured solution is compared with the solution procured by solving the en-

ergy management problem for distribution network with microgrids as a single mixed integer

linear programming (MILP) problem using branch and cut search algorithm, and as a dis-

tributed optimization problem using the ADMM technique. Table 2.8 presents the operation

costs of the distribution network and microgrids procured by solving a MILP problem using

branch and cut algorithm. As shown in this table, because ϵ = 10−4, the solution procured

using the proposed algorithm is $4.23 higher than the solution to the MILP problem using

branch and cut search method. Selecting lower value for ϵ will reduce the difference between

the procured solution and the solution to MILP problem. It is worth noting that solving
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Figure 2.6: Exchanged real power flow between the distribution network and microgrid-1 on
phase “a” in Case 1.

Figure 2.7: Exchanged reactive power flow between the distribution network and microgrid-1
in on phase “a” in Case 1.
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Table 2.6: Exchanged real power flow between the distribution network and microgrids at
hour 18 in Case 1

Line Power Flow on phases (kW)
a b c

DN-Microgrid-1 40.71 33.487 33.171
DN-Microgrid-2 11.416 -9.91 9.152
DN-Microgrid-3 -11.744 14.97 -14.989

Table 2.7: Operation cost and demand curtailment in Case 1

Operator Operation Cost Total Curtailment
(kWh)

DNO $14,773.99 0
Microgrid-1 $22.05 0
Microgrid-2 $151.96 0
Microgrid-3 $146.33 0
Total $15,094.33 0

the MILP problem requires access to the distribution network’s and networked microgrids’

data, which may not be a practical assumption. The proposed algorithm to solve the energy

management problem requires limited information sharing among the DNO and microgrids’

operators.

Here, the solution procured by the proposed algorithm is compared with the solution

procured using the ADMM method. The simulation outcomes for Case 1 using the ADMM

method are shown in Table 2.9. Considering the convergence tolerance ϵ = 10−4 in both algo-

rithms, the total operation cost of the distribution network and microgrids using the ADMM

algorithm is $86.05 higher than that procured using the proposed algorithm. Moreover, the

proposed algorithm converges faster than the ADMM algorithm. The solution time using

the proposed algorithm is 47 min and 4 sec, while the solution time using the ADMM algo-

rithm is 58 min and 36 sec. To solve this problem using the ADMM algorithm, the real and
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Table 2.8: The operation cost using the proposed algorithm and MILP formulation in Case1

Operator Operation cost ($) using
the proposed algorithm

Operation cost ($) using
MILP formulation

DNO $14,773.99 $14,768.70
Microgrid-1 $22.05 $19.27
Microgrid-2 $151.96 $158.42
Microgrid-3 $146.33 $143.71
Total $15,094.33 $15,090.10

Table 2.9: The operation cost using the proposed algorithm and the ADMM approach in
Case 1

Operator
Operation cost using
the proposed algorithm
($)

Operation cost using
ADMM approach
($)

DNO $14,773.99 $14,896.92
Microgrid-1 $22.05 $0.36
Microgrid-2 $151.96 $138.95
Microgrid-3 $146.33 $144.15
Total $15,094.33 $15,180.38

reactive power in the coupling lines between the distribution network and microgrids, and

the bus voltages at the PCCs are shared among the microgrids’ and distribution network’s

operators. It is worth noting that ADMM method suffers from divergence when applied to

solve non-convex optimization problems [105].

2.4.2 Case 2 – Deterministic solution considering the islanding of microgrid-2

In this case, all microgrids are operating in grid-connected mode, except microgrid-2

which is islanded from the distribution network. Table 2.10 shows the exchanged real power

between the distribution network and microgrids at hour 18. The operation costs and load

curtailments for the distribution network and microgrids are shown in Table 2.11. Compared

to Case 1, at hour 18, the power flows on phases "a" and "c" from distribution network
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Table 2.10: Exchanged real power flow between the distribution network and microgrids at
hour 18 in Case 2

Line Power Flow on phases (kW)
a b c

DN-Microgrid-1 34.771 40.001 29.095
DN-Microgrid-2 0 0 0
DN-Microgrid-3 -1.139 -1.789 12.428

Table 2.11: Operation cost and demand curtailment in Case 2

Operator Operation Cost Total Curtailment
(kWh)

DNO $14,689.95 0
Microgrid-1 $32.55 0
Microgrid-2 $409.99 0
Microgrid-3 $80.96 0
Total $15,213.45 0

to microgrid-1 are reduced because of ESS operation in microgrid-1. Here, the operation

cost of ESS in microgrid-1 is increased to $32.55 and the total operation cost is increased to

$15,213.45 because of the increase in the operation costs of microgrid-1 and microgrid-2. The

operation cost of microgrid-2 is increased to $409.99 as it is operated in the island mode.

Compared to Case 1, as distribution network and microgrid-3 do not support microgrid-

2, their operation costs are reduced to $14,689.95 and $80.96 respectively. The algorithm

converged after 276 iterations.

2.4.3 Case 3 – Stochastic solution considering the branch outage in microgrid-1

In this case, the stochastic solutions considering the uncertainty in demand and renew-

able energy resources are presented. Here, 3000 scenarios are generated using Monte Carlo

simulation to capture the uncertainty in the PV generation and demand. The forecast errors

in solar irradiation and demand are represented by Gaussian distribution function with the
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Table 2.12: Probability of scenarios

Scenario 1 2 3 4 5
Probability 0.1093 0.09 0.1077 0.1163 0.111
Scenario 6 7 8 9 10
Probability 0.0823 0.0931 0.1023 0.1207 0.0673

Table 2.13: Stochastic solution under normal operating condition

Operator Expected
operation cost

Total expected
Load curtailment (kWh)

DNO $14,785.19 0
Microgrid-1 $21.67 0
Microgrid-2 $179.70 0
Microgrid-3 $142.28 0
Total $15,128.84 0

mean value equal to the forecasted values in Case 1, and the standard deviation equal to 3%

of the mean values. The backward scenario reduction technique is used to reduce the number

of scenarios to 10. The probability of each scenario is shown in Table 2.12. In this case all

microgrids are operating in grid-connected mode. The expected operation cost and the ex-

pected load curtailments in the microgrids and distribution network under normal operating

condition are shown in Table 2.13. Compared to Case 1, the total expected operation cost

is increased to $15,128.84 as the expected demand is increased by 22.544 kWh.

The outage on the branch between buses 37 and 38 in microgrid-1 for 24 hours, results

in demand curtailment and consequently decreases the expected real power flow between

the distribution network and microgrid-1. The expected operation costs and expected load

curtailments in microgrids and distribution network are shown in Table 2.14. Compared

to normal operating condition, the total expected operation cost is increased to $51,433.51

because of the penalty associated with the demand curtailment in microgrid-1. The total

expected demand curtailments in microgrid-1 on phases “a”, “b”, and “c” are 303.270 kWh,
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Table 2.14: Expected operation cost and demand curtailment in Case 3

Operator Expected
operation cost

Total expected
load curtailment (kWh)

DNO $14,452.74 0
Microgrid-1 $36,718.22 917.956
Microgrid-2 $141.94 0
Microgrid-3 $120.61 0
Total $51,433.51 917.956

366.738 kWh, and 247.948 kWh respectively. The expected operation cost of the distribution

network is reduced to $14,452.74 because of the reduction in the served demand of microgrid-

1. Similarly, the expected operation costs of microgrid-2 and microgrid-3 are reduced to

$141.94 and $120.61 respectively. The algorithm converged after 307 iterations.

2.4.4 Case 4 – Stochastic solution considering the islanding of microgrid-2.

In this case, microgrid-2 is islanded from the distribution network for 24 hours. The

expected exchanged real power on three phases between the distribution network and micro-

grids at hour 18 are presented in Table 2.15. The expected operation costs and the expected

demand curtailments are presented in Table 2.16. Compared to Case 2, the expected real

power flow between the distribution network and microgrid-1 is increased because of the

increase in the total expected demand in this microgrid. Here, the total expected demand

of microgrid-1 is increased by 1.366 kWh compared to Case 2. Furthermore, the total ex-

pected operation cost is increased by $23.68 as the expected power outputs of the DERs are

increased to address the uncertainty in demand and PV generation.

Compared to the stochastic solution under normal condition, the total expected opera-

tion cost is increased to $15,237.13 because of the increase in the expected operation cost

of microgrid-1 and the higher expected operation cost of microgrid-2 with more expensive

DER. Here, microgrid-2 has enough generation capacity to supply its load, and the expected

operation cost is increased to $409.36 as more expensive local generation assets are used to

serve the load in the island mode. The expected operation cost of the distribution network is
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Table 2.15: Expected exchanged real power flow between the distribution network and mi-
crogrids at hour 18 in Case 4

Line Power Flow on phases (kW)
a b c

DN-Microgrid-1 40.227 42.124 37.985
DN-Microgrid-2 0 0 0
DN-Microgrid-3 -17.37 4.849 8.604

Table 2.16: Expected operation cost and demand curtailment in Case 4

Operator Expected
operation cost

Total expected
load curtailment (kWh)

DNO $14,672.52 0
Microgrid-1 $22.37 0
Microgrid-2 $409.36 0
Microgrid-3 $132.88 0
Total $15,237.13 0

reduced to $14,672.52 as the demand is reduced by islanding microgrid-2. Similarly, the ex-

pected operation cost of microgrid-3 is reduced from $142.28 in normal condition to $132.88

in this case, as this microgrid will not supply microgrid-2. The algorithm converged after

224 iterations.

2.4.5 Case 5 – Stochastic solution considering the probabilistic islanding of microgrids

In this case, the lower bound for the probability of islanding in each microgrid is 13%. The

expected exchanged real powers between the microgrids and distribution network at hour

18 are shown in Table 2.17. Compared to the stochastic solution under normal operation,

the expected power flow between the distribution network and microgrid-1 is reduced as

the demand is curtailed in the islanded operation of microgrid-1 in some scenarios. Here,

microgrid-1 is in island mode in scenarios 6 and 10 with the total probability of 14.96%.

Microgrid-2 is in island mode in scenarios 2 and 4 with the total probability of 20.63% and
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Table 2.17: Expected exchanged real power flow between the distribution network and mi-
crogrids at hour 18 in Case 5

Line Power flow on phases (kW)
a b c

DN-Microgrid-1 33.554 35.769 35.794
DN-Microgrid-2 0.055 2.651 11.475
DN-Microgrid-3 -7.832 1.372 -2.564

Table 2.18: Expected operation cost and demand curtailment in Case 5

Operator Expected
operation cost

Expected load
curtailment (kWh)

DNO $14,659.33 0
Microgrid-1 $13,538.49 337.998
Microgrid-2 $242.31 0
Microgrid-3 $147.52 0
Total $28,587.65 337.998

microgrid-3 is in island mode in scenarios 1 and 2 with the total probability of 19.93%. The

expected operation costs and the expected demand curtailments are presented in Table 2.18.

Compared to the stochastic solution under normal condition, the expected operation cost of

the distribution network is reduced to $14,659.33 as the microgrid demands are not served

by the distribution network in some scenarios. The expected operation cost of microgrid-

1 is increased to $13,538.49 because of the penalty associated with the loss of demand in

some scenarios. In microgrid-2, as the power dispatch of the expensive DER is increased,

the expected operation cost is increased to $242.31. Similarly, the expected operation cost

of microgrid-3 is increased to $147.52. There is no demand curtailment in microgrid-2 and

microgrid-3 and the algorithm converged after 517 iterations.

Table 2.19 summarizes the operation cost of the microgrids and distribution network in

Cases 1-5. Furthermore, the sensitivity of the total expected operation cost to the probability
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Table 2.19: Expected operation cost ($) in Cases 1-5

Case 1 Case 2 Case 3 Case 4 Case 5
DNO 14,773 14,689 14,452 14,672 14,659
Microgrid-1 22.05 32.55 36,718 22.37 13,538
Microgrid-2 151.96 409.99 141.94 409.36 242.31
Microgrid-3 146.33 80.96 120.61 132.88 147.52
Total 15,094 15,213 51,433 15,237 28,587

Figure 2.8: Sensitivity of the total expected operation cost to the probability of islanding in
microgrids.

48



Figure 2.9: The modified IEEE-123 bus distribution network with networked microgrids.

of islanding in the microgrids is evaluated. Here, the probability of islanding in each microgrid

is changing from 0% to 50%. As shown in Fig. 2.8, the total expected operation cost is

increased as the probability of islanding increases.

2.5 Scalability and Computation Efficiency

In this section, the computation efficiency of the proposed approach is discussed. Table

2.20 shows the solution time of the proposed algorithm for five cases applied to the IEEE-34

bus with the relative optimality gap ϵ = 10−4. To validate the scalability of the proposed

algorithm, the modified IEEE-123 bus distribution network with three unbalanced microgrids

shown in Fig. 2.9, is used. Five scenarios with the probabilities shown in Table 2.21 are
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Table 2.20: Solution time of the proposed algorithm for Cases 1-5

Case Tolerance Solution Time
IEEE-34 bus system - Case 1 0.01% 47 min 04 sec
IEEE-34 bus system - Case 2 0.01% 17 min 55 sec
IEEE-34 bus system - Case 3 0.01% 2 hr 41 min 42 sec
IEEE-34 bus system - Case 4 0.01% 2 hr 12 min 14 sec
IEEE-34 bus system - Case 5 0.01% 6 hr 46 min 55 sec
IEEE-123 bus system - Case 5 1% 12 hr 58 min 4 sec
IEEE-123 bus system - Case 5 2% 9 hr 38 min 19 sec
IEEE-123 bus system - Case 5 5% 5 hr 39 min 45 sec

Table 2.21: Probability of scenarios for the modified IEEE-123 bus system

Scenario 1 2 3 4 5
Probability 0.1707 0.1593 0.2217 0.1610 0.2873

considered. The characteristics of DER, ESS, and PV units are shown in Tables 2.22, 2.23,

and 2.24 respectively. The marginal costs of DERs are similar to those in Table 2.5. Four

voltage regulators are considered as shown in Fig. 2.9. The relative optimality gap for

this case is 0.01. If the probability of islanding of each microgrid is 5%, the total expected

operation cost of the distribution network and microgrids is $30,422.83. The solution time for

the day-ahead operation, in this case, is 12 hr, 58 min, and 4 sec. The solution time reduces

as the optimality gap increases as shown in Table 2.20 and therefore, there is a trade-off

between accuracy and solution time [98]. The solution time could be further decreased by

solving the microgrid operation problems (SPs) in parallel [106] and using network reduction

techniques to reduce the size of the problem [107]

2.6 Conclusion

In this chapter, a decentralized operation framework for the distribution network and

microgrids is proposed that leverages Bender’s decomposition technique. The algorithm
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Table 2.22: Dispatchable resources’ characteristics in the modified IEEE-123 bus system

Unit Bus Pmin

(kW)
Pmax

(kW)
Qmin

(kVAR)
Qmax

(kVAR)
Distribution Feeder 1 0 3500 -2500 2500
DER1 24 0 100 -50 50
DER2 8 0 80 -70 70
DER3 44 0 90 -70 70

Table 2.23: ESS characteristics in the modified IEEE-123 bus system

Unit Bus Pmax

(kW)
Qmax

(kVAR)
Emin

(kWh)
Emax

(kWh)
ESS1 48 50 25 10 100
ESS2 44 60 30 10 120
ESS3 125 40 20 5 60
ESS4 127 30 15 5 50

Table 2.24: PV units’ characteristics in the modified IEEE-123 bus system

Unit Bus Pmin

(kW)
Pmax

(kW)
Qmin

(kVAR)
Qmax

(kVAR)
PV1 10 0 100 -80 80
PV2 31 0 100 -90 90
PV3 18 0 100 -50 50
PV4 25 0 200 -100 100
PV5 40 0 100 -50 50
PV6 125 0 50 -40 40
PV7 127 0 65 -55 55
PV8 129 0 75 -60 60
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aims to coordinate the operation decisions between the distribution network and the micro-

grids considering the unbalanced demand and PV generation in the distribution network.

The uncertainties in PV generation and demand in microgrids and distribution network are

captured using Monte Carlo simulation and the risk associated with the islanded operation

of microgrids was addressed. The interaction between the distribution and microgrids’ op-

erators aims to reduce the total operation cost under multiple operating conditions. The

proposed algorithm is applied to the IEEE 34-bus distribution network with three connected

microgrids. The modified IEEE-123 bus distribution network with three unbalanced micro-

grids is also used to validate the performance of the proposed algorithm. The impact of the

outages in microgrids, as well as the islanding of microgrids, were evaluated on the operation

of the distribution network with networked microgrids. It is shown that the islanding in mi-

crogrids with expensive generation resources will increase the operation cost of the microgrid

while reducing the operation cost of the distribution network. Furthermore, the expected

total operation cost will increase as the probability of the grid-connected operation mode of

the microgrids decreases.
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Chapter 3

Stochastic Expansion Planning of Battery Energy Storage for the Interconnected

Distribution and Data Networks

This chapter presents a stochastic expansion planning approach to determine the instal-

lation time, location, and capacity of battery energy storage systems in distribution networks

with data centers. Benders decomposition is used to capture the interactions between these

autonomous operators in the electricity and data networks. The uncertainties associated

with the electric demand, data center workload, solar PV generation, and the availability

of the distribution branches are captured using Monte Carlo simulation. The representa-

tive scenarios are selected using a dissimilarity-based sparse subset selection algorithm. To

evaluate the effectiveness of the proposed framework, numerical results are presented for a

modified IEEE-34 bus distribution network with data centers and PV generation units.

The physical layout of the distribution network supplying energy to data centers is shown

in Fig.3.1. As shown in this figure, the distribution network and data centers are operated

by two independent entities [43], [45], [47]. The data center operator (DCO) distributes the

workloads received from the end-users among the data centers. The data centers process

the workloads by using the electricity supplied by the distribution network. The distribu-

tion network is operated and managed by the distribution network operator (DNO). The

decisions made by the DCO on allocating the workloads to the data centers will impact

their electricity demands. The variations in data center demands modify the spatiotempo-

ral demand profile in the distribution network and impact the economics and security of

the distribution network. Similarly, the decisions made by the DNO impact the long-term

security and reliability of energy supply to the data centers. Such decisions could further

affect the efficiency and reliability of the services offered by the data centers to the end-users

in data networks. As the information shared between DNO and DCO is limited, lacking

coordination among these entities could lead to deficiency in energy supply to data centers
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Figure 3.1: Physical and control layouts of the distribution network with data centers.

and therefore shortage in the workload processing capacity, or increase in the electricity de-

mand in the distribution network and eventually violation of the network constraints which

could lead to demand curtailments. Therefore, effective coordination among DCO and DNO

benefits the end-users in the data network by improving the quality of service provided by

the data centers and improves the economics and security of the distribution network in the

long-term operation.

In this chapter, a stochastic framework for the expansion planning of BES in a distribu-

tion network that serves data centers is presented. The presented framework captures the

interaction between DNO and DCO. As the information sharing among DNO and DCO is

limited, the presented framework leverages Benders decomposition to formulate the expan-

sion planning problem for the DNO and the long-term operation problem for the DCO. The

uncertainties in demand, data center workload, the power output of PV generation, and

the availability of the distribution branches are considered using scenarios. The proposed

framework determines the expansion plans for BES units while ensuring energy security for

the data centers and the reliability of the distribution network. The contributions of this
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work are summarized as follows:

– An expansion planning framework for BES units is proposed to determine the location,

capacity, and installation time of the BES units in the distribution network with PV gener-

ation and data centers.

– The interactions among DNO and DCO are captured using the Bender decomposition

technique to address the limited information shared among data center and distribution net-

work operators.

– The uncertainties in electric demand, data center workload, the power output of PV

generation units, and the outages of the distribution lines are considered in the long-term

planning horizon. A dissimilarity-based sparse subset selection (DS3) algorithm is used to

cluster the hourly data, select the most effective representative data, and determine the rep-

resentative scenarios.

The chapter is organized as follows, a list of symbols used in this chapter is presented in

Section 3.1. The problem formulation and solution methodology are presented in Sections

3.2 and 3.3, respectively. DS3 algorithm is presented in Section 3.4. A case study using

the modified IEEE-34 bus distribution network is presented in Section 3.5. Finally, the

conclusions are drawn in Section 3.6.

3.1 List of Symbols

Indices and Sets:

t Index of hour

d Index of representative day

y Index of year

s Index of scenario

i,j Index of bus

l Index of load in the distribution network

f Index of distribution feeder

g Index of distributed generation

b Index of distribution network branch

e Index of battery energy storage (BES) unit
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c Index of data center

v Index of solar photovoltaic unit

ch Index of battery charging mode

dc Index of battery discharging mode

Ωi Set of candidate buses to install BES unit

Variables:

Y i,y
e Binary variable representing the installation decision

for BES unit e on bus i

µi,y
e Binary variable for existence of BES unit e at bus i

Et,d,y
e,s Stored energy in the battery storage e

pt,d,yf,s Purchased real power from the main feeder f

qt,d,yf,s Reactive power from the main feeder f

pt,d,yg,s Real power dispatch of distributed generation unit g

qt,d,yg,s Reactive power dispatch of distributed generation

unit g

pt,d,yv,s Real power generation of photovoltaic unit v

qt,d,yv,s Reactive power generation of photovoltaic unit v

pt,d,ych,e,s Real power of BES unit e in charging mode

pt,d,ydc,e,s Real power of BES unit e in discharging mode

qt,d,ye,s Reactive power output of BES unit e

pt,d,yc,s Real power demand of data center c

pt,d,yb,s Real power flow in the distribution network branch b

qt,d,yb,s Reactive power flow in the distribution network

branch b

U t,d,y
i,s Squared voltage at bus i

Zt,d,y
(.),s Slack variables

wt,d,y
c,s Workload processed by data center c

πy
e , π

t,d,y
c,s Dual variables

LSt,d,y
l,s Demand curtailment

Parameters:
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η Annual discount rate

Ce Investment cost of BES unit e

Td Total number of representatives

Ty Total number of years

Ts Total number of scenarios

T Total number of hours

Nd Number of days in representative d

P̃ t,d,y
v,s Forecasted real power of photovoltaic unit v

pt,d,yl,s Real power load in the distribution network

qt,d,yl,s Reactive power load in the distribution network

ϕt,d,y
b,s Availability of the distribution network branch b;

1 if a branch is available and 0 otherwise

rbij Resistance of branch b connecting buses i and j

xbij Reactance of branch b connecting buses i and j

Smax
b Maximum apparent power of distribution branch b

V max
i Maximum acceptable bus voltage

V min
i Minimum acceptable bus voltage

prs Probability of scenario s

∆t,d,y
s Total workload received from the end-users

λg, βg, γg Coefficients in the quadratic cost function of

distributed generation unit g

wmax
c Maximum workload in data center c

pmax
c Maximum real power consumption of data center c

pmax
e Maximum real power dispatch of BES unit e

qmax
e Maximum reactive power dispatch of BES unit e

Emax
e Maximum stored energy in BES unit e

Emin
e Minimum stored energy in BES unit e

E0
e Initial stored energy in BES unit e

ρt,d,yf,s Hourly price of energy supplied by the main feeder f

ρe Operation cost of BES unit e
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δf Minimum power factor for feeder f

A(.) Bus-unit incidence matrix

D(.) Bus-demand incidence matrix

B Bus-branch incidence matrix

EENSmax
y Acceptable annual expected energy not supplied

V OLL Value of lost load

3.2 Problem Formulation

Fig. 3.2 shows the structure of the proposed stochastic expansion planning problem

for the BES in distribution networks that captures the interactions between the DCO and

DNO to solve this problem. As shown in this figure, DNO solves the BES expansion planning

problem (master problem) to determine the location, capacity, and time of BES installations.

Here, the objective is to minimize the investment cost of the BES units. Once the initial

expansion decisions are determined, DNO solves the distribution network operation sub-

problem. The objective of this sub-problem is to minimize the expected operation cost of

the distribution network while satisfying the network constraints. Here, DNO checks for the

feasibility and optimality of the expansion decisions considering the imposed uncertainties

in the long-term operation horizon. If the expansion decisions are not feasible or optimal

in the distribution network, the operation signal in the form of a Benders cut is sent to the

expansion planning problem to revise the expansion decisions. Once the expansion decisions

are optimal and feasible for the distribution network, the distribution network reliability

is evaluated by solving the distribution network reliability evaluation sub-problem. If the

expansion plans do not satisfy the system reliability, a reliability signal (Benders cut) is sent

to the expansion planning problem.

Once the expansion decisions satisfy the reliability constraint in the distribution network,

the power supplied to the data center is passed to the data center feasibility sub-problem

solved by the DCO. Similarly, the interaction between DNO and DCO is captured using

the Benders decomposition technique. Here, DCO checks for the feasibility of serving the

end-users’ stochastic workloads given the energy allocated to the data centers by the DNO.

If the solution provided by the DNO is infeasible in the data center sub-problem and the
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Figure 3.2: The proposed stochastic framework for the BES expansion planning.

quality of service cannot be guaranteed, a feasibility Benders cut is generated and sent to

the distribution operation sub-problem to change the operational decisions and update the

allocated energy to the data centers. This process continues until the solution provided by

the DNO is feasible for the DCO in the data network.

The problem formulations for the master problem and sub-problems are discussed in

detail in the following subsections.

3.2.1 BES Expansion Planning Problem – Master Problem (MP)

The master problem is formulated as a MILP problem (3.1)-(3.5). The objective function

is shown in (3.1). The first term in (3.1) is the installation cost of the BES units which is

formulated in (3.2) considering the annual discount rate. The second term in (3.1) is a

positive variable that represents the total expected distribution network operation cost. The
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auxiliary variable (α) is non-negative as shown in (3.3). It is assumed that only one BES

unit is installed at each candidate bus in the planning horizon as enforced by (3.4)-(3.5).

min Zlower = IC + α (3.1)

s.t.

IC =

Ty∑
y=1

(1 + η)1−y · (
∑
i∈Ωi

∑
e

Ce · (Y i,y
e )) (3.2)

α ≥ 0 (3.3)

Ty∑
y=1

∑
e

Y i,y
e ≤ 1 ;∀i ∈ Ωi (3.4)

µi,y
e − µi,y−1

e = Y i,y
e ;∀i ∈ Ωi (3.5)

The solution to this problem (µ̂i,y
e ) is passed to the distribution network operation problem

(SP1) presented below.

3.2.2 Distribution Network Operation Sub-Problem (SP1)

This sub-problem is formulated as a linear programming (LP) problem (3.6)-(3.35). The

objective function in SP1 is presented in (3.6). The distribution operation decisions minimize

the expected operation cost of BES units, the expected cost of supplying energy from the

upstream power network through the main distribution feeder, the expected operation cost

of distributed generation assets, and the expected cost associated with the curtailed demand

(CU) as shown in the first, second, third, and fourth terms of (3.6), respectively. The

fifth term in (3.6) is the penalty associated with the mismatch in the nodal reactive power

balance, where M is a large scalar. The expected operation cost of BES units, the expected

cost of energy purchased from the main distribution feeder, and the expected operation cost

of distributed generation units are computed by (3.7), (3.8), and (3.9), respectively. In this
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chapter, the quadratic cost function in (3.9) is linearized using the piece-wise linearization

technique. The expected cost associated with the demand curtailment is formulated as shown

in (3.10) where V OLL is the value of lost load. The demand curtailment (LSt,d,y
l,s ) is limited

by the total demand in the distribution network as shown in (3.11). The real and reactive

power balance at each bus is enforced by (3.12) and (3.13). Here, the mismatch between the

nodal reactive power generation and demand is captured by introducing the slack variables

in (3.13). The mismatch in the nodal real power balance is handled by demand curtailment

(LSt,d,y
l,s ) in (3.12). Here, it is assumed that the reactive power requirement of the data center

is compensated by on-site capacitor banks, and therefore, the reactive power consumption

of the data center is ignored. The slack variables are non-negative as presented in (3.14).

min S1 = OCe +OCf +OCg + CU +
∑
s

∑
y

∑
d

∑
t

M · (Zt,d,y
1,s + Zt,d,y

2,s ) (3.6)

OCe =
Ts∑
s

prs ·

(
Ty∑
y=1

(1 + η)(1−y) ·
[ Td∑

d=1

Nd ×
T∑
t=1

∑
e

(
ρe · (pt,d,ych,e,s + pt,d,ydc,e,s)

)])
(3.7)

OCf =
Ts∑
s

prs ·

(
Ty∑
y=1

(1 + η)(1−y) ·
[ Td∑

d=1

Nd ×
T∑
t=1

∑
f

(
ρt,d,yf,s · pt,d,yf,s

)])
(3.8)

OCg =
Ts∑
s

prs ·

(
Ty∑
y=1

(1 + η)(1−y) ·
[ Td∑

d=1

Nd ×
T∑
t=1

∑
g

(
λg.
(
pt,d,yg,s

)2
+ βg · pt,d,yg,s + γg

)])
(3.9)

CU =
Ts∑
s

prs ·

(
Ty∑
y=1

(1 + η)(1−y) ·
[ Td∑

d=1

Nd ×
T∑
t=1

∑
l

(
V OLL · (LSt,d,y

l,s )
)])

(3.10)
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0 ≤ LSt,d,y
l,s ≤ pt,d,yl,s (3.11)

Ag ·pt,d,yg,s +Av ·pt,d,yv,s +Ae ·(pt,d,ydc,e,s−p
t,d,y
ch,e,s)+Af ·pt,d,yf,b,s = B ·pt,d,yb,s +Dl ·(pt,d,yl,s −LSt,d,y

l,s )+Dc ·pt,d,yc,s

(3.12)

Ag · qt,d,yg,s + Av · qt,d,yv,s + Ae · qt,d,ye,s + Af · qt,d,yf,b,s + Zt,d,y
1,s − Zt,d,y

2,s = B · qt,d,yb,s +Dl · qt,d,yl,s (3.13)

Zt,d,y
1,s , Zt,d,y

2,s ≥ 0 (3.14)

The charging and discharging real power of the BES unit are limited by their maximum

values as shown in (3.15) and (3.16), respectively. The charging and discharging modes of

the BES unit are mutually exclusive as the operation cost of the BES unit is minimized in

the objective function [108]. The reactive power output of the BES unit is limited by (3.17).

The stored energy in the BES unit is limited by the maximum and minimum values shown

in (3.18). The start and final stored energies in the BES unit are equal to the initial stored

energy (E0
e ) as shown in (3.19). The hourly stored energy in the BES unit is constrained

by (3.20) where τ che and τ dce are the charging and discharging efficiencies, respectively. Here,

the planning decision of installing BES units (µi,y
e ) is a continuous variable that is fixed to

the solution obtained from the MP (µ̂i,y
e ) as shown in (3.21).

0 ≤ pt,d,ych,e,s ≤ µi,y
e · pmax

e (3.15)
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0 ≤ pt,d,ydc,e,s ≤ µi,y
e · pmax

e (3.16)

−µi,y
e · qmax

e ≤ qt,d,ye,s ≤ µi,y
e · qmax

e (3.17)

µi,y
e · Emin

e ≤ Et,d,y
e,s ≤ µi,y

e · Emax
e (3.18)

E1,t,y
e,s = ET,d,y

e,s = µi,y
e · E0

e (3.19)

Et,d,y
e,s = Et−1,d,y

e,s + (τ che · pt,d,ych,e,s −
pt,d,ydc,e,s

τ dce
) (3.20)

µi,y
e = µ̂i,y

e : πi,y
e (3.21)

The real and reactive power dispatches of the distributed generation units are restricted

by (3.22) and (3.23), respectively. The real power generation of the PV unit is restricted

by the forecasted PV generation as shown in (3.24). The reactive power supply of the PV

unit is limited by the PV inverters’ capacity as shown in (3.25). The capacity of the main

distribution feeder is restricted by (3.26) and (3.27), considering the minimum power factor

(δf ) at the upstream network interconnection. The squared nodal voltage is constrained by

the upper and lower bounds as shown in (3.28). The linearized distribution flow (DistFlow)

model is used to represent the power flow in the distribution network branch as shown

in (3.29)-(3.30) [109]. Here, the Big-M method is used to address the availability of the

distribution branch. The real and reactive power flows in a distribution network branch

are affected by the availability of the branch as shown in (3.31) and (3.32) respectively.

Once a distribution branch is not available, (3.29) and (3.30) are relaxed and the real and

reactive power flow of the branch is equal to zero as enforced by (3.31) and (3.32). Hexagon

approximation [110] is used to enforce the capacity limitation of the distribution branch in
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(3.33)-(3.35). The capacity of the distribution branch is limited by the maximum apparent

power in (3.36). Equation (3.36) is a circular constraint with a radius of the maximum

apparent power (Smax
b ). This quadratic constraint is approximated by an n sided convex

polygon with (S∗
b ) calculated as (3.37). Using hexagon approximation i.e., n = 6, the circular

constraint (3.36) is replaced with (3.33)-(3.35) as discussed in [110]. Similar constraints are

used to enforce the apparent power capacity of the main distribution feeder.

pmin
g ≤ pt,d,yg,s ≤ pmax

g (3.22)

−qmax
g ≤ qt,d,yg,s ≤ qmax

g (3.23)

pt,d,yv,s ≤ P̃ t,d,y
v,s (3.24)

−qmax
v ≤ qt,d,yv,s ≤ qmax

v (3.25)

−pmax
f ≤ pt,d,yf,s ≤ pmax

f (3.26)

− tan (δf ) · pt,d,yf,s ≤ qt,d,yf,s ≤ tan (δf ) · pt,d,yf,s (3.27)

(V min
i )2 ≤ U t,d,y

i,s ≤ (V max
i )2 (3.28)

U t,d,y
i,s − U t,d,y

j,s ≤ 2(rbij · p
t,d,y
b,s + xbij · q

t,d,y
b,s ) +M · (1− ϕt,d,y

b,s ) (3.29)

U t,d,y
i,s − U t,d,y

j,s ≥ 2(rbij · p
t,d,y
b,s + xbij · q

t,d,y
b,s )−M · (1− ϕt,d,y

b,s ) (3.30)

−M · ϕt,d,y
b,s ≤ pt,d,yb,s ≤M · ϕt,d,y

b,s (3.31)
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−M · ϕt,d,y
b,s ≤ qt,d,yb,s ≤M · ϕt,d,y

b,s (3.32)

−
√
3 · (pt,d,yb,s + S∗

b ) ≤ qt,d,yb,s ≤ −
√
3 · (pt,d,yb,s − S∗

b ) (3.33)

−
√
3

2
· S∗

b ≤ qt,d,yb,s ≤
√
3

2
· S∗

b (3.34)

√
3 · (pt,d,yb,s − S∗

b ) ≤ qt,d,yb,s ≤
√
3 · (pt,d,yb,s + S∗

b ) (3.35)

(pt,d,yb,s )2 + (qt,d,yb,s )2 ≤ (Smax
b )2 (3.36)

S∗
b = Smax

b ·

√
(2π
n
)

sin(2π
n
)

(3.37)

Once SP1 is solved, the upper bound of the solution is calculated as (3.38). If the

lower bound (Ẑlower) i.e., the solution to the MP, and the upper bound (Ẑupper) satisfy∣∣∣ Ẑupper−Ẑlower

Ẑupper+Ẑlower

∣∣∣ ≥ ϵ, Benders cut (3.39) is generated and sent to the MP. Otherwise, the

distribution network reliability evaluation sub-problem (SP2) will be formulated and solved.

Zupper = ˆIC + Ŝ1 (3.38)

α ≥ Ŝ1 +
∑
y

∑
e

∑
i

π̂i,y
e · (µi,y

e − µ̂i,y
e ) (3.39)
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3.2.3 Distribution Network Reliability Evaluation Sub-Problem (SP2)

To ensure that the BES expansion decisions satisfy the minimum reliability requirements

of the distribution network, the distribution network reliability evaluation sub-problem is

formulated as an LP problem. The objective is to minimize the annual demand curtailment

[111], [112]. The objective function (3.40) is subjected to the constraints (3.41)-(3.42) and

(3.15)-(3.35). The reliability evaluation sub-problem is solved using the expansion planning

decision (µ̂i,y
e ). Here, the power supplied to the data centers in (3.41) is fixed to the solution

obtained from the distribution network operation sub-problem (SP1) i.e., (p̂t,d,yc,s ).

min St,d,y
2,s =

∑
l

(LSt,d,y
l,s ) (3.40)

s.t.

Ag ·pt,d,yg,s +Av ·pt,d,yv,s +Ae ·(pt,d,ydc,e,s−p
t,d,y
ch,e,s)+Af ·pt,d,yf,b,s = B ·pt,d,yb,s +Dl ·(pt,d,yl,s −LSt,d,y

l,s )+Dc · p̂t,d,yc,s

(3.41)

Ag · qt,d,yg,s + Av · qt,d,yv,s + Ae · qt,d,ye,s + Af · qt,d,yf,b,s = B · qt,d,yb,s +Dl · qt,d,yl,s (3.42)

After solving the distribution network reliability sub-problem, the annual EENS is cal-

culated using (3.43). If the annual EENS violates (3.44), the reliability cut (3.45) is sent to

the MP. Otherwise, the power supplied to the data center (p̂t,d,yc,s ) is passed to the data center

feasibility sub-problem (SP3). Here, π̂i,y
e is the dual variable associated with the expansion

decision of the BES units (µi,y
e ) in (3.21).

EENSy =
∑
s

∑
d

∑
t

prs ·Nd · Ŝt,d,y
2,s (3.43)

EENSy ≤ EENSmax
y (3.44)
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∑
s

∑
d

∑
t

prs ·Nd · Ŝt,d,y
2,s +

∑
e

∑
i

π̂i,y
e · (µi,y

e − µ̂i,y
e ) ≤ EENSmax

y (3.45)

3.2.4 Data Center Feasibility Sub-Problem (SP3)

The data center feasibility sub-problem (SP3) is formulated as an LP problem as shown

in (3.46)-(3.51). The objective is to minimize the mismatch between the total workload col-

lected from the end-users in the data network and the workload processed in the data centers

as shown in (3.46). The workload in the data network represents the end-users’ requests in

the form of computing resources including processing, memory usage, and storage [113].

Here, the energy-intensive processing demand is considered as the workload. Positive slack

variables are included in (3.47) to represent the mismatch between the received and processed

workloads. The power consumed by a data center is associated with the workload processed

as shown in (3.48). The capacity of a data center to process the workloads is limited by

(3.49). Constraint (3.50) enforces the supplied energy to the data center to be equal to the

solution obtained from SP1. The slack variables are non-negative as shown in (3.51).

min S3 =
∑
s

∑
y

∑
d

∑
t

(Zt,d,y
3,s + Zt,d,y

4,s ) (3.46)

s.t.

∑
c

wt,d,y
c,s + Zt,d,y

3,s − Zt,d,y
4,s = ∆t,d,y

s (3.47)

wt,d,y
c,s · pmax

c = wmax
c · pt,d,yc,s (3.48)

wt,d,y
c,s ≤ wmax

c (3.49)
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pt,d,yc,s = p̂t,d,yc,s : πt,d,y
c,s (3.50)

Zt,d,y
3,s , Zt,d,y

4,s ≥ 0 (3.51)

In case of any mismatch in (3.46), Benders feasibility cut (3.52) is formed and added to

SP1. Once the supplied energy to the data center is sufficient to process the workloads, i.e.

Ŝ3 = 0, the process stops.

(Ẑt,d,y
3,s + Ẑt,d,y

4,s ) +
∑
c

π̂t,d,y
c,s · (pt,d,yc,s − p̂t,d,yc,s ) ≤ 0 (3.52)

3.3 Solution Methodology

The flowchart of the proposed framework is shown in Fig. 3.3. The algorithm is composed

of the following steps:

Step (a): Solve the MP and determine the lower bound of the solution (Ẑlower).

Step (b): Using the solution of MP (µ̂i,y
e ), solve the distribution network operation sub-

problem (SP1). Go to step (c).

Step (c): Calculate the upper bound of the solution Ẑupper using (3.38).

Step (d): If
∣∣∣ Ẑupper−Ẑlower

Ẑupper+Ẑlower

∣∣∣ ≥ ϵ, then add the Benders cut (3.39) to the MP and go to step

(a). Otherwise, go to step (e).

Step (e): Solve the distribution network reliability evaluation sub-problem (SP2) for the

given expansion plan (µ̂i,y
e ), calculate the annual EENS using (3.43), and go to step (f).

Step (f): If there is any violation in the annual EENS requirement (3.44), add the reliability

cut (3.45) to the MP and go to Step (a). Otherwise, go to Step (g).

Step (g): Solve the data center feasibility sub-problem (SP3) for the given p̂t,d,yc,s obtained

from SP1.

Step (h): If SP3 is feasible for the given p̂t,d,yc,s , i.e. Ŝ3 = 0, then terminate the process.

Otherwise, add the Benders feasibility cut (3.52) to SP1 and go to Step (b).
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Figure 3.3: The flowchart of the proposed stochastic planning framework.
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3.4 DS3 Algorithm

The uncertainties associated with the hourly demand, hourly electricity prices of the

utility grid, the hourly power generation of the solar PV units, and the workloads received

by the end-users in the data network are considered in this framework. To reduce the

number of representative days and representative scenarios, the DS3 algorithm is used. This

algorithm clusters the data points into a limited number of subsets. The subset is a set of

data points that represents the original data set effectively. Each subset is formed using

on a dissimilarity metric which is the Euclidean distance among the data points [114]. The

pairwise distances between the n number of data points is used as a measure of dissimilarity

as shown by matrix A in (3.53).

A =


a1,1 a1,2 · · · a1,n
...

... . . . ...

an,1 an,2 · · · an,n


n×n

(3.53)

where each entry aj,k in row j indicates how well the j-th data point in the data set repre-

sents the k-th data point. Having a small dissimilarity aj,k indicates a better representation

while having a large dissimilarity shows a strong statistical independence between the j-th

and k-th data points. Matrix X with the size of n× n is defined in (3.54) to store the linear

dependence coefficients of all data points. Here, each non-zero column k indicates that the

k-th data point is a representative.

X =


x⊤1
...

x⊤n

 =


x1,1 x1,2 · · · x1,n
...

... . . . ...

xn,1 xn,2 · · · xn,n


n×n

(3.54)

Each data point can be written as a linear combination of its corresponding representatives

(i.e., corresponding non-zero columns). Each non-zero entry xj,k ∈ [0, 1] is the coefficient of

the linear combination corresponding to the k-th data point that represents the j-th data

point. If xj,k = 0, the j-th data point is not represented by the k-th data point. Matrix

X is not only to find the representatives but also to cluster the data points according to

the representatives. That is, one can assume a cluster corresponding to each representative
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with non-zero column in X. To find the optimal representatives that best encode the data

points corresponding to their clusters while minimizing the number of representatives, the

DS3 algorithm solves the optimization problem (3.55), (3.56).

min
(xj,k)

ζ.
n∑
j

∥∥∥xj∥∥∥
2
+

n∑
k=1

n∑
j=1

aj,k . xj,k (3.55)

s.t.

n∑
j=1

xj,k = 1 ,∀k (3.56)

Here,
∥∥∥xj∥∥∥

2
is the L2-norm of the jth row of matrix X. The objective function (3.55) has two

terms. The first term represents the number of representative data points used in a linear

combination to represent the j-th data point. Here, ζ is a regularization hyper-parameter

that declines the number of representatives if increased. Having a small ζ (i.e., having a

large number of representatives) would reduce the error in representing the original data and

increase the process burden by handling more data samples. The expected distance between

the representatives and the original data points in the data set is computed in the second

term. If the representatives provide a powerful data encoding with a small error, the second

term decreases; hence, optimizing the total error in (3.55). The constraint (3.56) limits the

number of data points represented by one representative (i.e., k-th representative). This

constraint leads to a better dimensionality reduction while enhancing the encoding quality

when the data points are written as a linear combination of representatives. Once the DS3

optimization is solved, the non-zero columns of the optimal solution matrix X are considered

as the representatives that best show the statistical characteristics of the entire data points.

3.5 Case Study

The modified IEEE-34 bus distribution network shown in Fig. 3.4 is used to validate

the proposed planning approach. The network is equipped with 3 distributed generation

(DG) units, 4 solar PV generation units, and 3 data centers in the distribution network.

The capacity of the distribution feeder is 4.4 MVA with a minimum power factor of 0.8.
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Figure 3.4: The modified IEEE-34 bus distribution network with data centers and PV gen-
eration units.
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Table 3.2: Characteristics of distributed generation units

Unit Pmax

(kW )
Qmax

(kV ar)
λg
($/kWh2)

βg
($/kWh)

DG1 300 150 0.00015 0.0025
DG2 150 75 0.00028 0.038
DG3 90 45 0.000778 0.00944

Table 3.3: Generation limits of PV units

Unit Bus Pmax

(kW)
Qmax

(kVAR)
PV1 10 50 25
PV2 17 300 150
PV3 21 100 50
PV4 32 250 125

The characteristics of DG units and photovoltaic (PV) generation units are shown in Tables

3.2 and 3.3 respectively. The capacities of the data centers on buses B17, B27, and B28

are 100, 150, and 120 kW respectively. The characteristics of the BES units are shown in

Table 3.4. Three types of Lithium-ion batteries are considered as the potential candidates.

The characteristics of the BES units are obtained from [115] and their operation costs are

calculated using the formulation in [116]. The charging and discharging efficiencies for the

BES unit are 90%. As shown in Fig. 3.4, buses B8, B11, B19, B21, B23, B26, and B29 are

considered as candidate buses to install the BES units. The minimum and the initial stored

energy of all BES units are 15% and 50% of the maximum energy capacity, respectively.

The time horizon for the expansion planning is 10 years, the annual discount rate is

10%, and the annual growth of demand in the distribution network and data network is 5%

[48]. The acceptable annual EENS is zero, and the convergence tolerance (ϵ) is 0.01%. The

value of lost load is 10 $/kWh. In the first year, the solar PV penetration which is defined

as the ratio of the total PV generation to the total demand in the distribution network is
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Table 3.4: Battery energy storage systems’ characteristics.

Battery Pmax

(kW )
Qmax

(kV ar)
Emax

(kWh)
Ce

($/kWh)
ρe
($/kWh)

K1 100 60 400 450 0.18
K2 50 35 200 420 0.17
K3 25 15 100 380 0.15

17.21%, and the maximum demand of the data center is 20.49% of the peak demand in the

distribution network. The following cases are considered:

Case 1 – Expansion planning of the BES units considering the forecasted demand, electricity

prices, solar PV generation, and workload in the data network.

Case 2 – Expansion planning of the BES units considering the forecasted values with con-

tingencies in the distribution network.

Case 3 – Expansion planning of the BES units with uncertainty in the forecasted demand,

electricity prices, solar PV generation, and workload in the data network.

Case 4 – The impact of EENS on the expansion planning of the BES units.

3.5.1 Case 1 – Expansion planning of the BES units considering the forecasted demand,
electricity prices, solar PV generation and workload in the data network

In this case, the distribution network with data centers is considered under normal oper-

ating conditions with no outages in the system. By applying the DS3 algorithm, the original

data set which consists of 35040 data points are clustered into 3 representative data subsets

consisting of 288 data points each year. Table 3.5 presents the number of representative days

in each year (Rd,y). The normalized PV outputs for the three representative days in the first

year are shown in Fig.3.5. Here, the maximum output for a PV unit is determined by mul-

tiplying the nominal capacity of each PV unit by the normalized PV output. Similarly, the

demand profile and the hourly energy prices on the first representative day of the first year

(R1,1) are shown in Fig. 3.6. The workload in the data network for the first representative

day of the first year is shown in Fig. 3.7.
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Figure 3.5: Normalized PV generation for the representative days 1-3 (R1,1, R2,1, R3,1) in the
first year.

Table 3.6 shows the installed BES in Case 1. As shown in this table, the expansion

planning decision is to install three BES units type K2 with total capacity of 600 kWh. The

location and installation time of the BES units are on buses B23, B26, B29 in the seventh,

third, and fourth year, respectively. The installation and operation costs of BES units are

$163,588.86 and $5,958.50, respectively. The cost of purchased energy from the main feeder

and the operation cost of distributed generation units are $417,642.92 and $340,354.47,

respectively. The total planning cost for this case is $927,544.75. Fig. 3.8 shows the upper

and lower bounds of the solution in each iteration. As shown in this figure, the upper and

lower bounds of the solution converge as the number of iteration increases. The increase in

the lower and upper bounds at 116th iteration is because of the feasibility cut passed from

the data center feasibility sub-problem (SP3).
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Table 3.5: Number of days in each representative days of each year

Year Representative Number of Days

1
R1,1 265
R2,1 12
R3,1 88

2
R1,2 131
R2,2 82
R3,2 152

3
R1,3 265
R2,3 4
R3,3 96

4
R1,4 232
R2,4 20
R3,4 113

5
R1,5 130
R2,5 234
R3,5 1

6
R1,6 136
R2,6 224
R3,6 5

7
R1,7 258
R2,7 10
R3,7 97

8
R1,8 216
R2.8 11
R3,8 138

9
R1,9 147
R2,9 114
R3,9 104

10
R1,10 179
R2,10 81
R3,10 105
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Figure 3.6: Total hourly demand in the distribution network and hourly energy price in the
first representative day of the first year.

Figure 3.7: The total workload in the first representative day of the first year.
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Table 3.6: The expansion decision for BES in Case 1

Bus Year Storage type
B23 7 K2
B26 3 K2
B29 4 K2

Table 3.7: Outages in the distribution lines

Line Year Representatives Hour
B23-B24 5 R1 13:00
B20-B23 6 R2 16:00
B16-B17 7 R3 18:00
B25-B26 4 R2 12:00

3.5.2 Case 2 – Expansion planning of the BES units considering the forecasted values with
contingencies in the distribution network

In this case, the impacts of outages in the distribution network on the expansion plans of

the BES units are addressed. The outages in the branches between buses B23-B24, B20-B23,

B16-B17, and B25-B26 are considered in the representative days of Case 1 as shown in Table

3.7. The expansion plans for the BES units are shown in Table 3.8. Compared to Case

1, three BES units are installed with total capacity of 600 kWh which is the same in Case

1. However, the location, year, and type of BES units are changed because of the branch

outages in the distribution network. The planning decision is to install one BES unit type

K1 at Bus B26 in the third year, and two BES unit type K3 at Bus B11 and B29 in the

seventh and sixth year, respectively. The installed BES units will help to serve the demand

once the distribution branches are on outage. The BES unit installed on bus B29 along with

the PV generation at Bus B32 would supply the demand on buses B30, B31, and B32 during

the outage of branch B20-B23. In Case 1, at hour 16:00 in the second representative day

of the sixth year, the demands on buses B30, B31, and B32 along with demands on buses
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Figure 3.8: The upper and lower bounds of the solution at each iteration in Case 1.

Table 3.8: The expansion decisions for BES in Case 2

Bus Year Storage type
B11 7 K3
B26 3 K1
B29 6 K3

B23-B34 in the distribution network are supplied by branch B20-B23 that carries 168.566

kW, and by the distributed generations on bus B23 as well as the PV generation units on

bus B21 and B32. During the same period in Case 2, branch B20-B23 is on outage, and the

demands on buses B30, B31, and B32 are supplied by the BES unit type K3 on bus B29

along with PV generation unit on bus B32.

Furthermore, the outage in the distribution network would lead to changes in the work-
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Figure 3.9: Power flow in the distribution network. (a) Case 1 (b) Case 2.

load process by the data centers. Fig. 3.9a. shows the power flow in a section of the

distribution network at 12:00 on the second representative day of the fourth year in Case 1,

while Fig. 3.9b. shows the power flow in the same period in Case 2 with branch B25-B26 on

outage. As shown in Fig. 3.9a, the branch B25-B26 supplies the demand in the distribution

network on buses B26, B27, and B34 as well as the demand of the data center DC2. The total

power consumption of data center DC2 on bus B27 is 99.76 kW. However, in Fig. 3.9b, the

power consumption of DC2 is zero and the workloads are redistributed among data centers

DC1 and DC3. Here, because of the outage on branch B25-B26, the BES unit is installed

on Bus B26 to merely serve the electric demand on buses B26, B27, and B34; and DC1 and

DC3 serve the received workloads and increase their demand by 99.76 kW.

The total installation cost of the BES units is $176,186.68 in this case which is higher than

that in Case 1 by $12,597.82. The operation cost of BES units is increased to $14,816.52.

The operation cost of distributed generation is increased to $350,307.34 in this case because
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of the increase in the power dispatch of DG1 and DG3 during the branch outages. The

cost of the purchased power from the main feeder is reduced to $415,336.94. The total cost

in this case is $956,647.48 which is $29,102.73 higher than that in Case 1. In Case 2, the

branch outages lead to installing different types of BES units and increase the dispatch of

the distributed generation units.

3.5.3 Case 3 – Expansion planning of the BES units with uncertainty in the forecasted
demand, electricity prices, solar PV generation and workload in data network

The stochastic solution for the BES expansion planning is presented in this case. The

uncertainties in the distribution network’s demand, the PV generation, electricity prices,

the workloads received by the data centers, and the outages of the distribution branches are

considered. The forecast errors of the uncertain parameters are represented by the Gaussian

probability distribution functions for which the mean values are the forecasted data used in

Cases 1 and 2, and the standard deviations are 3% of the mean values. The mean time to

failure (MTTF) and the mean time to repair (MTTR) for distribution branches B23-B24,

B20-B23, B16-B17, and B25-B26 are 38,400 hours and 15 hours, respectively. Monte-Carlo

simulation is used to generate 500 scenarios. Here, 8 matrices each with (500 × 87600)

data points are generated to represent 8 uncertain parameters i.e. demand, electricity price,

workload for the data centers, PV generation and the outage for four lines in 10 years. DS3

algorithm [114] is used to reduce the number of scenarios to 5 with associated probabilities

shown in Table 3.9. Similarly, for each year in each scenario, 3 representative days are

clustered using DS3 algorithm. Fig. 3.10 shows the number of days in each representative day

in each year (Rd,y) for each scenario. After applying the DS3 algorithm, three representative

days for each year are obtained in each scenario. Considering 10 years in the planning

horizon, 30 representative days are considered in each scenario as shown in Fig. 3.10. Fig.

3.11 shows the normalized PV power generation in each scenario for the first representative

day in the first year (R1,1).

Table 3.10 shows the installation plan for the BES units. Compared to Case 1, an addi-

tional 200 kWh capacity of the BES units is installed. The expansion decision is installing

one BES unit type K1 on bus B26 in the fourth year and two BES units type K2 on bus B29

and B23 in the fifth and eighth year, respectively. Compared to Case 1, the installation cost
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Figure 3.10: Number of days in the representative days in each year (Rd,y) for each scenario.

Figure 3.11: Normalized PV generation in each scenario for the first representative day in
the first year (R1,1) in Case 3.
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Table 3.9: Probability of scenarios

Scenario 1 2 3 4 5
Probability (%) 28.2 33.6 34.6 0.4 3.2

of BES units is increased to $214,286.43. Furthermore, the total expected operation costs of

the distributed generation and BES units are decreased to $338,424.69 and $3,831.28, respec-

tively. The expected cost of the power supplied from the distribution feeder is $428,202.84

which is $10,559.92 higher than that in Case 1. Table 3.11 summarizes the solution outcomes

in all cases. The total expansion and expected operation cost, in this case, is $984,745.24

which is 6.17% and 2.94% higher than the total expansion planning costs in Cases 1 and 2,

respectively. Fig. 3.12 shows the mismatch between the total required and served workloads

by the data center in each iteration for Cases 1-3. As shown in this figure, the mismatch

reaches zero after two interactions (iterations) between the DNO and DCO in Cases 1 and 2.

The workload mismatch in the data center converges to zero after four interactions between

the DNO and DCO in Case 3.

Table 3.10: The expansion decisions for BES in Case 3

Bus Year Storage type
B23 8 K2
B26 4 K1
B29 5 K2

3.5.4 The impact of EENS on the expansion planning of BES

In this section, the impact of EENS on the expansion planning of BES units is evaluated

in Case 3. Here, the acceptable EENS in the first year is 41.686 MWh which is 1% of the
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Table 3.11: Summary of the planning solutions of all cases

# Case 1 Case 2 Case 3
Total BES capacity (kWh) 600 kWh 600 kWh 800 kWh
Total investment cost ($) $163,588.86 $176,186.68 $214,286.43
Total operation cost ($) $763,955.89 $780,460.8 $770,458.81
Total planning cost ($) $927,544.75 $956,647.48 $984,745.24

Figure 3.12: The mismatch between the required and served workloads by the data centers
at each iteration in Cases 1-3.

total expected demand in the first year. The acceptable EENS increases by 5% annually.

Therefore, the acceptable total EENS for the planning horizon is 524.32 MWh. The value

of lost load is the same as in previous cases. Table 3.12 shows the expansion plans for the

BES units in this case. The expansion planning decision is to install 500 kWh BES units,

which is 300 kWh lower than the installed capacity once the acceptable total EENS is zero.

Consequently, the investment cost for BES units is reduced to $139,983.58 with the total

EENS of 4063.451 kWh. The penalty associated with the curtailed demand is $15,876.55
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Table 3.12: The expansion decisions in Case 3 with the total acceptable EENS of 524.32
MWh

Bus Year Storage type
B23 7 K3
B26 3 K2
B29 4 K2

and total operation cost is $802,510.48. The total expansion planning cost is $958,370.61

which is 2.68% lower than that in Case 3 with zero acceptable total EENS.

The total EENS, the investment cost for the BES units, the total operation and planning

costs as well as the cost associated with the curtailed demand for Case 3 are shown in Table

3.13 with the changes in the VOLL from $10/kWh to $50/kWh. As shown in this table, as the

VOLL increases, the total EENS is reduced because of the increase in the penalty associated

with the curtailed demand. Consequently, the operation cost is reduced. Moreover, the

increase in the VOLL will increase the installed capacity of the BES units to reduce the

total EENS. Consequently, the investment cost and the total planning cost are increased

with the increase in the VOLL.

Table 3.13: The impact of VOLL on the investment, operation, and total planning costs

VOLL
($/kWh)

Total EENS
(kWh)

Investment
Cost ($)

Operation
Cost ($)

Demand
Curtailment
Cost ($)

Total
Planning
Cost ($)

50 0 214,286 770,458 0 984,745
40 482 202,775 774,474 7,441 984,691
30 2390 163,588 788,395 27,650 979,634
20 2390 163,588 788,395 18,433 970,417
10 4063 139,983 802,510 15,876 958,370
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3.6 Conclusion

A scenario based expansion planning framework is proposed in this chapter for optimal

sizing and location the BES units in the distribution network with data center facilities.

The planning algorithm seeks to minimize the installation cost, the operation cost of the

distribution network while providing sufficient power supply to the data centers and ensuring

the reliability of the distribution network. The proposed algorithm captures the interactions

between DNO and DCO using the Bender decomposition technique. Monte Carlo simulation

is used to generate a large number of scenarios based on the probability distribution functions

representing the forecast errors in uncertain parameters. DS3 clustering technique is used

to perform scenario reduction and select the effective scenarios. The modified IEEE-34

bus distribution network with three data centers is used to validate the effectiveness of the

proposed algorithm. The numerical results show that incorporating the uncertainty in the

availability of the distribution lines, electricity demand and prices, workloads in the data

network, and generation of PV units will lead to an increase in the installed BES capacity in

the distribution network. Moreover, the outages in the distribution branches lead to changes

in the location and types of the BES units and consequently, changes in the expansion

planning costs and resource allocation strategies in data centers to process the received

workloads. The impact of EENS on the expansion planning decisions is evaluated. It is

shown that the total expansion planning cost is reduced as the EENS increases. Moreover,

as the VOLL increases, the total EENS decreases, and the investment cost and the total

planning cost increase.

86



Chapter 4

Distributionally Robust Generation Expansion Planning of Gas-Fired Distributed

Generation with Demand Response

This chapter proposes a distributionally robust expansion planning framework for the

gas-fired distributed generation in the interconnected distribution and natural gas networks

with demand response. The proposed formulation accounts for the uncertainties associ-

ated with the electricity demand, natural gas demand, PV generation outputs, and demand

bidding price. The ambiguity sets for the uncertain variables are constructed based on

the Wasserstein distance. The expansion planning decisions are obtained under the worst

probability distributions of the uncertain parameters. The problem is decomposed using

Benders decomposition and solved in multi-stages to preserve the autonomous operation of

the independent networks. The expansion planning of the gas-fired distributed generation

is determined in the master problem, and the feasibility and optimality of the decisions in

the power and natural gas networks are ensured using the corresponding sub-problems. The

modified IEEE 34-bus distribution network connected with a 11-node natural gas network

and the modified IEEE 123-bus system with a 28-node natural gas network are used to val-

idate the efficiency of the proposed planning framework. The contributions of this chapter

are summarized as follows:

– The formulated expansion planning for GFDG is solved in a decentralized fashion using

Benders decomposition to ensure the autonomous operation of DSO and natural gas sup-

plier.

– The power distribution and natural network operation problems are formulated as

DRO problems in which the empirical samples of electricity and natural gas demands, PV

generation, and demand bids are used to form the empirical probability distributions. The

Wasserstein distance is used as a measure to form the ambiguity set.

– The expansion planning problem is solved as a multi-stage optimization problem, and
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Benders decomposition is used to coordinate the long-term expansion planning decisions

with the robust short-term operation decisions. The short-term operation problems are re-

formulated into linear programming problems.

The rest of the paper is organized as follows: A list of symbols used in this chapter

is presented in Section 4.1. The problem formulation is presented in Section 4.2, and the

problem reformulation is discussed in Section 4.3. The solution methodology is presented

in Section 4.4. Section 4.5 presents the numerical results and the conclusions are derived in

Section 4.6.

4.1 List of Symbols

Indices and Sets:

b Index of bus

d Index of demand

e Index of electricity network

f Index of the distribution feeder

g Index of the distributed generation unit other than

the gas-fired distributed generation unit

h Index of gas-fired distributed generating unit

i Index of sample

j Index of natural gas node

k Index of cost function segment

l Index of distribution branch

m Index of responsive load block

p Index of natural gas pipeline

r Index of responsive load

s Index of season

t Index of hour

u Index of natural gas supplier

v Index of the PV generation unit

y Index of year
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q Index of battery storage system

D Set of non-responsive loads in the power distribution network

F Set of the distribution feeders

G Set of distributed generation units

L Set of natural gas loads

R Set of responsive loads in the distribution network

Q Set of battery storage units in the distribution network

U Set of natural gas suppliers

Ω(.) Set of candidate buses/nodes to install gas-fired distributed

generation units

Variables:

Ib,yh Binary decision variable for installing the gas-fired distributed

generation unit

P s,y
(.),t Real power dispatch of a unit

Qs,y
(.),t Reactive power dispatch of a unit

P s,y
d,t Real demand

Qs,y
d,t Reactive demand

P s,y
l,t Real power flow in a branch

Qs,y
l,t Reactive power flow in a branch

U s,y
b,t Squared of bus voltage

Ls,y
m,d,t Responsive load in block m

F s,y
u,t Volume of natural gas supply

f s,y
p,t Natural gas flow in a pipeline

πb,y
h ,Γs,y

h,t Dual variables

si, λ, γ, η Auxiliary variables

Parameters:

A
(.)
b Element of unit-bus incidence matrix

Bl
b Element of line-bus incidence matrix Bl

b ∈ {−1, 0, 1}

Ch Investment cost of gas-fired generating unit

Cg
k Marginal generation cost at segment k
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Dd
b Element of demand-bus incidence matrix

ds,y,max
m,d,t Maximum responsive load in block m

Eu
j Element of natural gas supply-node incidence matrix

Gp
j Element of natural gas pipeline-node incidence matrix

Hd
j Element of natural gas demand-node incidence matrix

Ns Number of days in a season

NR Number of blocks in responsive load

Pmax
(.) Maximum real power dispatch of a unit

Pmin
(.) Minimum real power dispatch of a unit

Qmax
(.) Maximum reactive power dispatch of a unit

Rl Resistance of distribution line l

Smax
l The capacity of the distribution branch

T(.) Number of time steps

Xl Inductive reactance of distribution line l

κchq Efficiency of charging of battery storage units

κdcq Efficiency of discharging of battery storage units

ρs,yf,t Electricity price

ρs,yn Natural gas price

ϵ(.) Wasserstein radius

Uncertain Parameters:

ω̃s,y
(.),t Forecast error of net load.

ξ̃s,ym,t Bidding price of the responsive load ($/kWh).

4.2 Problem Formulation

In this section, the expansion planning problem is formulated in the power distribution

and natural gas networks. The objective function is shown in (4.1), in which the first term

represents the investment cost on GFDG considering the annual discount rate (ϑ). The

second term represents the expected operation cost of the distribution network, consider-

ing the worst-case probability distribution of the net demand. The third term represents

the negative demand surplus for the responsive load, considering the worst-case probability
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distribution for the demand bids. The fourth term in (4.1) represents the expected opera-

tion cost of the natural gas network considering the worst-case probability distribution of

the natural gas demand. The constraints of this problem are shown in (4.2)-(4.41). It is

assumed that no more than one GFDG is installed on each bus of the power distribution

network in the planning horizon as enforced by (4.2). The expected operation cost of the

distributed generation units, the expected cost of feeder energy, the expected operation cost

of battery storage units, the responsive demand surplus, and the expected cost of the natu-

ral gas network are shown in (4.3)-(4.7), respectively. In (4.5), the charging and discharging

modes are denoted by ch and dc, respectively.

min
∑
y

(1 + ϑ)1−y.(
∑
b

∑
h

Ch.I
b,y
h ) + sup

P∈P
EP {Ψg (xg, ω̃e) + Ψf(xf , ω̃e) + Ψq(xq, ω̃e)}

− sup
Q∈Q

EQ

{
Ψr(xr, ξ̃)

}
+ sup

N∈N
EN {Ψn(xn, ω̃n)} (4.1)

Ty∑
y=1

∑
h

Ib,yh ≤ 1 ; ∀b ∈ Ωb (4.2)

Ψg(xg, ω̃e) =

Ty∑
y=1

(1 + ϑ)1−y.

(
Ts∑
s=1

Ns.
Tt∑
t=1

((∑
g∈H

(
K∑
k=1

Cg
k .
(
P s,y
g,t + σs,y

g,t .ω̃
s,y
e,t

)))))

=

Ty∑
y=1

Ts∑
s=1

Tt∑
t=1

((∑
g∈G

(
K∑
k=1

(
as,yg,t .ω̃

s,y
e,t + bs,yg,t

))))
(4.3)

Ψf (xf , ω̃e) =

Ty∑
y=1

(1 + ϑ)1−y.

(
Ts∑
s=1

Ns.
Tt∑
t=1

(∑
f∈F

(
ρs,yf,t .

(
P s,y
f,t + σs,y

f,t .ω̃
s,y
e,t

))))

=

Ty∑
y=1

Ts∑
s=1

Tt∑
t=1

(
as,yf,t .ω̃

s,y
e,t + bs,yf,t

)
(4.4)
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Ψq(xq, ω̃e) =

Ty∑
y=1

(1 + ϑ)1−y.
Ts∑
s=1

Ns.

( Tt∑
t=1

∑
q∈Q

ρq.
(
P ch,s,y
q,t + P dc,s,y

q,t + σs,y
q,t .ω̃

s,y
e,t

))

=

Ty∑
y=1

Ts∑
s=1

Tt∑
t=1

(
as,yq,t .ω̃

s,y
e,t + bs,yq,t

)
(4.5)

Ψr(xr, ξ̃) =

Ty∑
y=1

(1 + ϑ)1−y.

(
Ts∑
s=1

Ns.
Tt∑
t=1

((∑
d∈R

NR∑
m=1

ξ̃s,ym,t.L
s,y
m,d,t

)))
(4.6)

Ψn(xn, ω̃n) =

Ty∑
y=1

(1 + ϑ)1−y.

(
Ts∑
s=1

Ns.
Tt∑
t=1

ρs,yn .

((∑
u∈U

F s,y
u,t + σs,y

u,t .ω̃
s,y
n,t

)))

=

Ty∑
y=1

Ts∑
s=1

Tt∑
t=1

(
as,yn,t.ω̃

s,y
n,t + bs,yn,t

)
(4.7)

The distribution network operation constraints are presented in (4.8)-(4.35). The lin-

earized power flow constraint is shown in (4.8). In (4.9), the nodal voltage is constrained by

the upper and lower values. The capacity of the distribution branch is approximated by the

linear approximation of the circular constraints [117] as shown in (4.10)-(4.12). The reactive

power dispatch of PV generation unit is limited by the upper and lower bounds as shown in

(4.13).

Bl
b.U

s,y
b,t = 2.

(
Ri,j

l .P
s,y
l,t +X i,j

l .Qs,y
l,t

)
; ∀t,∀s,∀y (4.8)(

V min
b

)2 ≤ U s,y
b,t ≤ (V max

b )2 ;∀b,∀t,∀s,∀y (4.9)

−
√
3.(P s,y

l,t + Smax
l ) ≤ Qs,y

l,t ≤ −
√
3.(P s,y

l,t − Smax
l );∀l,∀t, ∀s, ∀y (4.10)

−
√
3

2
.Smax

l ≤ Qs,y
l,t ≤

√
3

2
.Smax

l ;∀l,∀t,∀s,∀y (4.11)

√
3.(P s,y

l,t − Smax
l ) ≤ Qs,y

l,t ≤
√
3.(P s,y

l,t + Smax
l ) ; ∀l,∀t, ∀s, ∀y (4.12)

−Qmax
v ≤ Qs,y

v,t ≤ Qmax
v ; ∀v,∀t,∀s,∀y (4.13)
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The uncertainties in electricity demand and the PV generation are represented by net de-

mand forecast error (ω̃s,y
t ) shown in (4.14) where P̃ s,y

(.),t and P s,y

(.),t are the actual and forecasted

values. In (4.15)-(4.18), the affine rules for the power adjustment of distributed generation

units other than GFDG as well as the feeder in response to the total net demand forecast

error are shown. The nodal real and reactive power balances are shown in (4.19) and (4.20),

respectively. The real and reactive power outputs of a distributed generating unit other than

the GFDG unit, are limited to the unit’s capacity, as shown in (4.21) and (4.22), respectively.

Similarly, in (4.23) and (4.24), the real and reactive power outputs of the installed GFDG

unit are limited by their maximum and minimum values. The real and reactive power dis-

patch of the main distribution feeder is limited by (4.25)-(4.26), considering the minimum

power factor.

ω̃s,y
e,t =

∑
b

( ∑
d∈D∪R

(
P̃ s,y
d,t − P

s,y

d,t

)
−
∑
v

(
P̃ s,y
v,t − P

s,y

v,t

))
;∀t,∀s,∀y (4.14)

0 ≤ σs,y
g,t ≤ 1 ; ∀g,∀t,∀s,∀y (4.15)

0 ≤ σs,y
f,t ≤ 1; ∀f, ∀t, ∀s,∀y (4.16)

0 ≤ σs,y
q,t ≤ 1;∀q,∀t,∀s,∀y (4.17)∑

g

σs,y
g,t +

∑
f

σs,y
f,t +

∑
q

σs,y
q,t = 1 ; ∀t,∀s,∀y (4.18)

∑
f

Af
b .(P

s,y
f,t + σs,y

f,t .ω̃
s,y
e,t )+

∑
g

Ag
b .(P

s,y
g,t + σs,y

g,t .ω̃
s,y
e,t )+

∑
h

Ah
b .P

s,y
h,t +

∑
v

Av
b .P̃

s,y

v,t+
∑
l

Bl
b.P

s,y
l,t

+
∑
q

Aq
b.(P

dc,s,y
q,t − P ch,s,y

q,t + σs,y
q,t .ω̃

s,y
e,t ) =

∑
d∈D

Dd
b .P̃

s,y
d,t +

∑
d∈R

Dd
b .

NR∑
m=1

Ls,y
m,d,t ; ∀b,∀t,∀s,∀y

(4.19)
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∑
f

Af
b .Q

s,y
f,t +

∑
g

Ag
b .Q

s,y
g,t+

∑
h

Ah
b .Q

s,y
h,t +

∑
v

Av
b .Q

s,y
v,t +

∑
l

Bl
b.Q

s,y
l,t +

∑
q

Aq
b.Q

s,y
q,t

=
∑
d∈D

Dd
b .
(
tan(cos−1 θd).P̃

s,y
d,t

)
+
∑
d∈R

Dd
b . tan(cos

−1 θd).
NR∑
m=1

Ls,y
m,d,t ; ∀b, ∀t, ∀s, ∀y (4.20)

Pmin
g ≤ P s,y

g,t + σs,y
g,t .ω̃

s,y
e,t ≤ Pmax

g ;∀g,∀t,∀s,∀y (4.21)

−Qmax
g ≤ Qs,y

g,t ≤ Qmax
g ;∀g,∀t,∀s,∀y (4.22)

Pmin
h .Ib,yh ≤ P s,y

h,t ≤ Pmax
h .Ib,yh ;∀h,∀t,∀s,∀y (4.23)

−Qmax
h .Ib,yh ≤ Qs,y

h,t ≤ Qmax
h .Ib,yh ;∀h,∀t, ∀s, ∀y (4.24)

Pmin
f ≤ P s,y

f,t + σs,y
f,t .ω̃

s,y
e,t ≤ Pmax

f ;∀f, ∀t,∀s,∀y (4.25)

−tan (θf ) .P
s,y
f,t ≤ Qs,y

f,t ≤ tan (θf ) .P
s,y
f,t ;∀f, ∀t,∀s,∀y (4.26)

The operation constraints for the battery storage units are given in (4.27)-(4.32). Since

the expected operation cost of the battery storage units is minimized in the objective function

(4.1), the discharging and charging states are mutually exclusive [118, 119]. The available

hourly energy of the battery storage is limited by the battery capacity limits as shown in

(4.27) and determined using the hourly charging and discharging power as enforced by (4.28).

The starting and final values of the stored energy in the battery storage are equal to an initial

value as enforced by (4.29). The limits on discharging and charging of the battery storage

units are presented in (4.30) and (4.31), respectively. Here, the battery participation factor

in response to the net demand uncertainty is considered [120]. The reactive power of the

battery storage units is within the limits as enforced by (4.32).

Emin
q ≤ Es,y

q,t ≤ Emax
q (4.27)

Es,y
q,t = Es,y

q,t−1 + (κchq · pch,s,yq,t −
pdc,s,yq,t

κdcq
) (4.28)

Es,y
q,1 = Es,y

q,Tt
= Eini

q (4.29)

0 ≤ pdc,s,yq,t + σs,y
q,t .ω̃

s,y
e,t ≤ pmax

q (4.30)
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0 ≤ pch,s,yq,t − σs,y
q,t .ω̃

s,y
e,t ≤ pmax

q (4.31)

−Qmax
q ≤ Qs,y

q,t ≤ Qmax
q (4.32)

Demand response (DR) programs provide several benefits in the planning and operation

of the electricity network, including savings in customers’ energy costs, reduction in the

energy production costs, improving system reliability, and reducing the risk of unexpected

outages [121, 122]. The capacity of the responsive load is restricted by the total load as

shown in (4.33) [123]. The responsive load at each block of the bidding curve is limited by

the upper and lower bounds as enforced by (4.34). The total daily deployed demand response

is limited by an upper bound (EDmax
d,s,y) as shown in (4.35).

0 ≤
NR∑
m=1

Ls,y
m,d,t ≤ P̃ s,y

d,t ;∀d ∈ R,∀t,∀s,∀y (4.33)

0 ≤ Ls,y
m,d,t ≤ ds,y,max

m,d,t ;∀d ∈ R,∀m,∀t, ∀s,∀y (4.34)

∑
t

(P̃ s,y
d,t −

NR∑
m=1

Ls,y
m,d,t) ≤ EDmax

d,s,y ;∀d ∈ R,∀s,∀y (4.35)

The operation constraints of the natural gas network are presented in (4.36)-(4.41). The

uncertainty in the natural gas demand is represented by the forecast error (ω̃s,y
n,t) in (4.36).

Constraints (4.37)-(4.38) present the affine rules for adjusting the natural gas supply in re-

sponse to the forecast error in natural gas demand. To reduce the complexity of the long-term

expansion planning problem, the nodal demand and supply balance and the limitation on

the natural gas flow in the pipelines are considered [49,50,53]. The nodal supply and demand

balance for the natural gas network is enforced by (4.39). The natural gas consumption of

the GFDG unit is determined using its power output as shown in (4.39), where ζh is the

energy conversion efficiency of the unit. The natural gas supply is limited by the minimum

and maximum limits as shown in (4.40). The natural gas flow in the pipeline is limited by

the pipeline capacity as enforced by (4.41).

ω̃s,y
n,t =

∑
d∈L

(P̃ s,y
d,t − P

s,y

d,t ); ∀t, ∀s,∀y (4.36)
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0 ≤ σs,y
u,t ≤ 1; ∀u,∀t,∀s,∀y (4.37)∑

u

σs,y
u,t = 1; ∀u,∀t,∀s,∀y (4.38)

∑
u

Eu
j .(F

s,y
u,t +σ

s,y
u,t .ω̃

s,y
n,t) =

∑
p

Gp
j .f

s,y
p,t +

∑
d∈L

Hd
j .P̃

s,y
d,t +

∑
d∈Ωj

Hd
j .(ζh.P

s,y
h,t ) ;∀j,∀t,∀s,∀y (4.39)

Fmin
u ≤ F s,y

u,t + σs,y
u,t .ω̃

s,y
n,t ≤ Fmax

u ; ∀u,∀t,∀s,∀y (4.40)

fmin
p ≤ f s,y

p,t ≤ fmax
p ; ∀p,∀t,∀s,∀y (4.41)

4.3 Problem Reformulation

In order to reformulate the problem, first we define the ambiguity set using the Wasser-

stein distance metric, and later we reformulate the problem into an MILP problem. Given

the probability distributions P1,P2 ∈ M(Ξ), where M(Ξ) is the space of all probability

distributions P and Ξ is the support set, the Wasserstein distance between the probabil-

ity distributions P1 and P2 is defined as (4.42) [62, 63, 65, 66, 124]. Here, ∥.∥ can represent

any norm on Rm and Π is the joint probability distribution of the uncertain variables ξ1

and ξ2 with marginal probability distributions P1 and P2 respectively. In this chapter, the

1-Wasserstein distance metric [124], i.e., the L1-norm distance is used. The Wasserstein

distance-based ambiguity set is defined in (4.43) in which the empirical distribution PN is

centered in the Wasserstein ball with radius ϵ(N). The radius ϵ(N) is calculated using (4.44)

and (4.45) [62,63], [65] given the confidence level β, the sample size N , and the mean value of

samples µ. The Wasserstein-based ambiguity set has the following properties [124]: a) finite

sample guarantee, b) the solution of the data-driven converges to the stochastic solution as

N tends to ∞, and c) tractable reformulation.

dw (P1,P2)= inf

{∫
Ξ2

∥ξ1−ξ2∥ Π(dξ1, dξ2) (4.42)

Ξ:= {P∈M(Ξ) | dw (PN ,P)≤ ϵ(N)} (4.43)

ϵ(N) =D.

√
2

N
log(

1

1− β
) (4.44)

96



D = min
δ≥0

2

√√√√ 1

2.δ

(
1 + ln

(
1

N

N∑
i=1

eδ(∥ξ̂i−µ∥)
))

(4.45)

The second and third terms in the objective function (4.1) are piece-wise affine func-

tions. Assuming that the uncertainty set of the net demand is represented by a polytope,

the uncertainty set is given as: Ξ = ω̃e ∈ Rm : Ce.ω̃e ≤ de. Using the Corollary 5.1 in [124],

the worst-case expected operation cost of distributed generation is determined by formulat-

ing (4.46a)-(4.46c), where γei,k is a positive variable and ω̃s,y
e,t in (4.14) is simplified to ω̃e.

Here, L∞ norm in (4.46c) is represented by a set of linear constraints (4.46d)-(4.46f) [64].

Similar formulation is used to determine the worst-case expected operation cost of the main

distribution feeder considering the worst-case probability distribution of the net demand.

sup
P∈P

EP {Ψg(xg, ω̃e)} = inf
λ,si,γi,k

(λe. ϵe +
1

Ne

Ne∑
i=1

sei ) (4.46a)

s.t Ψg

(
xg, ω̂

i
e

)
+ γe,⊺i,k .

(
de − Ce.ω̂

i
e

)
≤ sei , ∀i ≤ Ne, k ≤ K (4.46b)∥∥Ce

Tγei,k − aek
∥∥
∞ ≤ λe, ∀i ≤ Ne, k ≤ K (4.46c)

ηe≤λe (4.46d)

ηe≥Ce
Tγei,k − aek, ∀i ≤ Ne, k ≤ K (4.46e)

ηe≥−(Ce
Tγei,k − aek), ∀i ≤ Ne, k ≤ K (4.46f)

The fourth term in the objective function is the demand surplus which is a concave

function. Assuming that the uncertainty set of demand bids is a polytope Ξ = ξ̃ ∈ Rm :

Cr.ξ̃ ≤ dr. According to Corollary 5.4 in [124], the worst-case expected demand surplus

in the fourth term of (4.1) is determined by formulating (4.47a)-(4.47c) where xr is the

responsive demand in each block and γri is a positive variable.

sup
Q∈Q

EQ

{
Ψr(xr, ξ̃)

}
= inf

λ,si,γi

(λr. ϵr +
1

Nr

Nr∑
i=1

sri ) (4.47a)

s.t −Ψ r

(
xr, ξ̂i

)
+ γr,⊺i .

(
dr − Cr.ξ̂i

)
≤ sri , ∀i ≤ Nr (4.47b)
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∥∥xr − Cr
Tγri
∥∥
∞ ≤ λr, ∀i ≤ Nr (4.47c)

The expected operation cost of the natural gas network under the worst-case PDF of

natural gas demand is shown in the fifth term of the objective function (4.1). This term

is a piece-wise affine function with k = 1, as shown in (4.7). The uncertain natural gas

load is within a polytope defined by Ξ = ω̃n ∈ Rm : Cn.ω̃n ≤ dn. Therefore, the worst-case

expected operation cost for the natural gas network is determined by solving (4.48a)-(4.48c),

(4.36)-(4.41) where, ω̃s,y
n,t in (4.36) is simplified to ω̃n.

sup
N∈N

EN {Ψn(xn, ω̃n)} = inf
λ,si,γi,k

(λn. ϵn +
1

Nn

Nn∑
i=1

sni ) (4.48a)

s.t Ψn

(
xn, ω̂

i
n

)
+ γn,⊺i,k .

(
dn − Cn.ω̂

i
n

)
≤ sni , ∀i ≤ Nn, k = 1 (4.48b)∥∥Cn

Tγni,k − ank
∥∥
∞ ≤ λn, ∀i ≤ Nn, k = 1 (4.48c)

By incorporating the above reformulations, the problem (4.1)-(4.41) is reformulated in

(4.49), (4.2)-(4.7), (4.46b),(4.46d)-(4.46f), (4.47b)-(4.47c), (4.48b)-(4.48c), the distribution

operation constraints (4.8)-(4.35), and the natural gas operation constraints (4.36)-(4.41).

min
∑
y

(1 + ϑ)1−y.(
∑
i

∑
h

Ch.I
b,y
h ) + λe.ϵe

+
1

Ne

Ne∑
i=1

sei + λr.ϵr +
1

Nr

Nr∑
i=1

sri + λn.ϵn +
1

Nn

Nn∑
i=1

sni (4.49)

4.4 Solution Methodology

This section presents the decentralized framework to solve the GFDG expansion planning

problem in the interconnected power distribution and natural gas networks. Here, the dis-

patch of the GFDG unit, i.e., P s,y
h,t is shared between the DSO and the natural gas supplier,

and the decentralized framework is solved in the following stages.
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4.4.1 Master Problem

The expansion planning problem is formulated as a master problem (MP) (4.50a)-(4.50b),

and (4.2). The objective is to minimize the lower bound of the solution, which is the

investment costs of GFDG as shown in (4.50b). Once the MP is solved, the expansion

decisions, i.e., Îb,yh , are sent to the distribution network feasibility check subproblem (SP1).

min Zlower (4.50a)

Zlower ≥
∑
y

(1 + ϑ)1−y.(
∑
b

∑
h

Ch.I
b,y
h ) (4.50b)

4.4.2 Sub-Problems

The distribution network feasibility sub-problem (SP1) is formulated in (4.51a)-(4.51d)

and the distribution network operation constraints (4.8)-(4.18) and (4.21)-(4.35). The ob-

jective of SP1 (4.51a) is to minimize the mismatch in electricity generation and demand in

the distribution network. The slack variables are introduced in the real and reactive power

balance constraints (4.51b) and (4.51c) to capture the mismatch in real and reactive power

generation and demand. The expansion planning decisions are fixed to the solution obtained

from the MP using (4.51d). Here, the planning decision (Ib,yh ) is a continuous variable in the

sub-problems.

min W1 =
∑
y

∑
s

∑
t

∑
b

(Z1,s,y
b,t + Z2,s,y

b,t + Z3,s,y
b,t + Z4,s,y

b,t ) (4.51a)

∑
f

Af
b .(P

s,y
f,t + σs,y

f,t .ω̃
s,y
e,t )+

∑
g

Ag
b .(P

s,y
g,t + σs,y

g,t .ω̃
s,y
e,t )+

∑
h

Ah
b .P

s,y
h,t +

∑
v

Av
b .P̃

s,y

v,t+
∑
l

Bl
b.P

s,y
l,t

+
∑
q

Aq
b.(P

dc,s,y
q,t − P ch,s,y

q,t + σs,y
q,t .ω̃

s,y
e,t ) + Z1,s,y

b,t − Z2,s,y
b,t

=
∑
d∈D

Dd
b .P̃

s,y
d,t +

∑
d∈R

Dd
b .

NR∑
m=1

Ls,y
m,d,t ; ∀b,∀t,∀s,∀y (4.51b)
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∑
f

Af
b .Q

s,y
f,t +

∑
g

Ag
b .Q

s,y
g,t+

∑
h

Ah
b .Q

s,y
h,t +

∑
v

Av
b .Q

s,y
v,t +

∑
l

Bl
b.Q

s,y
l,t +

∑
q

Aq
b.Q

s,y
q,t

+ Z3,s,y
b,t − Z4,s,y

b,t =
∑
d∈D

Dd
b .
(
tan(cos−1 θd).P̃

s,y
d,t

)
+
∑
d∈R

Dd
b . tan(cos

−1 θd).
NR∑
m=1

Ls,y
m,d,t ; ∀b,∀t,∀s,∀y (4.51c)

Ib,yh = Îb,yh : πb,y
h ;∀h,∀b,∀y (4.51d)

If the SP1 is infeasible, the feasibility cut in (4.52) is formed and sent to the MP.

Ŵ1 +
∑
y

∑
b

∑
h

π̂b,y
h .(Ib,yh − Îb,yh ) ≤ 0 (4.52)

Next, the natural gas network feasibility sub-problem (SP2) is presented in (4.53a)-

(4.53c), (4.36)-(4.38) and (4.40)-(4.41). The objective is to minimize the natural gas supply

and demand mismatch in the natural gas network. Here, slack variables are introduced in

the natural gas nodal balance constraint (4.53b) to capture mismatch in the nodal supply

and demand. The dispatch for the GFDG units is fixed to the solution of the sub-problem

SP1 as shown in (4.53c).

min
∑
y

∑
s

∑
t

W s,y
2,t =

∑
y

∑
s

∑
t

∑
j

(Z1,s,y
j,t + Z2,s,y

j,t ) (4.53a)

∑
u

Eu
j .(F

s,y
u,t + σs,y

u,t .ω̃
s,y
n,t) =

∑
p

Gp
j .f

s,y
p,t +

∑
d∈L

Hd
j .P̃

s,y
d,t

+ Z1,s,y
j,t − Z2,s,y

j,t +
∑
d∈Ωj

Hd
j .(ζh.P

s,y
h,t ) ; ∀j,∀t, ∀s,∀y (4.53b)

P s,y
h,t = P̂ s,y

h,t : Γs,y
h ;∀h,∀t, ∀s,∀y (4.53c)
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If the SP2 is infeasible, the feasibility cut (4.54) is generated and sent to the sub-problem

SP1 solved by the DSO.

Ŵ s,y
2,t +

∑
h

Γ̂s,y
h,t .(P

s,y
h,t − P̂ s,y

h,t ) ≤ 0; ∀t, ∀s, ∀y (4.54)

Once the sub-problems SP1 and SP2 are feasible, the DSO solves the distribution network

optimality sub-problem (SP3) in (4.55a)-(4.55b), (4.3)-(4.6), (4.8)-(4.35), (4.46b),(4.46d)-

(4.46f), (4.47b)-(4.47c), and (4.51d). If the solution obtained from the MP, i.e., Îb,yh is not

optimal, the optimality cut (4.56) is added to the MP.

min W3 (4.55a)

W3≥λe.ϵe+
1

Ne

Ne∑
i=1

sei+λr.ϵr+
1

Nr

Nr∑
i=1

sri (4.55b)

Zlower ≥
∑
y

(1 + ϑ)1−y.(
∑
i

∑
h

Ch.I
b,y
h ) + Ŵ3 +

∑
y

∑
b

∑
h

π̂b,y
h .(Ib,yh − Îb,yh ) (4.56)

Subsequently, the natural gas supplier solves the natural gas optimality sub-problem

(SP4) (4.57), (4.7), (4.36)-(4.41), (4.48b)-(4.48c), and (4.53c). If the solution procured by

the DSO in the sub-problem SP3, i.e., P̂ s,y
h,t , is not optimal in the sub-problem SP4, the

optimality cut in (4.58) is sent to the sub-problem SP3.

min W4 = λn.ϵn+
1

Nn

Nn∑
i=1

sni (4.57)

W3 ≥ λe.ϵe+
1

Ne

Ne∑
i=1

sei+λr.ϵr+
1

Nr

Nr∑
i=1

sri + Ŵ4 +
∑
y

∑
s

∑
t

∑
h

Γ̂s,y
h,t .

(
P s,y
h,t − P̂ s,y

h,t

)
(4.58)

4.4.3 Proposed Algorithm

The implementation of the proposed algorithm for solving the natural gas expansion

planning in the interconnected distribution and natural gas networks is as follows:

Step 0: Initialization:

- Obtain the forecasted values and empirical samples of the historical data for each
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uncertain variable.

- Calculate the Wasserstein radius for each uncertain parameter according to (4.44)-

(4.45).

- Set count iteration τ = 0.

- Set the predefined tolerance ϵ.

Step 1: Solve the MP and update the expansion decision Îb,yh and Z(τ)
lower.

Step 2: Solve the SP1 for the procured planning decision Îb,yh from the MP.

Step 3: Solve the SP2 for the procured GFDG dispatch P̂ s,y
h,t from the SP1.

Step 4: Check if SP2 is feasible, i.e.,
∑

y

∑
s

∑
t Ŵ

s,y
2,t = 0, then go to Step 5. Otherwise, add

feasibility cut (4.54) to the SP1 and go to Step 2.

Step 5: Check if SP1 is feasible, i.e., Ŵ1 = 0, then go to Step 6. Otherwise, add feasibility

cut (4.52) to the MP and go to Step 1.

Step 6: Solve the SP3 for the procured planning decision Îb,yh from the MP.

Step 7: Solve the SP4 for the procured GFDG dispatch P̂ s,y
h,t from the SP3.

Step 8: Calculate the upper and lower bounds of the operation solution UB and LB according

to (4.59) and (4.60) respectively.

UB = λ̂e.ϵe+
1

Ne

Ne∑
i=1

ŝei+λ̂r.ϵr+
1

Nr

Nr∑
i=1

ŝri + λ̂n.ϵn+
1

Nn

Nn∑
i=1

ŝni (4.59)

LB = Ŵ3 (4.60)

Step 9: If |UB−LB|
|UB+LB|≤ε is satisfied, then go to Step 10; otherwise, generate the optimality cut

(4.58) and add it to SP3 and go to Step 6.

Step 10: Calculate the upper bound of the planning solution (Z(τ)
upper) using (4.61).

Z(τ)
upper =

∑
y

(1 + ϑ)1−y.(
∑
b

∑
h

Ch.Î
b,y

h ) + Ŵ3 (4.61)

Step 11: If
∣∣∣Z(τ)

upper−Z
(τ)
lower

∣∣∣∣∣∣Z(τ)
upper+Z

(τ)
lower

∣∣∣≤ε, then terminate the algorithm. Otherwise, send the optimality

cut (4.56) to the MP, increase the iteration index τ = τ +1, and go to Step 1. The flowchart

of the proposed framework is shown in Fig. 4.1.
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Figure 4.1: The flowchart of the proposed algorithm.
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Table 4.2: GFDG Units’ Characteristics

Type Pmax

(kW)
Qmax

(kvar)
IC

($/kW )
ζh

(%)
GF1 350 175 710 32%
GF2 250 125 650 31%

Table 4.3: Distributed Generation Units’ Characteristics

Units Bus Pmax (kW ) Qmax (kvar) $/kWh2 $/kWh
DG1 B9 260 180 0.00015 0.0025
DG2 B20 200 100 0.00028 0.038

4.5 Numerical Results

In this section, the modified IEEE 34-bus distribution network interconnected with the

11-node natural gas network [51] is used to evaluate the effectiveness of the proposed ex-

pansion planning framework. The network topology is shown in Fig. 4.2. The maximum

capacity of the main distribution feeder is 1.6 MVA with a minimum power factor of 0.8.

As shown in Fig. 4.2, the gas supplier is at node 4 and has a capacity of 6000 m3/h [51].

There are two potential candidates for the GFDG units as shown in Table 4.2 [125]. The

characteristics of other distributed generation and photovoltaic generation units are shown

in Tables 4.3 and 4.4, respectively. The battery storage units’ characteristics are shown in

Table 4.5 [126] and the battery operation costs are estimated using the formulation in [127].

The efficiency of discharging and charging of the battery storage units is 90%. The seasonal

values of the natural gas demand and price are the average of the monthly values in a sea-

son, which are obtained from [128] and [129], respectively. The conversion efficiencies (ζh) of

GFDG units are 32% and 31% for types GF1 and GF2, respectively. Buses B19, B21, B23,

B24, B29, and B33 are the candidate buses for installing GFDG units.

The historical data for the hourly energy prices and normalized electricity demand pro-
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Figure 4.2: The modified IEEE 34-bus distribution network interconnected with an 11-node
natural gas network.
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Table 4.4: PV units’ Characteristics

PVs Bus Pmax (kW ) Qmax (kvar)
PV1 B10 150 75
PV2 B28 300 150
PV3 B32 160 80
PV4 B34 250 125

Table 4.5: Characteristics of battery storage units

Battery Bus ρq
($/kWh)

Emax

(kWh)
Pmax

(kW )
Qmax

(kvar)
BS1 11 0.18 400 100 60
BS2 26 0.17 200 50 35
BS3 29 0.15 100 25 15

file are obtained from [130], and the hourly normalized photovoltaic output is obtained

from [131]. Five responsive demands at buses B14, B16, B25, B27, and B31 with three

bidding blocks for each responsive demand are considered. The annual input data consists

of electricity price, electricity demand, PV power outputs, prices for demand bid in each

block, natural gas demand, and natural gas price. Three representative days are considered

in each year where each day represents a typical day in a season, i.e., spring/fall, summer,

and winter [78, 79]. The number of days in each season is 92, 91, 92, and 90 for spring, fall,

summer, and winter, respectively [79]. Therefore, the representative days capture 183, 92,

and 90 days in spring/fall, summer, and winter, respectively. The empirical distributions

of the samples are assumed to follow multivariate normal distribution functions, where the

mean values are shown in Fig. 4.3, and the standard deviation is assumed to be 3% of

the mean values [74, 75]. The annual growth rate is 3% for the electricity and natural gas

demands. The hourly electricity prices and demand bids in each block on the first represen-

tative day in the fall/spring season in the first year are shown in Fig. 4.4. The normalized
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photovoltaic power profiles, electricity demand, and natural gas demand profiles in the three

representative days of the first year are shown in Fig. 4.3. The proposed expansion planning

is performed for 10 years, where the annual discount rate is 10%. The optimality gap (ε)

in step 12 is 0.01%. The allowable EDmax
d,s,y is 5% of the total forecast daily load d in this

period. The allowable EDmax
d,s,y increases by 3% annually. The case studies are simulated on

a server with dual 14 Core Intel Xeon 2.6 GHz, 380 GB of memory, and Cplex 12.8 is used

as the solver. Two case studies are considered. First, the deterministic solution is presented

where the forecast values of the uncertain parameters are used. Second, the distributionally

robust expansion planning decisions are presented using 20 hourly samples of each uncertain

parameter. Finally, the performance of the proposed algorithm is evaluated. The perfor-

mance of the proposed DRO solution is compared to the solution to the SP problem solved

using the Sample Average Approximation (SAA) approach.

4.5.1 Case 1 – Expansion planning deterministic solution

In this case, the forecasted values of electricity demand, demand bidding prices, photo-

voltaic power generation outputs, and natural gas demand are considered. To evaluate the

impact of DR program on the expansion planning decision, DR program is ignored in this

case. The expansion planning decisions, in this case, are to install three GFDG with 750 kW.

The three units of type GF2 are installed at buses B21, B23, and B19 in the eighth, ninth,

and tenth years, respectively. The investment cost is $207,374.09, and the total planning

and operation costs is $2,632,777.98. Considering the DR program in expansion planning

problem, the expansion planning decision is to install one GFDG of type GF2 at bus B33

in the tenth year. The hourly regulation of the responsive demand using the DR program

reduced the installed capacity of GFDG units from 750 kW in the case without DR to 250

kW in the case with DR. Hence, the investment cost for GFDG is reduced to $62,650.78. The

total operation cost of the distribution and natural gas networks is $2,458,370.38, where the

main distribution feeder cost, the distributed generation operation cost, the operation cost of

the battery storage units, and the natural gas operation cost are $1,682,687.74, $311,775.68,

$29,104.55. and $434,802.41, respectively. Furthermore, the DR flattens the hourly demand

profile, e.g., the electric demands at the peak periods of hours 18-20 during the fall/spring
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Figure 4.3: The normalized photovoltaic power, electricity demand, and natural gas demand
profiles in the three seasons of the first year.
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Figure 4.4: The hourly electricity prices and demand bid in each block of the first represen-
tative day (i.e., fall/spring season) in the first year.
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season in the first year are reduced by 57.939 kW, 100.953 kW, and 51.161 kW, respectively.

Moreover, installing gas-fired unit GF2 at buses B33 is delayed for two years compared to the

case without the DR program. Incorporating DR program into the planning framework re-

duces the total expansion planning and operation costs from $2,632,777.98 to $2,521,021.16.

Hence, incorporating DR program in the planning decision not only reduced the installed

capacity of GFDG and the total planning and operation costs but also postponed the ex-

pansion decisions in the distribution network and reduced the reliance on the natural gas

network.

4.5.2 Case 2 – Distributionally Robust Expansion Planning

In this case, the solution to the formulated distributionally robust expansion planning

problem is presented. The empirical data include 20 hourly samples of uncertain variables,

i.e., 1440 samples in each year, and the uncertain variables include electricity demand, PV

power output, demand bid in each block, and natural gas demand. The Wasserstein radius

for uncertain variable is obtained by solving (4.44)-(4.45) [62]. The expansion planning deci-

sions, in this case, are to install 3 GFDG units with a total power capacity of 750 kW, which

is 500 kW higher than the installed capacity in Case 1. The three GFDG units of type GF2

are installed at buses B29, B24, and B23 in the eighth, ninth, and tenth years, respectively.

Compared to Case 1, the investment cost on GFDG units is increased to $207,374.09, and

the total expected operation cost is $2,412,512.53. Here, the expected distribution and nat-

ural gas network operation costs are $1,967,606.27 and $444,906.26, respectively. The total

expansion planning and expected operation cost is $2,619,886.62. The expansion planning

solution is feasible for the power distribution and natural gas networks after 8 iterations,

and the solution is optimal for both networks after 3 iterations.

The in-sample performance of the formulated DRO problem is compared to the SP coun-

terpart solved using the Benders decomposition technique. Here, the solution to the SP

problem provides less conservative planning decisions, i.e., installing 2 GFDG units with

a total power capacity of 500 kW on Bus B29 and B21 in the ninth and tenth years, re-

spectively. The solution time of the DRO and SP problems that are solved for the same

optimality gap (ε=0.01%) are 6h-21min-56s and 3h-46min- 35s, respectively. However, the
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solution to the SP problem is not hedged against unseen scenarios that will be discussed in

the next subsection.

4.5.3 Performance Evaluation

This section compares the solution to the proposed decentralized DRO framework with

the solution to the SP problem procured using the SAA approach. The size of empirical

samples for each uncertain variable is 100, and a total number of 72,000 samples in the

planning horizon for each uncertain variable is considered. The data is split 50/50 holdout

method, i.e., 50 hourly samples are used to evaluate the in-sample performance of the two

approaches. The other set of samples with 50 hourly samples is used to assess the out-of-

sample performance.

The in-sample and out-of-sample performance of Case 2 are shown in Table 4.6 and the

Wasserstein radius for each uncertain parameter in each set of samples is shown in Table 4.7.

As shown in this table, the in-sample cost of DRO yields a higher total cost compared to

the solution to the SP problem. Table 4.6 shows that the DRO formulation provides a more

conservative solution compared to the SP formulation. As the number of samples increases

to the infinity, the solution to the DRO and SP problems would eventually converge [124].

However, increasing the number of samples for each uncertain parameter would increase

the complexity of the long-term planning problem. The out-of-sample performance of DRO

and SP formulations for Case 2 are presented in Table 4.6. Here, the robustness of the

GFDG expansion decisions obtained by solving the DRO and SP problems are evaluated

considering the unseen scenarios. These decisions include the expansion decisions (Ib,yh ), the

maximum natural gas demand for GFDG unit in each season (
∑

t P
s,y
h,t ), and the maximum

amount of demand response in each season (
∑

t P̃
s,y
d,t −

∑
m L

s,y
m,d,t). As shown in the fourth

and fifth columns in Table 4.6, using 20 samples, the out-of-sample expected operation cost

obtained by solving the DRO problem is reduced by $547,524.16 compared to the solution

to the SP problem. Therefore, the DRO solution is more robust to the unseen scenarios

compared to the solution procured using the SAA approach. Moreover, the solution to

the SP problem leads to 105.85 kWh expected non-responsive demand curtailment due to

insufficient generation capacity in the unseen scenarios. Considering 15$/kWh as the value
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Table 4.6: The expected operation cost used to evaluate the in-sample and out-of-sample
performance of DRO and SP formulations

N In-sample Out-of-sample
DRO ($) SP ($) DRO ($) SP ($)

20 2,619,886.62 2,525,770.13 2,339,901.75 2,887,425.91
30 2,624,905.24 2,526,966.65 2,343,275.38 2,884,631.09
40 2,628,182.29 2,526,580.35 2,324,054.16 2,882,957.07
50 2,629,003.87 2,526,486.03 2,324,598.69 2,882,266.32

Table 4.7: The Wasserstein radius for each uncertain parameter in each set of samples

N Wasserstein radius
ϵe ϵr ϵn

20 3.7095 0.7227 1.0378
30 2.9288 0.5996 0.8535
40 2.6124 0.5087 0.7404
50 2.3595 0.4496 0.6844

of the lost load, this leads to a $1,587.75 penalty for the demand curtailment. However, the

DRO solution provides adequate generation capacity to serve the non-responsive loads, and

the demand curtailment is zero. The probability distributions of the out-of-sample operation

cost of SP and DRO are compared in Fig. 4.5. As shown in this figure, the mean and standard

deviation of the operation costs for the DRO solution (i.e., $M2.3246 and $6041.1) are lower

than those for the SAA (i.e., $M2.8823 and $8562.0). This indicates that the DRO solution

is more robust when unseen scenarios are realized.

4.5.4 Scalability of the Proposed Expansion Planning Framework

In this section, the scalability of the proposed expansion planning framework is evaluated

using the modified IEEE 123-bus distribution network interconnected with the 28-node nat-

ural gas network as shown in Fig. 4.6 [51]. The maximum capacity of the main distribution

feeder is 1.65 MVA with a minimum power factor of 0.8. The gas supplier is at node 18 and
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Figure 4.5: The out-of sample performance of DRO and SP solutions.

has a capacity of 6000 m3/h. The potential candidates for the GFDG units are shown in

Table 4.2 and the candidate buses for installing GFDG units are B62, B80, B89, B97, B109,

and B116. The characteristics of other distributed generation and photovoltaic generation

units are shown in Tables 4.8 and 4.9, respectively. The battery storage units’ characteristics

are shown in Table 4.10, and the efficiency of discharging and charging the battery storage

units is 90%. Five responsive demands at buses B34, B42, B53, B99, and B112, with two

bidding blocks for each responsive demand, are considered. The optimality gap is 5%. The

annual input data profiles, demand growth, planning horizon, and annual discount rate are

similar to the previous case. To address the increase in the marginal cost of natural gas and

distribution generations, the annual inflation rate is 5%. The uncertain variables include

electricity demand, PV power output, demand bid in each block, and natural gas demand.

The empirical data include 15 hourly samples of uncertain variables, i.e., 1080 samples each

year.

In this case, the expansion planning decisions are installing four GFDG units with a
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Figure 4.6: The modified IEEE 123-bus distribution network connected to a 28-node natural
gas network.
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Table 4.8: Distributed Generation Units’ Characteristics

Units Bus Pmax (kW ) Qmax (kvar) $/kWh2 $/kWh
DG1 B55 260 180 0.00015 0.0025
DG2 B29 200 100 0.00028 0.038
DG3 B114 300 150 0.00015 0.0025
DG4 B44 150 75 0.00028 0.038

total power capacity of 1200 kW. Two GFDGs of type GF1 are installed on Buses B97 and

B116 in the first and third years, respectively. Two GFDG units of type GF2 are installed

on Buses B109 and B62 in the ninth and tenth years, respectively. The investment cost on

GFDG units, the expected distribution network operation cost, and the expected natural gas

network operation cost are $544,177.47, $2,395,442.06, and $605,516.49, respectively. The

total planning and operation cost for this case is $3,545,136.02. The expansion planning so-

lution is feasible for the power distribution and natural gas networks after 3 iterations, and

the optimal solution is obtained after 8 iterations. Compared with the solution to the SP

problem, the total planning and expected operation cost procured by solving the SP problem

is $3,282,787.84, which is 7.4% less than the total planning and expected operation cost ob-

tained by solving the DRO formulation. Comparing the out-of-sample performance of DRO

and SP problems, the total planning and expected operation costs obtained by solving the

DRO and SP problems are $3,084,245.22 and $3,828,741.01, respectively. Hence the DRO

problem yields less expected planning and operation costs compared to the solution to the

SP problem when facing unseen scenarios. The solution time of the DRO and SP problems

that are solved using the proposed Benders decomposition algorithm for the same optimality

gap (ε=5%) are 22h-40min-56s and 3h-47min-47s, respectively. As shown here, the solution

to the SP problem is not hedged against unseen scenarios. Here, the total planning and

expected operation cost for the out-of-sample solution of the SP problem is 24.14% higher

than the total expected operation cost procured by solving the DRO problem.
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Table 4.9: PV units’ Characteristics

PVs Bus Pmax (kW ) Qmax (kvar)
PV1 B10 50 25
PV2 B31 300 150
PV3 B25 100 50
PV4 B40 250 125
PV5 B48 100 50
PV6 B60 50 25
PV7 B70 100 50
PV8 B81 150 75

Table 4.10: Characteristics of battery storage units

Battery Bus ρq
($/kWh)

Emax

(kWh)
Pmax

(kW )
Qmax

(kvar)
BS1 48 0.18 400 100 60
BS2 44 0.17 200 50 35
BS3 37 0.15 100 25 15
BS4 65 0.17 200 50 35

4.6 Conclusion

This chapter proposes a Wasserstein distance-distributionally robust optimization for

GFDG units in the interconnected distribution and natural gas networks incorporating de-

mand response program. The uncertainties in electricity demand, PV generation, demand

bidding price, and natural gas demands are considered. The solution for the formulated

generation expansion planning problem addresses the worst-case probability distribution of

the uncertain parameters in the planning horizon. The DRO problem is reformulated to

a tractable linear formulation which is solved in a decentralized fashion using the Benders

decomposition. The proposed solution framework facilitates the autonomous operation of

the DSO and natural gas supplier. The problem is decomposed into a master problem and

feasibility and optimality subproblems in the power distribution and natural gas networks.
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The numerical results show that the solution to the formulated DRO problem outperforms

the solution to the SP problem in two domains. First, DRO formulation can obtain a more

robust solution compared to the SP with a limited number of samples. Furthermore, solving

the DRO problem would reduce the complexity and size of the planning problem compared

to the SP counterpart. Second, the numerical results show that the expected operation cost

obtained by solving the DRO problem is lower than that obtained by solving the SP problem

when facing the unseen scenarios. Moreover, the merits of DR in the expansion planning

practices are shown. The results show the effect of the DR program on flatting the demand

profile and reducing the overall planning and expected operating costs of the interconnected

distribution and natural gas network. It is shown that incorporating demand response would

not only delay the installation time of natural gas distributed generation but also reduce the

installed capacity, change the planning expansion decisions, and reduce the reliance on the

natural gas network.
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Chapter 5

Distributionally Robust Decentralized Operation of Distribution networks with Hydrogen

Refueling Stations

This chapter proposes a distributionally robust coordinated operation of the distribution

network with hydrogen refueling stations. The proposed operation framework determines

the optimal operation of the integrated power and hydrogen system, considering the worst-

case probability distribution of the electricity demand, PV output, hydrogen demand, and

hydrogen supply. A decentralized operation framework is proposed for the hydrogen refuel-

ing stations that capture the interactions between the autonomous station operators and the

DSO. Benders decomposition is used to coordinate the operational decisions among the DSO

and hydrogen refueling station operators to serve the BEVs and HFCVs. The contributions

of this chapter are outlined as follows:

– The coordinated operation problems for the distribution network with hydrogen refu-

eling stations are formulated as DRO problems. The ambiguity set is constructed using the

Wasserstein distance metric, where the empirical samples of electricity demand, PV genera-

tion, hydrogen demand, and hydrogen supply are leveraged to form the empirical probability

distributions.

– The optimal dispatch of generation units in the distribution network and hydrogen

production and storage facilities in the hydrogen refueling stations are coordinated in a

decentralized manner using the Benders decomposition algorithm to minimize the total op-

eration cost while preserving the privacy of the autonomous operators.

The rest of the chapter is organized as follows: A list of symbols used in this chapter is

presented in Section 5.1. The problem description and formulation are presented in Section

5.2 and Section 5.3, respectively. The solution methodology is presented in Section 5.4.

Section 5.5 presents the numerical results, and the conclusions are summarized in Section

5.6.

118



5.1 List of Symbols

Indices and Sets:

e Index of electricity network

c Index of hydrogen refueling station

s Index of hydrogen storage

d Index of demand

b Index of bus

t Index of hour

g Index of the distributed generation

f Index of the distribution feeder

l Index of distribution line

v Index of the PV generation unit

k Index of cost function segment

i Index of sample

G Set of distributed generation units

F Set of the distribution feeders

Variables:

Ub,t Squared of bus voltage

P(.),t Real power dispatch of a unit

Q(.),t Reactive power dispatch of a unit

Pl,t Real power flow in a branch

Ql,t Reactive power flow in a branch

P̃d,t Real power demand

Qd,t Reactive power demand

IEH
c,t Binary variable indicating the operating status of electrolyzers;

1 if the power flow from the distribution network to

electrolyzers and 0 otherwise

IHE
c,t Binary variable indicating the operating status of the fuel cells;

1 if the power flow from the fuel cells to the distribution
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network and 0 otherwise

P−
c,t The real power consumed by electrolyzers

P+
c,t The real power supplied to the distribution network by fuel cells

Ec,t The hydrogen production by electrolyzers

Fc,t The hydrogen consumed by fuel cells

q̃c, The hydrogen supply to the hydrogen storage by hydrogen

supply chain

Hc
s,t The available hydrogen in the hydrogen storage

hcs,t The discharge of the hydrogen storage

L̃HV
c,t The hydrogen demand consumed by hydrogen-based vehicles

L̃EV
c,t The hydrogen demand consumed by fuel cells to supply

electric vehicles

µt/Z
(.)
t Auxiliary positive variables

γ, λ, si, Auxiliary variables

Γ+
c,t,Γ

−
c,t Dual variables

Parameters:

Al
b Element of line-bus incidence matrix

Ld
b Element of demand-bus incidence matrix

B
(.)
b Element of unit-bus incidence matrix

Rl Resistance of distribution line l

Xl Inductive reactance of distribution line l

Smax
l The capacity of the distribution branch

ρf,t Electricity price

Cg
k Marginal generation cost at segment k

Pmax
(.) Maximum real power dispatch of a unit

Pmin
(.) Minimum real power dispatch of a unit

Qmax
(.) Maximum reactive power dispatch of a unit

αEH The electricity to hydrogen conversion

ηEH The efficiency of the electrolyzers

αHE The hydrogen to electricity conversion
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ηHE The efficiency of the fuel cell

ϵ(.) Wasserstein radius

Uncertain Parameters:

ξ̃(.),t Forecast error of net load.

5.2 Problem Description

The physical and control layouts of the distribution network and hydrogen refueling

stations are presented in Fig. 5.1. Each hydrogen refueling station operator manages the

electrolyzers, fuel cells, and hydrogen tanks in the station and communicates with the DSO.

The DSO operates the generation resources and communicates with the hydrogen refueling

stations to ensure the secure and reliable operation of the distribution network. The hydrogen

refueling stations coordinate with the DSO to either convert power to hydrogen through

electrolyzers during light load in the distribution network or transform hydrogen to power

using fuel cells during peak load in the distribution network to reduce the burden on the

distribution network. Meanwhile, the hydrogen supply and demand balance is maintained

considering the uncertainty in the hydrogen supply and the hydrogen and electricity demand

imposed by HFCVs and BEVs, respectively. As shown in Fig. 5.1 limited information will

be shared among the operators of the hydrogen refueling stations and DSO to preserve the

privacy of the operators and coordinate the power exchange between the refueling stations

and distribution network. The problem formulation for each operator and the coordination

scheme among the operators are presented in the next section.

5.3 Problem Formulation

This section presents the problem formulation for the operation of the distribution net-

work with hydrogen refueling stations. The problem is formulated as a DRO problem that

captures the worst-case probability distribution of net electricity loads and net hydrogen

demands. The objective function is formulated in (5.1), where the first term represents the

expected operation cost of the distribution network, and the second term represents the

expected operation cost of the hydrogen refueling stations. The expected operation cost of

the distribution network includes the expected operation costs of the distributed generation
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Figure 5.1: The physical and control layouts of the distribution network and hydrogen
refueling stations.

units and the main distribution feeder that are formulated in (5.33) and (5.34), respectively.

The expected operation cost of the hydrogen refueling stations is formulated in (5.35). The

constraints for the distribution network operation with the hydrogen refueling station are

presented in (5.2)-(5.32).

min
xg ,xf ,xc

{
sup
P∈P

EP
{
Ψg (xg, ξ̃e) + Ψf(xf , ξ̃e)

}
+ sup

H∈H
EH
{∑

c

Ψc

(
xc, ξ̃c,t

)} }
(5.1)

The capacity of the distribution branch is restricted by the linear equation sets as shown

in (5.2)-(5.4) [110]. The reactive power output of the PV unit is restricted by the maximum

capacity of the PV inverters, as shown in (5.5). The voltage at each distribution bus is

constrained by an upper and a lower value, as shown in (5.6). The linearized representation

of the distribution power flow (DistFlow) model is presented in (5.7).

−
√
3.(Pl,t + Smax

l ) ≤ Ql,t ≤ −
√
3.(Pl,t − Smax

l ) ; ∀l,∀t (5.2)
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−
√
3

2
.Smax

l ≤ Ql,t ≤
√
3

2
.Smax

l ; ∀l,∀t (5.3)

√
3.(Pl,t − Smax

l ) ≤ Ql,t ≤
√
3.(Pl,t + Smax

l ); ∀l,∀t (5.4)

−Qmax
v ≤ Qv,t ≤ Qmax

v ;∀v,∀t (5.5)(
V min
b

)2 ≤ Ub,t ≤ (V max
b )2 ; ∀b,∀t (5.6)

Bl
b.U i,t = 2.

(
ri,jl .Pl,t + xi,jl .Ql,t

)
; ∀l ∀t (5.7)

The forecast error of the total net demand (ξ̃e,t) in (5.8) represents the uncertainties in

electricity demand and the PV generation. The affine rules for the power adjustment of dis-

tributed generating units and main distribution feeder in response to the total net forecasted

demand errors are presented in (5.9)-(5.11). The nodal real and reactive power balances are

shown in (5.12) and (5.13), respectively. Constraints (5.14)-(5.16) ensure that each hydro-

gen refueling station either consumes electricity from the distribution network or supplies

power to the distribution network at each hour. In other words, each hydrogen refueling

station either converts electricity to hydrogen to charge the hydrogen storage or converts the

hydrogen to electricity and discharges the hydrogen storage. The main distribution feeder is

restricted by its capacity as shown in (5.17)-(5.18), considering the minimum power factor

(θf ). The real and reactive power of the distributed generating unit is limited to its capacity,

as shown in (5.19) and (5.20), respectively.

ξ̃e,t =
∑
b

(∑
d

(
P̃d,t − P d,t

)
−
∑
v

(
P̃v,t − P v,t

))
;∀t (5.8)

0 ≤ µf,t ≤ 1;∀f, ∀t (5.9)

0 ≤ µg,t ≤ 1 ; ∀g,∀t (5.10)∑
g

µg,t +
∑
f

µf,t = 1 ; ∀t (5.11)
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∑
f

Bf
b .(Pf,t + µf,t.ξ̃e,t) +

∑
g

Bg
b .(Pg,t + µg,t.ξ̃e,t) +

∑
C

BC
b .P

+
c,t −

∑
C

BC
b .P

−
c,t

+
∑
v

Bv
b .P̃ v,t +

∑
l

Al
b.Pl,t =

∑
d

Ld
b .P̃d,t ; ∀b,∀t (5.12)

∑
f

Bf
b .Qf,t +

∑
g

Bg
b .Qg,t+

∑
v

Bv
b .Qv,t +

∑
l

Al
b.Ql,t =

∑
d

Ld
b .tan(cos

−1(θd)).P̃d,t ; ∀b,∀t

(5.13)

−Pmax
c .IEH

c,t ≤ P+
c,t ≤ Pmax

c .IEH
c,t ; ∀c,∀t (5.14)

−Pmax
c .IHE

c,t ≤ P−
c,t ≤ Pmax

c .IHE
c,t ; ∀c,∀t (5.15)

IEH
c,t + IHE

c,t ≤ 1; ∀c, ∀t (5.16)

Pmin
f ≤ Pf,t + µf,t.ξ̃e,t ≤ Pmax

f ;∀f, ∀t (5.17)

−tan (θf ) .Pf,t ≤ Qf,t ≤ tan (θf ) .Pf,t;∀f, ∀t (5.18)

Pmin
g ≤ Pg,t + µg,t.ξ̃e,t ≤ Pmax

g ;∀g,∀t (5.19)

−Qmax
g ≤ Qg,t ≤ Qmax

g ;∀g,∀t (5.20)

The constraints for each hydrogen refueling station are shown in (5.21)-(5.32). The total

net demand forecast errors (ξ̃c,t) shown in (5.21) represent the uncertainties in the hydrogen

demand and supply. Here, the hydrogen demand includes the demand for HFCVs and fuel

cells that serve BEVs. The affine rules that adjust the output of the hydrogen storage in

response to the forecast error of the net hydrogen demand are shown in (5.22)-(5.23). The

hydrogen supply and demand balance is enforced by (5.24). The hydrogen discharge is

limited by the maximum and minimum values as shown in (5.25). The available hydrogen

in the hydrogen storage tank is shown in (5.26) [82, 83]. The stored hydrogen is restricted

by the minimum and maximum capacity limits as enforced by (5.27). The initially stored

hydrogen is equal to the stored hydrogen in the final operation period, as shown in (5.28).

Here, the hydrogen supply within a time window is an uncertain parameter as it relies on

the hydrogen supply chain [83]. The hydrogen production from the electrolyzer is given

in (5.29), considering the electricity to hydrogen conversion factor and the efficiency of the

electrolyzer. The capacity of the produced hydrogen by the electrolyzer is limited by (5.30).
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The hydrogen consumption of the fuel cell is given by (5.31) considering the hydrogen to

electricity conversion factor and the efficiency of the fuel cell. The hydrogen consumption of

the fuel cell is limited by its capacity as enforced by (5.32).

ξ̃c,t = (L̃HV
c,t − L

HV

c,t ) + (L̃EV
c,t − L

EV

c,t )− (q̃c,t − qc,t);∀t, ∀c (5.21)

0 ≤ µs
c,t ≤ 1 ; ∀c,∀s,∀t (5.22)∑

s

µs
c,t = 1 ; ∀c,∀t (5.23)

∑
s

(hcs,t + µc
s,t.ξ̃c,t) = Fc,t + L̃HV

c,t + L̃EV
c,t ;∀c,∀t (5.24)

hmin
c ≤ hcs,t + µc

s,t.ξ̃c,t ≤ hmax
c ; ∀c,∀s,∀t (5.25)

Hc
s,t = Hc

s,t−1 + q̃c,t + Ec,t − (hcs,t + µc
s,t.ξ̃c,t);∀c,∀s,∀t (5.26)

Hmin
c ≤ Hc

s,t ≤ Hmax
c ; ∀c,∀s,∀t (5.27)

Hc
s,1 = Hc

s,T = H ini
c (5.28)

Ec,t = αEH .P
−
c,t.η

EH ;∀c,∀t (5.29)

Ec,t ≤ Emax
c .IEH

c,t ; ∀c,∀t (5.30)

Fc,t = βHE.P
+
c,t /η

HE;∀c,∀t (5.31)

Fc,t ≤ Fmax
c .IHE

c,t ; ∀c,∀t (5.32)

Ψg(xg, ξ̃e) =
T∑
t=1

((∑
g∈G

(
K∑
k=1

Cg
k .
(
Pg,t + µg,t.ξ̃e,t

))))

=
T∑
t=1

((∑
g∈G

(
K∑
k=1

(
ag,t.ξ̃e,t + bg,t

))))
(5.33)

Ψf (xf , ξ̃e) =
T∑
t=1

(∑
f∈F

(
ρf,t.

(
Pf,t + µf,t.ξ̃e,t

)))
=

T∑
t=1

(
af,t.ξ̃e,t + bf,t

)
(5.34)
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Ψc

(
xc, ξ̃c

)
=

T∑
t=1

(∑
s

(
µs
c,t.ξ̃c,t

))
=

T∑
t=1

(
ac,t.ξ̃c,t

)
(5.35)

The DRO problem (5.1)-(5.32) considers the ambiguity set formed by the Wasserstein

distance metric using the empirical samples [63,65,66,124]. The Wasserstein distance-based

ambiguity set is defined in (5.36), where the empirical distribution PN is centered in the

Wasserstein ball with radius ϵ(N). The radius ϵ(N) is calculated using (5.37) and (5.38)

considering the confidence level ϑ, the sample size N , and the mean value of samples π [63],

[65].

Ξ:= {P∈M(Ξ) | dw (PN ,P)≤ ϵ(N)} (5.36)

ϵ(N) =R.

√
2

N
log(

1

1−ϑ
) (5.37)

R = min
ϕ≥0

2

√√√√ 1

2.ϕ

(
1 + ln

(
1

N

N∑
i=1

eϕ(∥ξ̂i−π∥)
))

(5.38)

The objective functions in (5.1) are piecewise affine functions. The uncertainty set for

the net electricity demand is a polytope, i.e., Ξ = ξ̃e ∈ Rm : Ce.ξ̃e ≤ de. The worst-case

expected cost for the distributed generation in the first term of (5.1) can be reformulated as

(5.39a)-(5.39d). Similar formulations are used to reformulate the second and third terms in

the objective function that determine the worst-case expected cost for feeder energy and the

worst-case expected operation cost of the hydrogen refueling station, respectively.

sup
P∈P

EP

{
Ψ(xe, ξ̃e)

}
= inf

λ,si,γi,k

(λe. ϵe +
1

Ne

Ne∑
i=1

sei ) (5.39a)

s.t Ψ
(
xe, ξ̂

i
e

)
+ γe,⊺i,k .

(
de − Ce.ξ̂

i
e

)
≤ sei , ∀i ≤ Ne, k ≤ K (5.39b)∥∥Ce

Tγei,k − aek
∥∥
∞ ≤ λe∀i ≤ Ne, k ≤ K (5.39c)

γei,k ≥ 0 ∀i ≤ Ne, k ≤ K (5.39d)

Finally, the problem in (5.1)-(5.32) is reformulated to (5.40),(5.33)-(5.35), and (5.39a)-

(5.39d) for distributed generation, feeder, and hydrogen refueling station costs, subjected

to the distribution network operation constraints (5.2)-(5.20), and hydrogen refueling sta-
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tion operation constraints (5.21)-(5.32).

min λe.ϵe+
1

Ne

Ne∑
i=1

sei +
∑
c

(
λc.ϵc +

1

Nc

Nc∑
i=1

sci

)
(5.40)

5.4 Solution Framework

In this section, the decentralized framework to solve the coordinated operation of the

distribution network with hydrogen refueling stations is presented. The information related

to the power consumption of electrolyzers and the power generation of fuel cells, i.e., P−
c,t, P

+
c,t

are shared between the DSO and refueling station operators. The decentralized framework

leverages Benders decomposition to solve the problem. The problem is decomposed into

a master problem solved by the DSO and two sub-problems solved by hydrogen refueling

stations. The master problem and sub-problems are formulated in the next subsections.

5.4.1 Master Problem

First, the operation problem of the distribution network is formulated as the master

problem (MP) in (5.41a)-(5.41b), (5.39b)-(5.39d), (5.33)-(5.34), and (5.2)-(5.20). Once the

MP is solved, the decisions related to the power consumption of electrolyzers and the power

generation of fuel cells, i.e., P−
c,t, P

+
c,t, are sent to the hydrogen refueling station feasibility

sub-problem (SP1).

min Zlower (5.41a)

Zlower ≥ λe.ϵe+
1

Ne

Ne∑
i=1

sei (5.41b)

5.4.2 Sub-Problems

The hydrogen feasibility sub-problem (SP1) is formulated for each hydrogen refueling sta-

tion. Here, each hydrogen refueling station operator will solve SP1 to ensure the feasibility of

the determined power flow between the hydrogen storage and distribution network in the MP.

The SP1 is formulated in (5.42a)-(5.42d), (5.21)-(5.23), and (5.25)-(5.32). The objective is
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to minimize the mismatch in the hydrogen supply-demand balance in the hydrogen refueling

station. The positive slack variables are introduced in the hydrogen supply-demand balance

constraint as shown in (5.42b). Constraints (5.42c)-(5.42d) fix the power flow decisions to

the solution obtained from the MP.

min W c
1 =

∑
t

(Z1
c,t + Z2

c,t) (5.42a)

∑
s

(hcs,t + µc
s,t.ξ̃c,t) + Z1

c,t − Z2
c,t = Fc,t + L̃HV

c,t + L̃EV
c,t ;∀c,∀t (5.42b)

P+
c,t = P̂+

c,t : Γ+
c,t ∀c, ∀t (5.42c)

P−
c,t = P̂−

c,t : Γ−
c,t ∀c, ∀t (5.42d)

If SP1 is infeasible, the feasibility cut in (5.43) is formed for each hydrogen refueling

station and sent to the MP.

Ŵ c
1 + Γ̂+

c,t .(P
+
c,t − P̂+

c,t ) + Γ̂−
c,t .(P

−
c,t − P̂−

c,t ) ≤ 0;∀c,∀t (5.43)

Once SP1 is feasible for each hydrogen station, the hydrogen refueling optimality sub-

problem SP2 is solved to ensure the optimality of the procured solution in the MP. SP2

is formulated as (5.44a)-(5.44b), (5.39b)-(5.39d), (5.42c)-(5.42d), and (5.21)-(5.32). If the

solution procured by the DSO in the MP, i.e., P̂−
c,t, P̂

+
c,t , is not optimal, the optimality cut

in (5.45) is formed and sent to the MP.

min W2 (5.44a)

W2≥λc.ϵc+
1

Nc

Nc∑
i=1

sci (5.44b)

Zlower ≥ λe.ϵe+
1

Ne

Ne∑
i=1

sei +
∑
c

(
λ̂c.ϵc +

1

Nc

Nc∑
i=1

ŝci + Γ̂+
c,t .(P

+
c,t − P̂+

c,t ) + Γ̂−
c,t .(P

−
c,t − P̂−

c,t )

)
(5.45)
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5.4.3 Implementation

The implementation of the proposed algorithm for solving the operation problem of the

distribution network with hydrogen refueling stations is as follows:

Step 0: Initialization:

- Obtain the forecasted values and samples from the historical data for each uncertain

parameter.

- Calculate the Wasserstein radius for each uncertain parameter according to (5.37)-

(5.38).

- Set the predefined optimality gap ϵ.

Step 1: Solve the MP and update the power consumption decisions for the electrolyzers and

the power generation decisions for the fuel cells P̂−
c,t, P̂

+
c,t and Ẑlower.

Step 2: Solve the feasibility sub-problem SP1 for each hydrogen refueling station given the

power consumption and power generation decisions P̂−
c,t, P̂

+
c,t obtained from the MP.

Step 3: If SP1 is feasible for each hydrogen refueling station, i.e., Ŵ c
1,t = 0, then go to Step

4. Otherwise, add feasibility cut (5.43) to the MP and go to Step 1.

Step 4: Solve the optimality sub-problem SP2 for each hydrogen refueling station considering

the power flow decisions between the distribution network and the hydrogen refueling station

P̂−
c,t, P̂

+
c,t obtained from the MP.

Step 5: Calculate the upper bound of the solution (Zupper) using (5.46).

Zupper = λ̂e.ϵe+
1

Ne

Ne∑
i=1

ŝei +
∑
c

(
λ̂c.ϵc+

1

Nc

Nc∑
i=1

ŝci

)
(5.46)

Step 6: If |Ẑupper−Ẑlower|
|Ẑupper+Ẑlower|≤ε, then terminate the algorithm. Otherwise, send the optimality

cut (5.45) to the MP, and go to Step 1.

5.5 Numerical Results

In this section, the modified IEEE 34-bus distribution network with two hydrogen re-

fueling stations, shown in Fig. 5.2, are used to evaluate the performance of the proposed

decentralized operation framework. The maximum capacity of the main distribution feeder

is 1.8 MVA with a minimum power factor of 0.8. The characteristics and location of the
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Table 5.2: Distributed Generation Unit Characteristics

Units Bus Pmax (kW ) Qmax (kvar) $/kWh2 $/kWh
DG1 B12 360 180 0.00015 0.0025
DG2 B21 300 150 0.00028 0.038
DG3 B26 200 100 0.00015 0.0025

distributed generation and photovoltaic power generation units are shown in Tables 5.2 and

5.3, respectively. The hydrogen supply is 350kg for each hydrogen refueling station. Here,

the hydrogen supply is refueling each hydrogen station in a certain time window (7:00-9:00

AM) [83]. The capacity of alkaline electrolyzers is 1100kW (330kg H2) for hydrogen refueling

stations. The electricity to hydrogen conversion is considered as 33.33 kWh/kg [132, 133],

and the efficiency of the electrolyzer is 60% [84,132]). The capacity of the hydrogen storage

is 850kg for hydrogen refueling stations. The capacity of fuel cells [133] is 80kW and 100kW

for hydrogen refueling station-1 and station-2, respectively, where αHE is the hydrogen to

electricity conversion (0.03 kg/kWh) and ηHE is the efficiency of the fuel cell (55%) [133].

The empirical distributions of the samples are assumed to follow multivariate normal distri-

bution functions, where the mean values are shown in Fig. 5.3, and the standard deviation

is assumed to be 3% of the mean values [74, 75]. The normalized electricity demand, pho-

tovoltaic power, and hydrogen demand, including the demand profile for BEVs and HFCVs

for each refueling station, are shown in Fig. 5.3. The peak demand for BEVs is 300kW, and

the peak demand for HFCVs is 45kg/hr H2. It is assumed that each BEV requires 10kW,

and the number of BEVs is 30 BEVs. It is assumed that each HFCV requires 1kg/hr H2,

and the number of HFCVS is 45 HFCVS. The optimality gap (ε) in step 6 is 1%. The case

studies are simulated using GAMS on a server with dual 14 Core Intel Xeon 2.6 GHz, 380

GB of memory, and CPlex 12.8 is used as the solver. In this section, two case studies are

performed. First, the deterministic solution for the operation problem is presented, which

considers the forecast values of the uncertain parameters. Second, the solution to the pro-

posed distributionally robust operation problem is presented using five hourly samples of

each uncertain parameter.
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Figure 5.2: The modified IEEE 34-bus distribution network with two hydrogen refueling
stations.
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Table 5.3: PV units’ Characteristics

PVs Bus Pmax (kW ) Qmax (kvar)
PV1 B10 150 75
PV2 B28 300 150
PV3 B32 160 80

5.5.1 Case 1 – Deterministic Solution

In this case, the solution to the operation problem of the distribution network with two

hydrogen refueling stations is presented considering the forecasted values of electricity de-

mands, PV power output, HFCV, and BEV demands. Here, the total energy consumption of

hydrogen refueling stations are 108.694 kWh in the operation horizon. The total energy sup-

ply to the distribution network from hydrogen refueling station-1 and station-2 are 1920.00

kWh and 2200.00 kWh, respectively. The operation cost of the distributed generation and

the cost of the main feeder are $1,424.35 and $3,844.49, respectively. The total operation

cost of the distribution network with two hydrogen stations is $5,268.84. The operation de-

cisions are feasible for the distribution and hydrogen refueling stations after two iterations,

and the solution is optimal after one iteration.

5.5.2 Case 2 – The Proposed Distributionally Robust Problem

In this case, the worst-case probability distributions of electricity demand, PV genera-

tion, hydrogen demand, and hydrogen supply are determined by formulating the operation

problem as a distributionally robust optimization problem. The empirical data include five

hourly samples of the uncertain parameters, which include electricity demand, PV power

output, hydrogen demands, and the hydrogen supply. The Wasserstein radius for each un-

certain parameter is obtained using (5.37) and (5.38) [63, 65]. Here, the total expected

energy consumption of hydrogen refueling station-1 and station-2 in the operation horizon

are 251.042 kWh and 330.847 kWh, respectively. Compared to the deterministic solution,

the expected energy consumption of hydrogen refueling stations is increased by 473.195 kWh

in response to the net hydrogen load uncertainty. The total expected energy supplied to
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Figure 5.3: The normalized power profiles for electricity demands, PV power, electric vehicles
and hydrogen vehicles demands for station-1, and electric vehicles and hydrogen vehicles
demands for station-2.

the distribution network by hydrogen refueling station-1 is reduced to 1600.00 kWh. The

total expected energy supplied to the distribution network by hydrogen refueling station-2 is

2200.00 kWh which is similar to the energy supplied to the distribution network from hydro-

gen refueling station-2 in Case 1. The expected operation costs of the distributed generation

and the main feeder are $1,382.97 and $4,034.54, respectively. The total expected operation

cost of the distribution network with two hydrogen stations is $5,442.69, which is $173.85

higher than the total operation cost in Case 1. Compared to Case 1, the expected operation

cost of hydrogen station-1 and station-2 are increased by $15.61 and $9.57, respectively. The

operation decisions are feasible for the distribution and hydrogen refueling stations after 55

iterations, and the solution is optimal for the distribution and hydrogen refueling stations

after one iteration.
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5.5.3 Performance Evaluation

This section evaluates the performance of the solution to the DRO problem compared to

its SP counterpart. The size of hourly empirical samples for each uncertain parameter is 28.

The data is divided using the holdout method, i.e., 14 hourly samples are used to evaluate

the in-sample performance of the DRO and SP problems. The other set of samples with

14 hourly samples is used to evaluate the out-of-sample performance of the DRO and SP

problems.

The in-sample performance of the proposed DRO problem is compared to the SP coun-

terpart solved using the Benders decomposition algorithm. Here, the solution to the SP

problem provides less conservative operational decisions with the total expected operation

cost of $5,409.88, which is $32.81 lower than the expected operation cost in the proposed

DRO problem. The total expected energy consumption of hydrogen refueling station-1 and

station-2 are 366.242 kWh and 55.646 kWh, respectively. The total expected energy con-

sumption of the hydrogen refueling stations in the solution to the SP problem is 160.001

kWh lower than the total expected energy consumption of hydrogen refueling stations deter-

mined by solving the DRO problem. The total expected energy supplied to the distribution

network by hydrogen refueling station-1 and station-2 are 1440.00 kWh and 2093.779 kWh,

respectively. The total expected energy supplied to the distribution network by the hydrogen

refueling stations using the SP formulation is 266.221 kWh lower than the solution to the

DRO problem.

The in-sample performance of the DRO solution in Case 2 and the Wasserstein radius

corresponding to the number of samples for each uncertain parameter are presented in Table

5.4. As shown in this table, the DRO solution provides a higher expected operation cost

compared to its SP counterpart. The proposed DRO formulation provides more conservative

operational decisions compared to the SP formulation; however, as shown in Table 5.4, the

difference between the solutions to the DRO and SP problems decreases as the number of

samples increases [124].

The out-of-sample performance of DRO and SP formulations for Case 2 are shown in

Table 5.5. Here, the operational decisions procured by solving the DRO and SP problems

are assessed when facing the unseen scenarios. These decisions related to the power con-
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Table 5.4: The expected operation cost for the in-sample sets of the uncertain parameters
using DRO and SP formulations

N Wasserstein radius DRO ($) SP ($)
ϵe ϵc1 ϵc2

5 6.5849 0.424 0.4435 5,442.69 5,409.88
8 6.0265 0.4214 0.4418 5,448.76 5,413.11
11 5.0279 0.4077 0.4273 5,457.21 5,420.79
14 4.7749 0.3868 0.4057 5,459.01 5,420.28

Table 5.5: The expected operation cost for the out-of-sample sets of the uncertain parameters
using DRO and SP formulations

N DRO ($) SP ($)

5 5,160.15 5,184.82
8 5,163.48 5,192.14
11 5,159.80 5,176.78
14 5,155.44 5,180.32

sumption decisions for the electrolyzers and the power generation decisions for the fuel cells,

i.e., P̂−
c,t, P̂

+
c,t are fixed. As shown in this table, using 5 samples, the out-of-sample expected

operation costs for the DRO and SP solutions are $5,160.15 and $5,184.82, respectively.

As expected, the DRO solution is more robust against the unseen scenarios since the out-

of-sample expected operation cost of DRO solution is $24.67 lower than the out-of-sample

expected operation cost of SP solution. The probability distributions of the out-of-sample

operation cost of SP and DRO are compared in Fig. 5.4. As presented in this figure, the

mean of the expected operation costs for the DRO solution is lower than the SP.

5.6 Conclusion

This chapter proposes a coordinated operation framework for the distribution network

operation and hydrogen refueling stations formulated as distributionally robust optimization
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Figure 5.4: The probability distributions of the out-of-sample operation cost of SP and DRO.

problems. The proposed formulation determines the worst-case probability distribution of

the uncertain electricity demand, PV generation, hydrogen supply, and hydrogen demands,

including BEVs and HFCVs. The numerical results show that the total expected operation

costs of the distribution network with hydrogen refueling stations are increased by 3.29%

compared to the deterministic solution once the worst-case probability distributions of the

uncertain parameters are considered. Furthermore, the solution to the DRO problem pro-

vides more robust operation decisions compared with the SP counterpart. It is shown that

as the DRO solution is more conservative than the solution to the SP problem, the total

expected operation cost obtained by solving the DRO problem is 0.61% higher than that

obtained by solving the SP problem.
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Chapter 6

Summary

With the restructured power system, different system operators and private stakeholders

coexist to operate and maintain the electricity networks. Moreover, the modern distribu-

tion network is shifting toward renewable energy sources due to environmental concerns

associated with conventional resources. However, the increased penetration of renewable

generation poses operational challenges in the distribution network. Networked microgrids

can efficiently utilize renewable energy sources and improve the availability and reliability of

the energy supply. The distribution system operator and microgrid operators are indepen-

dent entities, and their privacy and security concerns limit the information shared between

these entities. Therefore, a decentralized energy management framework is necessary to

coordinate the power dispatch of the distribution network with networked microgrids. In

this thesis, the first research work proposes a decentralized energy management system for

unbalanced networked microgrids. The uncertainties in electricity demand and PV power

generation, as well as the probabilistic operation modes of microgrids, are considered using

Monte Carlo simulation and backward scenario reduction. The solution framework ensures

the autonomous operation of the distribution network and microgrids using the Benders de-

composition algorithm.

The second research work develops a stochastic expansion planning approach to determine

the installation time, location, and capacity of battery energy storage systems in distribu-

tion networks with data centers. The significant increase in data center energy consumption

affects the long-term security and reliability of the energy supply in the distribution net-

work. The objective of the proposed expansion planning is to minimize the capital cost of

the battery energy storage and the expected operation cost of the distribution network while

ensuring the security of energy supply for the data centers and the reliability requirements

of the distribution network. The interactions among the independent operators are captured
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using the Benders decomposition algorithm. Monte Carlo simulation is used to address the

uncertainties in the electricity demand, data center workload, solar PV generation, and the

availability of the distribution branches. Then, a dissimilarity-based sparse subset selection

algorithm is used to cluster these scenarios.

The third research work in this thesis addresses the coordinated planning of gas-fired

distributed generators in the interconnected distribution and natural gas networks. The in-

creasing reliance on natural gas for power generation in the distribution network may cause

a shortage in the natural gas supply. Optimal coordination among the operators of the

distribution and natural gas networks is crucial to obtain a feasible generation expansion

plan in the distribution network. Therefore, the third research work presents a distribu-

tionally robust expansion planning framework for the gas-fired distributed generation in the

interconnected distribution and natural gas networks with demand response. The proposed

formulation considers the uncertainties in the electricity demands, natural gas demands, PV

generation outputs, and demand bidding price. The Wasserstein distance is used to con-

struct the ambiguity sets for the uncertain variables. The expansion planning decisions for

installing gas-fired distributed generators in the distribution network are obtained under the

worst probability distributions of the uncertain parameters. The Benders decomposition

algorithm is used to solve the expansion planning problem in multi-stages to preserve the

autonomous operation of the independent networks.

The fourth research work presents a coordinated operation of the distribution network

and hydrogen refueling stations. The operation problem is formulated as a distribution-

ally robust optimization. The ambiguity set is constructed based on Wasserstein distance

to address the uncertainties in the electric demands, PV generation, hydrogen supply, and

hydrogen demands. The proposed formulation coordinates the optimal dispatch of the gen-

eration assets in the distribution network and hydrogen refueling stations under the worst

probability distribution of uncertain parameters. The Benders decomposition is leveraged

to solve the operation problem and ensure the autonomous operation of the independent

network by limiting the information shared between these independent operators.
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